
 

The Kalman Filter KF

This is an example application
of discrete time rps
The KF estimates the state

of a dynamic system from

a sequence of noisy measurements

of the state

For this _ÉÉÉu
discussion
let the true state of the system
be the distance of an object

along this trajectory
Goal Estimate the distance Zn
along the trajectory at time
n Lor th

the Model the KF uses a

two stage model
the statemodel is

Zoe Am fm d Wnt nd 4



with some initializationZo
where

ann non random sequence
of State transition
parameters

Wn n state model error
Modeled as an

additive white
noise process
War zero mean

EWnWaJ O
Antk

E WE is called
the model error

variance at tome n

The KF tries to
estimate Zn from a

sequence of measuring

Xy Xu
The observation or measurement
model is



Xn Ent Mn where

Nn is noise in the
measurement modeled
as additive white

noise so ELNA O

EEN NI 0 jfk
Efta noise variance

or power
One more assumption
ELN Wa 0 Kj k

se and
model amor are
uncorrelated

Estimation criterion
the KF finds the linear

minimum meansquared eorormestimate
of Zn tromxy.gl



Linear filter let

Yu Eth Xmj hi Xu t thill
where Xo Z

Note The Kf is not
time invariant so the values

of him depend on n

Yn is our estimate of Za so

the MSE is

ELLENT Thared emormean

so we find the coefficients
hit hit that minimize

ELENI Xn Zn

It can be shown that the



optimal filter satisfies non recursive

IRzxln Fhi RxU
I

Effuxe n cross correlation
function of rpsZnand
Xn

Need to solve a linear

equations in n unknowns

Kalman developed a recursive

version of this filter to

make it practically realizable
Before presenting the recursive

form consider
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Model assumption
E WnXe D for
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Also
pain e Earth

Efron
observation
model
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So
Ray me Rex nil
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