







































































































We have introduced Sss
which says that a np
is Sss if all of its nth
order distributions do not

depend on where the time

origin is

A weaker form of stationary
is often assumed instead

second type of stationarity
A reply is wide sense

stationary wss if
does not

depend on t and

for some function

¹X (t) = ¹X

RXX(t1; t2) = E [X (t1)X (t2)] = RX (¿)

RX : R! R










































































































where

IEEE
the correlation of
Xlt Xlt equals the

correlation of Xlt XLty
since ta titty test
In this case can

write
Note the second property
of a WSS rp holds
it does

not depend on t

Note that if Xlt is Wss

then

¿ = t2¡ t1

RX (¿) = E [X (t)X (t+ ¿)]

E [X (t)X (t+ ¿)]

CXX (t1; t2) = RXX (t1; t2)¡ ¹X (t1)¹X (t2)










































































































becomes

Deth A np Xlt is a white
noise process it it is Wss

and and

dirac delta
function

for some N EIR
N O where N

is called the noise

power
comments

White noise has

it t ta so

XH Xlt are

CXX (t1; t2) = CX (¿) = RX (¿)¡ ¹2X

¹X = 0

RX (¿) = N± (¿)

E [X (t1)X (t2)] = 0






























































































orthogonal for
white noise and thus

since MxlH O Xlt
XLE are uncorrelated
The frequency content
of a Wssup is
defined as the
Fourier Transform
of Rx G With this
definition white
noise has a constant

power over all

frequencies once

8k 1 for
all frequencies WEIR

Linear Time-Invariant Systems

with Random Input Signals
































































From ECE 301 An LM system
can be characterized by
its impulse response

SH Fat hit
then

Is
what if the input is a p

It
That means

Sofor each was

In practice often want to
know the mean function
Mylt and the autocorrelation

Y (t; !) = h (t) ¤X (t; !)

x (t) y (t) = x (t) ¤ h (t)

X (t)

h (t)

h (t)

h (t)X (t; w) Y (t; !)

Y (t)



function Ry ti te since these

two functions are commonly used
to characterize rps

iii t

so

eYou should understand how this wasderived
If we assume that Xlt is Wss
with

¹Y (t) = E [Y (t)] = E

·Z 1

¡1
X (t¡ ®)h (®) d®

¸

=

Z 1

¡1
E [X (t¡ ®)]h (®) d®

¹X (t¡ ®)

¹Y (t) = ¹X (t) ¤ h (t) ; 8t

RY Y (t1; t2) = E [Y (t1)Y (t2)]

RY Y (t1; t2) =

Z 1

¡1

Z 1

¡1
RXX (t1¡ ®; t2¡ ¯)h (®)h (¯) d®d¯

= E

·Z 1

¡1
X (t1¡ ®)h (®) d®

Z 1

¡1
X (t2¡ ¯)h (¯) d¯

¸

=

Z 1

¡1

Z 1

¡1
E [X (t1¡ ®)X (t2¡ ¯)]h (®)h (¯) d®d¯

¹X (t) = ¹X;RXX (t1; t2) = RX (¿)



with

thin

does not depend on

t
Alco

To write this more compactly
let then

¿ = t2¡ t1

¹Y (t) =

Z 1

¡1
¹Xh (®) d®

= ¹X

Z 1

¡1
h (®) d® = ¹Y;

Z 1

¡1

Z 1

¡1
RX (t2¡ t1¡ ¯+ ®)h (®)h (¯) d®d¯RY Y (t1; t2) =

=

Z 1

¡1

·Z 1

¡1
RX (t2¡ t1 + ®¡ ¯)h (¯) d¯

¸
h (®) d®

(RX ¤ h) (¿+ ®)

RY Y (t1; t2) =

Z 1

¡1
(RX ¤ h) (¿+ ®)h (®) d®

¸ = ¡®:
RY (¿) =

Z 1

¡1
h (¡¸) (h ¤RX) (¿¡ ¸) dx



Now let then

is WSS Y t has constant
mean and autocorrelation function

that depends only on E t T

As long as

Yet is WSS

Example Let Xlt be a white
noise process with

Consider the filter

If Xlt is filtered by

~h (t) = h (¡t) :

RY (¿) =
³
~h ¤ h ¤RX

´
(¿)

Z 1

¡1
h (®) d® <1

RX (¿) = N0± (¿) ; N0 > 0

h (t) = e¡tu (t)



hit then

since white noise
is Zero man

Also
I

so

Ryle Ryle

4 te
Note that

Xlt X 14 are uncorrelated

if I tz but

YLE YIt have

correlation

¹Y (t) = ¹X

Z 1

¡1
h (t) dt = 0

Ry (¿) = e
¿u (¡¿) ¤ e¡¿u (¿) ¤N0± (¿)

RY (¿) =
N0
2
e¡j¿j; ¿ 2 R

N0
2
e¡jt2¡t1j



Filtering a rip can

be used to create

colored noise from
white noise This is

often done in music

Also there are products
that deliver white noise

and various types
of colored noise

created using different
filters hit Some

people report that these

products help soothe

them and help them

sleep but I do not know
if there is any scientific
evidence for this


