







































































































Have introduced the
mean autocorrelation and
auto covariance functions of a

rpXG Note that it can be
shown that

We might also characterize
a rp using nth order cats pasts
or pints for n 1,2

For example for a fixed
t the first order Cdf of

Xlt is

HEIR
for a different t this

calf would in general
be a different function

CXX (t1; t2) = RXX (t1; t2)¡ ¹X (t1) ¢ ¹X (t2)

FX(t) (x) = P (X (t) · x)










































































































For fixed ti te the
second order cat is

for all x Xue IR

If Xt is a discrete valued
rp use

i joint pouf Putin of

Xlt Xlt
Defer A rp Xlt is a Gaussian

FX(t1)X(t2) (x1; x2) = P (X (t1) · x1; X (t2) · x2)

fX(t1)X(t2) (x1; x2) =
@

@x1

@

@x2

P (X (t1) = x1; X (t2) = x2)

8x1 2 RX(t1);x2 2 RX(t2)

FX(t1)X(t2) (x1; x2)


















































































up it and any
the rus

are jointly Gaussian
You do not need to know

the nth order Gausroon

pdf but it has a similar

form to the 2nd order

fitting models to ups in

practice can be very difficult
One concept that can help
with this is stationary
w It would

EXIT change
we t if I moved

the time
w MIA origin

8n 2 N t1; :; tn

X (t1) ; X (t2) ; : : : ; X (tn)

Stationary of Random Processes
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Also does fay change if
the time origin changes

These are questions addressed

by stationarity
Two types of stationarity

Strict sense stationarity
Sss
A p XD is SSS if

42 Knew ftp.ytnjtxy.yxn

FX(t1)¢¢¢X(tn) (x1; ::; xn) =

FX(t1+®)¢¢¢X(tn+®) (x1; : : : ; xn)


