







































































































Previously found a

form of Bayes Theorem

and the TPL in terms
of density functions marginal
and conditional

Now consider the case

where two rrs X and

Y are independent Then

if
Note You must be careful

if you want to

use fyylylx fyly

fY jX (yjx) =
fXY (x; y)

fX (x)
=
fX (x) fY (y)

fX (x)
= fY (y)

fX (x) 6= 0










































































































for independence of

KY since this is

valid only if Fx to

Now summarize Bayes
Theorem for rrs

It X and Y are

both discrete use

with
for XE Ry ye Ry

this can be written
in terms of punts as

P (AjB) = P (BjA)P (A)
P (B)

A = fX = xg; B = fY = yg










































































































for all XE Rx
ye Ry where

Px G to Pyly 0

conditional put of

X given Y y defined
as

If X continuous Y
discrete use

pXjY (xjy) =
pY jX (yjx) pX (x)

pY (y)

pXjY (xjy) = P (X = xjY = y)

fX (xjB) =
P (BjX = x)fX (x)

P (B)










































































































with This

can be written as

for XER YeRy

F to pyly O

X continuous Y continuous

use

Fx yER where

fx 4 to fyly to

B = fY = yg

fXjY (xjy) =
pY jX (yjx) fX (x)

pY (y)

fY jX (yjx) =
fXjY (xjy) fY (y)

fX (x)










































































































Comment for HW 10

Some definitions
The nth moment of

a rust

The with central
moment is

The th th moment

of ivsX Y

I

The In th central

mTfX Y is

E [Xn]

E
£¡
X ¡X

¢n¤
n = 2; 3; : : :

E
£
XlY n

¤

n = 1; 2; : : :

l = 0; 1; : : : ;

n = 1; 2; : : :










































































































I

consider a ru X that

you wish to model For

example X might be

the steady state

temperature of a system
You might take n

measurements XY X

of X Assume that these

measurements are

independent and all

The Laws of Large Numbers

E
h¡
X ¡X

¢l ¡
Y ¡ Y

¢ni

n = 1; 2; : : :l = 0; 1; : : : ;










































































































have the same distribution

which is referred to as

being independent and

identically distributed vid

Now let

Yu is a sample
meat of X computed
from samples XD X

Sample means are used
to estimate expected
values so Yn is an

estimate of Efx

Yn =
1

n

nX

i=1

X(i)










































































































is it a good estimate

Does it get closer to

EAT as the number of

samples increases

The Laws of large Numbers LN
of which there are two

address this issue These

laws both say that if
and thin

as

in some sense The

strong UN state that

Yu EX with probability

one which means that

Yn! E [X] n!1;
¾X <1

¹X <1










































































































unless an event of probability
Zero happens the sequence
of sample meansyncouterges
to'thetruemeanEx

TheWeakLLNstatesth
same result but in a

Weaker sense than with prob 1

The LLNs can also be

used to show that

relative frequencyprobabilities
will converge to the

measurePast
namfvcgs

thing as follows










































































































Consider a random

experiment and an event

A in that experiment
for which you would

like to know the prob

PLA The relative frequency

approach estimates PCA

by running the experiment
n times and computing
the number of times A
occurs divided by n

Is this a good
estimate of PLA What

happens as the number










































































of trials converges to

is

Define a ru Xu as

then compute the

sample mean

By the SUN if the

trials are independent
as now

with prob 1 where

Xn =

½
1;

0;
if A occurs in trial n
otherwise

Yn =
1

n

nX

i=1

Xi

Yn! E [Xi]



p

for any i f yh

this means that the
relative frequency estimate

iet

E [Xi] = 1 ¢ P (Xi = 1) + 0 ¢ P (Xi = 0)

= P (A)


