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Abstract—Multi-hop line networks have emerged as an im-
portant abstract model for modern and increasingly dense
communication networks. In addition, the growth of real-time
and mission-critical services has created high demand for and
increased research interest in low-latency communications. The
combination of these facts motivates a new investigation of data
transmission schemes for L-hop line networks from a delay-vs-
throughput perspective. To this end, this work defines a metric
called the delay amplification factor for a target throughput R,
denoted by DAF(R), which characterizes the growth rate of the
(asymptotic) delay with respect to the number of hops. We show
that all existing relay schemes, e.g., Decode-&-Forward (DF),
have limR↗C DAF(R) = Ω(L), which is consistent with the
decades-old perception that delay grows linearly with respect
to L. We then design a scheme satisfying limR↗C DAF(R) = 1,
if the bottleneck hop is the last hop, i.e., its asymptotic delay does
not grow with respect to L. The results imply that this linearly
growing delay is an artifact of the existing DF designs, and it is
possible to surpass it and attain the true fundamental limit with
a new delay-centric solution. In the second half of this work,
we further show that if variable-length coding and one-bit stop-
feedback are allowed, we can relax the condition bottleneck being
the last hop and attain limR↗C DAF(R) = 1 for any arbitrary
line networks.

Index Terms—Low-latency communication, relay channel, line
network, error exponent, transcoding, delay-throughput tradeoff,
finite-length analysis

I. INTRODUCTION

A. Reliability function

DEFINE pe(R,n) as the message error probability of a
communication channel under encoding rate R and block

length n. The reliability function of a communication channel
E(R):

E(R) , lim
n→∞

− 1

n
log
(
pe(R,n)

)
(1)

then describes the asymptotic tradeoff between the error
probability versus the length of the coded messages. Along
with the concept of capacity, the reliability function of a
communication channel has played a significant role in the
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development of information theory. This emphasis on the
error probability vs. codeword length tradeoff is particularly
relevant for modern ultra-reliable ultra-low-latency (URLLC)
communications [1], massive machine-type communications
(mMTC) [2], and rural communications [3] since long code-
word lengths translate directly to a long transmission delay
between the start of the transmission at the sender and the
actual extraction of the messages at the receiver, even if
we assume that the underlying encoding/decoding algorithms
can be carried out and finished instantaneously (with infinite
hardware clock rate).

The reliability function of point-to-point channels is a well-
studied subject. In 1959, Shannon discovered upper and lower
bounds on the error exponent of the Additive White Gaussian
Noise Channels (AWGNCs) [4], which spearheaded numerous
follow-up works in the next decades, including but not limited
to [5]–[14]. More advanced studies beyond the reliability
function have received significant attention in recent years
under the new framework of finite-length analysis, see e.g.,
[15]–[22]. These latter works focus on the more practically rel-
evant communication rate vs. codeword length tradeoff under
a fixed error probability requirement as opposed to the more
traditional error probability vs. codeword length tradeoff un-
der a fixed communication rate requirement. Essentially, both
the reliability function and finite-length analysis study the joint
relationship between error probability, throughput, and delay;
and this work falls under the same umbrella as these important
prior results.

B. Multi-hop line networks
One signature trait of modern wireless communication sys-

tems is the overall densification of the network due to novel
infrastructure devices such as femto- or pico-cells. With the
continuing densification in 5G and beyond-5G networks, these
“small cells” are increasingly not directly connected to fiber-
optic networks due to cost or other site-specific constraints.
Instead, they rely on, potentially multiple, wireless connections
before reaching a wired connection, with work in 5G NR done
for this scenario under the Integrated Access and Backhaul
(IAB) framework [23]–[25], Cloud Radio Access Networks
(C-RAN) [26], or distributed transmission and reception [27]–
[29]. This has kindled renewed interest in classical relay
channels.

The history of the relay channel dates back to the general
three-terminal channels by van der Meulen [30] in the 1970s,
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Fig. 1. Variations on the relay channel model.

and a comprehensive review can be found in [31]. Fig. 1a
describes the most general relay channel model, for which the
relay channel is modeled as the joint conditional probability
P (Y2, Y1 |X1, X2 ), where Y1 and Y2 represent the received
signals at the relay and the destination, respectively, and X1

and X2 represent the signals transmitted at the source and
the relay, respectively. While the relay channel has continued
to attract research interest throughout the years [32]–[41], the
capacity of the most general relay model remains unknown.1

The difficulty of characterizing the general relay channel ca-
pacity lies in the fact that with an arbitrarily given conditional
distribution P (Y2, Y1 |X1, X2 ), a relay may “assist” with the
communication task between the source and the destination
by judicially selecting its transmitted value X2. Various ideas
exploring this possibility have been developed, including
Compress-&-Forward (CompressF) [31], [42], Compute-&-
Forward [43], Noisy Network Coding [44], etc.

As challenging as the general relay channel study can be,
almost all practical relay systems are operated under the so-
called separated relay channel in Fig. 1b., for which there
is no direct link between the source and the destination.
Specifically, the joint distribution admits a simpler form
P (Y2, Y1 |X1, X2 ) = P1(Y1 |X1 )P2(Y2 |X2 ) that separates
the destination from the source. By the max-flow/min-cut
theorem [31], the capacity of the separated relay channel
is the bottleneck hop capacity: C = min(C1, C2), where
C1 (resp. C2) is the capacity of the source-to-relay (resp.
relay-to-destination) channel, and the capacity is achieved by
Decode-&-Forward (DF) [31]. The separated relay channel
model and its capacity analysis can be easily extended to
the multi-hop line network depicted in Fig. 1c. While being
one of the simplest communication networks, multi-hop line
networks are arguably the most widely used relay model for
any wireless/wireline network, for which the sole task of the
intermediate nodes is to “relay” the messages from source to

1A short, non-comprehensive list of the types of relay channels for
which the capacity is known includes: separated relay channel (see Sec. II),
degraded and reversely degraded relay channel [31], semi-deterministic relay
channel [32], permuting relay channel [33], deterministic relay channel [34],
two-way relay channel [36], diamond channel [37], and (genie-aided) non-
causal relay channel [39].

destination, not to actively alter/assist the direct transmission
through P (Y2, Y1 |X1, X2 ).

C. Reliability function of multi-hop line networks

This work studies the reliability function of multi-hop line
networks, i.e., the asymptotic relationship of delay versus error
probability. In particular, we study the following questions:

Question 1: For any given multi-hop line network,
does there exist an upper bound on the (largest)
error exponent for any transmission scheme we can
possibly design?
Question 2: If such a bound on the error exponent
exists, can we design a new scheme from scratch
that approaches said bound?

Our goal of characterizing and approaching the optimal
error exponent among all possible schemes separates this work
from the existing results. For example, [11] derived the error
exponents of the existing (partial) DF scheme, the Compress-F
scheme, etc., but no new scheme was developed. In contrast,
this work is not bound by any existing design philosophy and
aims to directly optimize the end-to-end error exponent by
proposing new analytical approaches and achievability ideas.

D. Our contributions

Before we quantitatively define the optimality of the pro-
posed schemes, we first formulate a general class of relay
schemes for multi-hop line networks with L hops, which has
the following desirable features: (i) It includes any existing
relay schemes as special cases and enables fair comparison
that takes into account various important techniques like block
Markov coding, pipelining, and/or full-duplex capability; (ii)
It is flexible for any L ≥ 1; (iii) If L = 1 the class
of schemes (and its definitions of rates and block-lengths)
naturally coincides with the traditional definitions of block
codes for point-to-point channels [4]; and (iv) If L = 2, the
proposed new definition is identical to the specialization of
traditional block-based relay schemes [31], originally devised
for the general P (Y2, Y1 |X1, X2 ), to the 2-hop separated relay
setting in this work.

Based on the new problem formulation, for any arbitrarily
given scheme, we introduce a new metric dubbed the delay
amplification factor, denoted by DAF(R), which measures the
ratio of the asymptotic delay of applying the scheme over
the L-hop line network versus the asymptotic delay of the
(optimal) random-coding delay over just the bottleneck hop.
For example, over a 5-hop line network, a scheme achieving
DAF(R) = 3.5 has an asymptotic delay roughly 3.5 times
higher than the random-coding delay over just the bottleneck
hop and incurs only 3.5

5 = 70% delay when compared to a
uniform time-division transmission scheme.2

Using the new problem formulation and the new metric
DAF(R), we now summarize our main contributions:

2A uniform time-division transmission scheme over an L-hop line network
will take L times the delay experienced in the bottleneck hop for the packets
to traverse from the source to destination over the L hops. Therefore such a
scheme will have DAF(R) = L.
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1) A new achievability scheme for the open-loop setting:
It is intuitive3 that the DAF(R) ≥ 1 for any scheme and
DAF(R) = Ω(L) for DF schemes because their delay grows
linearly with respect to the number of hops. In this work
we show that by designing a new scheme from scratch, we
can attain an DAF(R) satisfying limR↗C DAF(R) = 1 if
the bottleneck hop is the L-th hop (the last hop) of the line
network.

Analytically, the results show that the common belief that
the delay over an L-hop line network grows linearly with
respect to L is not a fundamental limit, but rather an artifact
of the delay-suboptimal DF schemes. In fact, when operating
at rate R → C, the end-to-end delay over L hops can be made
comparable to the delay over the single bottleneck hop, i.e.,
DAF(R) → 1. Also see [45] for some system-level design
ideas and numerical verifications on lowering the end-to-end
delay beyond what is possible in the traditional DF-based
paradigm.

2) A new achievability scheme for the stop-feedback setting:
The previous contribution is based on a feedback-free setting.
However, for practical wireless multi-hop communications, we
almost always have (some form of) ACK feedback for each
of the L hops. Even in the simpler point-to-point channel
(L = 1), the use of ACK feedback has led to significant
performance improvements in the form of hybrid ARQ [46]–
[54]. In this contribution, we thus consider the setting of stop-
feedback [16] of the system, and show that with the help of the
stop-feedback, we can relax the “bottleneck hop being the last
hop” condition and design a scheme with limR↗C DAF(R) =
1 for arbitrary line networks. This finding establishes that with
the one-time stop-feedback, the asymptotic delay of a multi-
hop line network can be made as small as the asymptotic delay
of its bottleneck hop regardless of the bottleneck hop position.

Remark: It is known that the stop-feedback can shorten
the (expected) delay of variable length coding [16]. For fair
comparison, we define the DAF(R) in Sec. II-C as the ratio
of the expected delay of the given scheme over the improved
expected delay over the bottleneck hop. The discussion of
limR↗C DAF(R) = 1 with stop-feedback is based on this
new definition.

E. Remarks on the setting of sending a 1-bit message

Broadly speaking, this work analyzes the optimal error
exponent of sending a message of rate R > 0 (i.e., the
cardinality of the message set being enR where n is the block
length) over an L-hop line network. The closest related works
are [55]–[58]. Specifically, these works consider 2-hop line
networks and analyze the optimal error exponent of the error
probability. However, they focus exclusively on sending a 1-bit
message (the cardinality of the message set being two). The
optimal error exponent has been characterized if both hops are
binary symmetric channels (BSCs) but remains open for the
general setting of arbitrary channel distributions. Our results
can be viewed as the counterpart of [55]–[58] for which the
messages are of strictly positive rate since the 1-bit message
can be viewed as an asymptotically zero-rate message. Such a

3We will formalize this part of discussion in Sec. II.

generalization from the bounded alphabet setting (i.e., with
asymptotically zero-rate messages) [55]–[58] to the setting
of capacity-approaching rates would guide future research for
scenarios more complicated than the one-bit case.

The remainder of this paper is structured as follows. We
give the channel model and all necessary definitions in
Secs. II-A to II-C. Secs. II-D to II-F provides some intu-
ition for the new framework and discusses the application
of our analysis to the DF and any block Markov coding
schemes. Sec. III is dedicated to the open-loop setting, with
Secs. III-A and III-B containing the main results; Sec. III-C
containing a detailed description of the proposed transmission
scheme; and Sec. III-D covering the DAF(R) analysis of said
scheme. Sec. IV is dedicated to the stop-feedback setting, with
Secs. IV-A and IV-B containing a high-level and a detailed
description of the proposed transmission scheme, respectively.
Sec. IV-C covers the DAF(R) analysis of it. Finally, we
conclude the paper in Sec. V.

II. PROBLEM FORMULATION

A. The multi-hop line network channel model

We define the stationary memoryless L-hop line network
as follows, also see Fig. 1c. Denote the source node as s, the
destination node as d and the L−1 intermediate relay nodes as
rℓ for all ℓ = 1, . . . , L−1, respectively. The first hop connects
(s, r1); the ℓ-th hop, ℓ ∈ [2, L − 1], connects (rℓ−1, rℓ); and
the L-th hop connects (rL−1, d). Consider slotted transmission
for t = 1, 2, . . .. One symbol is sent in each time slot, which is
sometimes called a channel use4. The channel of each hop is
discrete, stationary, and memoryless, and we denote the input
and output symbols of the ℓ-th hop at time slot t as Xℓ(t)
and Yℓ(t), respectively. We denote the input alphabet, output
alphabet, and conditional distribution of the ℓ-th channel as Xℓ,
Yℓ, and Pℓ(yℓ|xℓ), respectively. We refer to the ℓ-th channel
as Wℓ = (Xℓ,Yℓ, Pℓ).

Denote the Shannon capacity (or simply capacity) of the
ℓ-th hop by Cℓ (unit: nats/slot):

Cℓ , max
PXℓ

I(Xℓ;Yℓ) (2)

where I(Xℓ;Yℓ) is the mutual information, and the maximiza-
tion is over all possible distributions of the finite input alphabet
Xℓ. It is well known that the end-to-end capacity of a line
network is C = minℓ Cℓ.

Technical Assumptions. Assumption 1: All our results assume
exclusively that there exists a unique hop ℓ∗ with the lowest
capacity, i.e., ∃ℓ∗ such that Cℓ > Cℓ∗ ∀ℓ ̸= ℓ∗. We refer to this
hop as the bottleneck hop and assume Cℓ∗ > 0. In practice, the
corner case where there are two hops satisfying Cℓ1 = Cℓ2 =
minℓ {cℓ} with infinite precision is unlikely. Furthermore, we
can always apply some infinitesimal perturbation to break the
tie if it happens. This assumption is thus not too restrictive for
practical applications.

4In practice, the time for each channel use may vary from hop to hop. For
simplicity, our model assumes all hops sharing a common channel use time.
Our results can be easily revised to handle heterogeneous slot duration as
well.
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Fig. 2. Starting times, transmission duration, and encoding/decoding time-
points for an example open-loop scheme (unit: slots).

Assumption 2: We assume that all transmission probabilities
are non-zero, i.e., Pℓ(yℓ|xℓ) > 0 ∀xℓ, yℓ, ℓ. This assumption
is to ensure that the error exponent of any of the L hops is
bounded away from infinity. This assumption can be relaxed
in ways similar to Conditions (a) and (b) in [59, Sec. 1].

The source s wishes to send an integer message m, drawn
uniformly randomly from M = {1, 2, . . . , |M|} to destina-
tion d using a transmission scheme Φ. A transmission scheme
consists of the following elements depending on whether it is
an open-loop setting or if stop-feedback is allowed.

B. The open-loop setting

A transmission scheme Φ in the open-loop setting consists
of the following elements:

Starting times and duration. A sequence of L deterministic,
non-decreasing time points

τ1 = 0 ≤ τ2 ≤ · · · ≤ τL < ∞ (3)

determines the starting times (unit: slots) of data transmission
for the corresponding hops. The maximum duration5 of the
transmission at each node is denoted as Tdur (unit: slots).
Fig. 2 gives an example for Tdur = 9 and starting times
τ1 = 0, τ2 = 2, τ3 = 3, and τ4 = 6 over L = 4 hops.

Sequential encoders at the relay nodes. We assume full-
duplex relays with strictly causal encoding. That is,

X1(t) = f
(1)
t (m), ∀t ∈ (τ1, τ1 + Tdur] (4)

Xℓ(t) = f
(ℓ)
t ([Yℓ−1]

t−1
∗ ), ∀ℓ ≥ 2, ∀t ∈ (τℓ, τℓ + Tdur](5)

where f
(ℓ)
t is the encoder of the ℓ-th hop at time slot t, and

[Yℓ−1]
t−1
∗ , {Yℓ−1(τ) : τ ∈ (τℓ−1,min(t− 1, τℓ−1 + Tdur)]}

(6)

denotes all strictly causally received6 observations from the
upstream hop. The definition [Yℓ−1]

t−1
∗ imposes that the

5Tdur is the maximum number of slots that can be used by each hop. A
scheme can instruct some of its relays to use less than Tdur slots if desired.

observation at the transmitter of the ℓ-th hop is always a subset
of the upstream hop’s “active period” (τℓ−1, τℓ−1 + Tdur].

Block decoder at the destination. The final block-based
decoding function is given as

pm = g([YL]
τL+Tdur
∗ ). (7)

Our definition of the starting time instants τ1 to τL and
the maximum allowable5 duration Tdur is motivated by the
concept of pipelined transmission in practice. That is, once
the source finishes transmitting the current message at time
τ1+Tdur = Tdur, it can immediately inject7 the next message
at time Tdur+1, even though the current message is still being
transmitted to the destination by the rest of the network. This
behavior is illustrated with the dotted lines in Fig. 2.

A consequence of the above pipelining assumption, also
see the discussion in footnote 7, is that messages arrive at the
destination once every Tdur slots, which is less than the end-
to-end delay τL+Tdur. This observation leads to the following
classification of open-loop transmission schemes, in particular
the throughput definition in (9).

Definition 1. An L-hop open-loop transmission scheme at-
tains a delay-throughput-error-probability tuple (T,R, ϵ) if it
satisfies

T ≥ τL + Tdur (8)

R ≤ ln (|M|)
Tdur

(9)

ϵ ≥ Pr(pm ̸= m) . (10)

The latency definition in (8) counts the delay from the time
that the first (coded) symbol of the message is sent by the
source to the time that the destination has received the last
(coded and potentially corrupted) observed symbol. See Fig. 2.
It does not take into account any queueing delay at the source
nor any computation delay of the decoding algorithm.

Let AΦ denote the set of all (T,R, ϵ)-tuples attained by
scheme Φ, i.e.,

AΦ , {(T,R, ϵ) : Φ attains (T,R, ϵ)} . (11)

Definition 2. The end-to-end error exponent of an open-loop
scheme Φ is defined as

EΦ(R) , lim inf
T→∞

sup
ϵ:(T,R,ϵ)∈AΦ

− ln(ϵ)

T
. (12)

6The strict causality condition is imposed in (5) since Xℓ(t) depends only
on [Yℓ−1]

t−1
∗ , i.e., the propagation delay being exactly one time slot. An

astute reader may notice that because of the strict causality condition, we can
assume, without loss generality, a strict relationship τ1 < τ2 < · · · < τL
instead of (3). However, it turns out that the relaxed setting that allows for
τ1 ≤ τ2 ≤ · · · ≤ τL is more flexible when considering the stop-feedback
setting in Sec. II-C.

7The description is motivated by the generate-at-will model used in the
network scheduling community [60]–[66], which assumes that whenever the
“channel” becomes available, the source can generate a new packet (at will)
to take advantage of the availability. Examples of this include sensing and
IoT applications [3], [67], [68]. Whenever the channel becomes available, the
sensor will measure the environment and send the latest measurement through
the available channel. There is thus zero queueing delay in this model, and
the end-to-end delay is equal to the time difference between the start and the
end of the transmission of a message.
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Denote the random-coding error exponent of the ℓ-th hop
as Erc,ℓ (R). Here we note that since the random-coding error
exponent usually depends on the input distribution used, we
assume that in all of our use cases the optimal (i.e., maximiz-
ing the exponent) input distribution is used. Put succinctly, if
Erc,ℓ (R,Q) denotes the random coding error exponent of the
ℓ-th hop for channel symbols distributed according to Q, then
we always use Erc,ℓ (R) , supQ Erc,ℓ (R,Q) as shorthand.

Definition 3. For any fixed throughput R, the delay ampli-
fication factor DAF(R) of an L-hop open-loop transmission
scheme Φ is defined as

DAFΦ(R) , Erc,ℓ∗ (R)

EΦ(R)
. (13)

The connection between DAFΦ(R) and the delay experi-
enced in a multi-hop communication scheme will be elabo-
rated in Sec. II-E.

C. The stop-feedback setting

In the stop-feedback setting, we assume the one-time stop-
feedback model [16]. In this model, there is a feedback channel
from the destination to all other nodes (the source plus the
relays). The feedback channel is assumed to be delay-free and
error-free and can be used (by the destination) for one time
to indicate the end of a message transmission. This one-time
1-bit stop feedback setting is different and, arguably, more
realistic than the per-slot channel output feedback models [51],
[69]–[76], which assumes that every channel output symbol is
causally available at the transmitter with zero delay.

Technically, the stop-feedback model implies that a) the
message duration Tdur in (4) to (7) becomes a stopping time
of the filtration generated by [YL]

t
∗, since the destination is

the node triggering the end-of-transmission for each message;
and b) since there is only a single stop-feedback for each
message transmission, before the stop-feedback, all nodes are
working simultaneously on transmitting the same message and
collectively switch to the next message after receiving the end-
of-transmission feedback.

As a result, we hardwire τ1 = τ2 = · · · = τL = 0 and
modify Def. 1 for the stop-feedback setting as follows.

Definition 4. An L-hop stop-feedback transmission scheme
attains a delay-throughput-error-probability tuple (T,R, ϵ) if
it satisfies

T ≥ E{Tdur} (14)

R ≤ ln (|M|)
E{Tdur}

(15)

ϵ ≥ Pr(pm ̸= m) . (16)

where Tdur is now a stopping time with respect to the filtration
generated by the destination’s observation [YL]

t
∗, and the

decision function pm = g(·) in (7) now takes a random variable
length observation [YL]

Tdur
0 as input.

Namely, T in (14) defines the average delay due to the
random stopping time Tdur, R in (15) denotes the average
throughput of the variable-length transmission, and ϵ in (16)

defines the error probability for each variable-length transmis-
sion.

The definition of the end-to-end error exponent for the
stop-feedback setting remains identical to Def. 2. However,
due to the availability of the stop-feedback, the bottleneck
error exponent changes. Results in [16] show that for a point-
to-point channel, stop-feedback improves the random-coding
error exponent from Erc,ℓ (R) to a strictly larger value

Esf,ℓ (R) = (Cℓ −R)+ , max(Cℓ −R, 0), (17)

which we use in the following new definition of D̃AF(R).
Herein we use the tilde to distinguish the stop-feedback-based
definition from the open-loop one.

Definition 5. For any fixed throughput R, the delay amplifica-
tion factor D̃AF(R) of an L-hop variable-length stop-feedback
scheme Φ is defined as

D̃AFΦ(R) , Esf,ℓ∗ (R)

EΦ(R)
=

Cℓ∗ −R

EΦ(R)
. (18)

D. Discussion #1: Decode-&-Forward is a special instance of
this framework

To demonstrate the flexibility of our problem formulation,
we notice that when L = 1, the term Tdur is equivalent to the
codeword length of block coding, since we always have τ1 =
0. The new definitions in Secs. II-A and II-B are thus identical
to the traditional point-to-point channel reliability functions.

An astute reader may notice that our problem formulations
in Secs. II-A to II-C never define the block length as in
many traditional information-theoretic results. The reason is
that for a multi-hop relay setting, different relays may choose
to be “active” at different time instants and sometimes choose
different block lengths for each hop if it benefits the end-to-
end transmission, also see our discussion in the end of this
subsection. Therefore, using a constant scalar block length
to describe a multi-hop relay scheme is too restrictive since
it prohibits any heterogeneity for which that different relays
may opt. Furthermore, it is also possible that the relays may
choose a streaming-code-based design, see [77]–[79], that
does not have any block-based structure. The use of starting
time instants τ1 to τL and the maximum allowable5 duration
Tdur allows us to include all possible design choices under the
same analysis framework.

To further illustrate the flexibility of the new framework,
we provide some intuition and discussion on how it includes
DF as a special case. We restrict our focus to the open-loop
setting since it is how DF was originally designed, but the
insights gained apply to the stop-feedback variant of DF e.g.,
using the stop-feedback scheme in [16] as part of DF.

For illustration purposes, we assume that the DF scheme
uses random block codes for each of the L hops. Specifically,
in a DF scheme, the source s first produces a corresponding
randomly-generated codeword of block length t1 (unit: slots)
and forwards it over the first channel to r1. After the codeword
is received, possibly in error, at the relay r1, r1 computes an
estimate of the message and produces another randomly gen-
erated codeword using this estimate. Suppose that the length
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Fig. 3. Relaying a message through an example 3-hop line network using
the DF scheme.

of r1’s codeword is t2 (unit: slots). This codeword is then
forwarded to r2, and so forth. After L hops, the destination
receives a codeword of length tL and computes an estimate
of the original message, denoted by pm. This procedure is
illustrated in items (a)–(d) of Fig. 3. The codeword lengths
t1, t2, . . . , tL may vary for each hop and the end-to-end delay
is thus T , t1+t2+· · ·+tL. When pipelining this DF scheme,
the smallest allowed interval between two consecutive message
injections is maxℓ tℓ and the maximal sustainable throughput
is thus log(M)/maxℓ tℓ.

We now explain how this DF description fits the framework
in Secs. II-A and II-B. Define ℓ∗∗ , argmaxℓ{tℓ}. We set the
starting times {τℓ} and duration Tdur to be

τℓ = max
(
0,−tℓ∗∗ +

ℓ∑
j=1

tj

)
∀ℓ ∈ [1, L] (19)

Tdur = max
ℓ

tℓ = tℓ∗∗ . (20)

With the above choices, we can easily verify that (i) τ1 = 0 ≤
τ2 ≤ · · · ≤ τL; and (ii) the forwarding time slots of the ℓ-th
hop, i.e., (

∑ℓ−1
j=1 tj ,

∑ℓ
j=1 tj ], are a subset of its active period

(τℓ, τℓ + Tdur]. The DF encoders and decoders can thus be
rewritten as a special instance of (4) to (7).

The achievable tuple (T,R, ϵ) for DF (after strengthening
the inequalities of (8)–(10) to equalities) then satisfies

T =

L∑
ℓ=1

tℓ = τL + Tdur (21)

R =
ln(|M|)
tℓ∗∗

=
ln(|M|)
Tdur

(22)

ϵ = Pr(pm ̸= m) = 1−
L∏

ℓ=1

(1− ϵℓ) ≤
L∑

ℓ=1

ϵℓ (23)

where ϵℓ is the random coding error probability of the ℓ-
th hop. Note that our pipelining rate definition in (22) (and
thus (9)) indeed matches the commonly used definition of the
achievable rate of DF and the delay definition in (21) also
matches the commonly used definition of the delay of DF.

Following similar reasoning, we can easily show that other
schemes like AF, Compress-F, Noisy Network Coding, etc.,
are all special instances of the new framework, and the rate
and delay definitions of ours coincide with the commonly used
definitions for the individual schemes. Thus, this provides the
footing for a fair comparison between different schemes.

E. Discussion #2: The physical interpretation of the DAF(R)

We now demonstrate the relationship between the DAFΦ(R)
and the end-to-end delay of an arbitrarily given scheme Φ.
Specifically, by (12), for any fixed rate R and error probability
ϵ, the end-to-end delay T of scheme Φ is approximately

T (R, ϵ) ≈ − ln(ϵ)/EΦ(R). (24)

If we apply a rate-R random code over just the bottleneck hop
ℓ∗ (while ignoring all other hops), to achieve the same error
probability ϵ, the corresponding delay is approximately

Tbttl(R, ϵ) ≈ − ln(ϵ)/Erc,ℓ∗ (R) . (25)

As a result, the delay ratio can be approximated by T (R,ϵ)
Tbttl(R,ϵ) ≈

DAFΦ(R) following the definition in (13), provided we focus
on the ultra-reliable (asymptotically small ϵ) regime. Note
that the finite-block-length analysis [15] can be viewed as a
strengthened version of the delay-throughput-error-probability
analysis with ϵ strictly bounded away from 0. If history is any
indication, the error exponent analysis in this work would be
a first step for the future finite-block-length analysis of multi-
hop line networks.

The main motivation behind this DAFΦ(R) definition is
to provide a useful self-contained metric when measuring
the performance a multi-hop scheme. For example, when
comparing the latency performance of two schemes Φ1 and
Φ2, it is important to compare the reciprocal of their error
exponents 1

EΦ1
(R) versus 1

EΦ2
(R) . Without relying on any ex-

ternal benchmark scheme, DAFΦ(R) can be viewed as a self-
benchmarked metric as DAFΦ(R) captures the multiplicative
increase of the end-to-end multi-hop delay over the optimal
singe-hop delay of the worst-hop-only scenario.

Since modern communication schemes are targeting a rate
arbitrarily close to the capacity, we are especially interested
in evaluating limR↗C DAFΦ(R) for a given scheme Φ. From
this respect, the new metric DAFΦ(R) is especially convenient
in a sense that for any scheme Φ, we always have EΦ(R)
(and also Erc(R)) converge to zero when R ↗ C. It is the
ratio between them that really matters, which motivates the
definition of DAFΦ(R).

To further demonstrate the new metric, we analyze the
DAFΦ(R) value of the DF scheme discussed in Sec. II-D.
For any rate R, define Esp,ℓ∗ (R), as the sphere-packing error
exponent of the bottleneck hop.

Lemma 1. Consider any rate R satisfying Erc,ℓ∗ (R) =
Esp,ℓ∗ (R), which holds for R that is sufficiently close to C
[59]. For the DF scheme in Sec. II-D, regardless how we

choose its parameters we always have

DAFDF(R) ≥ 1 +
∑

ℓ∈[1,L]\ℓ∗

R

Cℓ
. (26)

Furthermore, when R → C, we have

lim
R↗C

DAFDF(R) =

L∑
ℓ=1

Cℓ∗

Cℓ
. (27)

If all Cℓ are of comparable magnitude, then (26) lower
bounds the growth rate of DAFDF(R) = Ω(L) versus the
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number of hops, which is consistent with the intuition of
linearly growing delay for DF. At the same time, (27) shows
that when operating at rate R sufficiently close to C, we can
further strengthen the lower bound and characterize the exact
value of DAFDF(R).

We note that DF represents a class of schemes that can
have different choices8 of the alphabet size |M| and the
active periods of each hop tℓ, see Sec. II-D. As a result,
to prove Lemma 1, we have to show (i) there exists a way
of choosing (|M|, t1, · · · , tL) such that the corresponding
limR↗C DAFDF(R) ≤

∑L
ℓ=1

Cℓ∗
Cℓ

; and (ii) regardless how
we choose (|M|, t1, · · · , tL), we always have DAFDF(R)
satisfying (26). The detailed proofs of both directions are
provided in Appendix A.

Remark: While the proof of Lemma 1 involves carefully
applying the definitions in Secs. II-A and II-B to calculate the
error exponents and its DAF(R) value, the results are actually
quite intuitive. Take (27) as an example. Suppose the source
would like to send b bits to the destination using DF. It takes
roughly b

Cℓ
time slots to traverse over the ℓ-th hop. The total

delay is thus
∑L

ℓ=1
b
Cℓ

. If we only have the bottleneck hop,
then the point-to-point channel delay is b

Cℓ∗
. The ratio of

total delay versus point-to-point bottleneck delay
∑L

ℓ=1
Cℓ∗
Cℓ

is indeed the DAF(R) in (27). Also see the first couple of
paragraphs in Sec. II-E.

For example, if C1 = 5 (nats/symbol), C2 = 4, and C3 = 3,
the DAF(R) of DF is 3

5 + 3
4 + 3

3 = 2.35 if R is sufficiently
close to C. Namely, the end-to-end delay of DF in this 3-
hop example is roughly 2.35 times the delay experienced in a
point-to-point system consisting of only the third hop.

F. Discussion #3: The error-exponent penalty of Block Markov
Coding — A common drawback among all existing relay
schemes

Existing finite-length analysis works [11], [20], [80] are
based on well-known relay policies like DF, compress-&-
forward, etc. It is worth emphasizing that the schemes in
[11], [20], [80] are designed to have superior capacity per-
formance in a general relay channel model. A common
building block of these schemes is the Block Markov Coding
(BMC) technique, for which one divides the main block into
multiple microblocks, applies (near-)optimal decoding for each
microblock, and the relay causally adjusts its future transmis-
sion to further improve the performance. With intelligent and
innovative designs, see [31] and the references therein, BMC
could significantly enlarge the achievable rate region.

In contrast, this work considers separated relay channels,
for which the capacity is known completely. Thus, there is no
need to use microblocks and BMC to enlarge the achievable

8In fact, the description of DF also includes how to choose the codebook
for each hop. Lemma 1 and its proof in Appendix A allow the class of
DF to include any possible codebook choices as well. Nonetheless, due to
the (near-)optimality of random codes, it is more intuitive for readers to
temporarily assume random coding over each hop and focus only on the
choices of (|M|, t1, · · · , tL).

rate. In fact, any use of the BMC9 design is detrimental to the
error exponent performance. For example, [11] characterizes
the error exponent of 2-hop relays under DF, partial DF (PDF),
and compress-&-forward (Comp-F). Block Markov Coding
(BMC) is analyzed with b ≥ 2 number of blocks. With b
microblocks, the effective error protection is only applied to a
micro codeword/codebook of 1

b of the overall duration. After
we normalize with respect to the end-to-end total duration,
the effective error exponent is reduced by a factor of 1

b .
With b ≥ 2 to begin with, the the scheme in [11] achieves
DAF(R) ≥ 2, which is consistent with the characterization of
(27) in Lemma 1 (assuming C1 = C2) and is aligned with the
intuition that the delays of DF, PDF, and Comp-F, all grow
linearly with respect to L (where we have used the example
case of L = 2 in this discussion).

Since our goal is to maximize the error exponent, if one
must stick to the existing designs without any innovative
improvement, it is better not to use any microblock at all
(i.e., b = 1) and try to always group all encoding in a single
block, which maximizes the error protection. In Lemma 1,
we deliberately consider the DF design that does not use any
microblock, which is the most powerful DF scheme from the
perspective of maximizing the error exponent. As a result, it
can be viewed as the optimal DAF(R) for any DF scheme one
can possibly devise.

Note that with the setting of separated relay channels, all
other existing schemes, such as PDF and Comp-F, exhibit
similar behavior as DF in the sense that all of them incur
delay that grows linearly with respect to the number of hops,
i.e., DAF(R) = Ω(L). The reason is that in those schemes the
transmitter of each hop has to accumulate enough observations
(in order to have a highly-reliable estimate) before it starts
sending new coded symbols to its receiver. The need of waiting
for having highly reliable estimate and then using that estimate
to construct the next-hop transmission is the root cause of
linearly growing DAF(R). Our results show that we can
develop new schemes with significantly shorter delay than the
state of the art. The main idea is to still use a large number of
b ≫ 1 microblocks but mitigate the error exponent reduction
1
b by additional code structure that offers global codeword
dependence/protection that is sharply different from the local,
short-ranged, Markov dependence structure in BMC.

Remark: In this work, we exclusively study discrete memo-
ryless channels (DMCs). The extension to continuous channels
is an important subject that is beyond the scope of this work.
In particular, for continuous channels, we usually need to place
further constraints on the input distributions, e.g., the average
power constraint and/or the maximum amplitude constraint
for AWGNCs. This adds another degree-of-freedom when
designing the multi-hop relay schemes. We believe that the
focus on DMCs in this work provides a starting point for
this line of research since if we restrict our focus to the
traditional modulation/constellation constraints, e.g., BPSK,

9In this work, the term BMC exclusively refers to the schemes for which
different bits in the overall coded vector exhibit a strict block Markov structure,
which is how the term BMC is traditionally defined. For example, considering
three microblocks B1 to B3 in sequence, the coded bits in B1 and B3 must
be independent once we condition on the intermediate microblock B2.
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16QAM, one can always quantize the continuous channels
into their DMC counterparts and all our analyses/results would
easily follow suit. For the scenario in which the input alphabet
is continuous and unbounded, say AWGNCs with an input
power constraint, we believe the same results would hold once
we include the design of the input distributions as part of the
achievability scheme. The main technical challenge is that for
DMCs, the input distribution is optimized over a closed set but
for continuous channels, the optimization is over an open set,
which warrants more careful analysis in the limiting scenarios.

III. MAIN RESULT #1 — THE OPEN-LOOP SETTING

All the results in this section are based exclusively on the
open loop setting in Secs. II-A and II-B.

A. The converse of the optimal DAF(R)

Proposition 1. For any rate R that is sufficiently close to
the capacity C such that it satisfies Erc,ℓ∗ (R) = Esp,ℓ∗ (R)
[59], regardless of the transmission scheme Φ, we always

have DAFΦ(R) ≥ 1.

Proof. The proof is by reduction. Suppose there exists an L-
hop line network {Pℓ(yℓ|xℓ) : ℓ ∈ [1, L]} and a scheme Φ such
that DAFΦ(R) < 1, which implies that EΦ(R) > Erc,ℓ∗ (R).
Recall that a scheme Φ is determined by {τℓ : ℓ ∈ [1, L]},
Tdur, and the encoding/decoding functions in (4) to (7). We
will use the given scheme to construct a block code over the
point-to-point (p2p) channel Pℓ∗(yℓ∗ |xℓ∗) and show that the
corresponding error exponent will be strictly larger than the
sphere packing bound Esp,ℓ∗ (R), the needed contradiction.

The rest of the proof is straightforward. The block length
of the p2p channel is set to T = τL + Tdur. The encoder
of the p2p channel uses the given multi-hop scheme, encodes
the message, simulates the operations/transmissions of the first
ℓ∗−1 hops, and physically sends out the encoded symbols that
are supposed to be sent over the ℓ∗-th hop over the physical
p2p channel. Namely, it forfeits the first τℓ∗ time slots and
only uses the interval (τℓ∗ , τℓ∗ +Tdur] even though the overall
block length is τL+Tdur. The receiver of the p2p channel will
simulate the remaining L− ℓ∗ hops plus the final decoder. Per
our definitions in (8) to (12), if the given multi-hop scheme
achieves the error exponent EΦ(R) > Erc,ℓ∗ (R), then the
new p2p scheme will attain the same error exponent which is
greater than Erc,ℓ∗ (R). However, since we consider R being
sufficiently close to C and satisfying Erc,ℓ∗ (R) = Esp,ℓ∗ (R),
this implies that the block code surpasses the sphere packing
bound. By contradiction, the proof is complete. �

Proposition 1 effectively answers Question 1 from Sec. I-C.

B. An achievability scheme for the setting ℓ∗ = L

Proposition 2. Consider arbitrary L ≥ 2 and arbitrary
channels Pℓ(yℓ|xℓ) for ℓ = 1, . . . , L. If the unique bottleneck

hop is the last hop, i.e., ℓ∗ = L, then there exists a scheme
and a threshold R0 < C such that the scheme achieves

DAF(R) =

⌊
C

C−R

⌋
+ L− 1⌊
C

C−R

⌋ , ∀R ∈ [R0, C). (28)

Proposition 2 immediately implies the following corollary:

Corollary 1. For any given L-hop line network, the scheme
in Proposition 2 approaches the lower bound DAF(R) ≥ 1
when R is sufficiently close to C. That is,

lim
R↗C

DAF(R) = 1. (29)

Note that even though the DAF(R) in (28) still grows
linearly at a rate C−R

C ·L, the coefficient C−R
C diminishes when

R ↗ C, which is vastly different than the DF scheme, for
which its DAF is uniformly bounded below by (26) regardless
of the R value. By the lower bound from Proposition 1,
such a scheme is delay-amplification-factor-optimal when R
is sufficiently close to C. I.e., DAF(R) can be made arbitrarily
close to 1 as long as R ≥ C− const

L for some sufficiently small
const > 0.

In Sec. III-C, we describe the mechanics of the scheme
in detail. We then characterize the DAF(R) of our proposed
scheme in Sec. III-D.

C. Description of the transmission scheme

Our scheme is inspired by the transcoding design [45]
and the concatenated coding structure [81], [82]. The main
ideas are as follows. Each message m is mapped to K
microblocks of equal length ∆ symbols. The K microblocks
are obtained using a concatenated code [81] consisting of a
single end-to-end outer code and a set of inner codes for each
individual hop. After the source generates the K microblocks,
each microblock is relayed through the L hops using DF
in a pipelined fashion, but the decoders at the relays use
only the inner codes. After accumulating all K microblocks,
the destination performs optimal joint inner/outer-code ML
decoding. Such an inner/outer code structure is also used in
the 1-bit-message optimal-learning-rate achievability scheme
in [55].

We call such a scheme transcoding since the relay nodes
do not perform full global decoding and re-encoding. Instead,
the decoding and re-encoding operates on a local scale and
“transforms” the signals from one inner codeword to another
inner codeword along the hops. The transcoding scheme for
an L-hop line network is parameterized by the number of
microblocks K, the code rate R (unit: nats/slot), and the
microblock length ∆. It consists of the following elements.

Partitioning the time axis as microblocks. Every ∆ time
slots are grouped as a microblock. That is, the k-th microblock
refers to the time slots t ∈ ((k− 1)∆, k∆]. All the operations
are aligned in time with the microblocks. In particular, we set
the starting time instant τℓ = (ℓ − 1)∆ for all ℓ ∈ [1, L] and
the duration Tdur = K∆.

Inner/outer code architecture.
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X
(1)
1 X

(1)
2 X

(1)
3

Outer code CO

Joint inner/outer decoder

m̂1

m1 m2

Hop 1
2
3

∆ K∆

Bottleneck

transmissionInner

code CI

microblock DF

Fig. 4. An asymptotically delay-amplification-factor-optimal transmission
scheme for bottleneck-terminated DMC line networks. K microblocks using
concatenated code construction. (K = 3 and L = 3 pictured for illustration)

• We define the inner code rate RI = K
K−1R, for which

the physical interpretation will be clear shortly after.
• The message set is M = [1, eK∆R] = [1, e(K−1)∆RI ].
• The outer code CO is a single parity check code over

K super symbols, where each super symbol is chosen
from [0, e∆RI ). Namely, any message m ∈ M is first
bijectively mapped to a (K − 1)-dimensional vector
(i

[m]
1 , . . . , i

[m]
K−1) ∈ [0, e∆RI )(K−1). Then a parity super

symbol i
[m]
K is computed from solving the parity check

equation (
K∑

k=1

i
[m]
k mod e∆RI

)
= 0.

• A set of K · L random inner codebooks

CI =
{
{X(1)

1 , . . . ,X
(1)
K }, . . . , {X(L)

1 , . . . ,X
(L)
K }

}
.

As will be shown later, X(ℓ)
k is the k-th codebook used

by the ℓ-th hop. We assume that each codebook X
(ℓ)
k

consists of e∆RI codewords of length ∆ symbols:

X
(ℓ)
k =

{
x
(ℓ)
k,i ∈ (Xℓ)

∆ : i ∈ [0, e∆RI )
}
,

where each coordinate of the i-th (∆-dimensional) code-
word x

(ℓ)
k,i is sampled independently and identically

(i.i.d.) from the error-exponent-achieving input distribu-
tion P ∗

ℓ (Xℓ) for the ℓ-th channel Pℓ(yℓ|xℓ). The random
codebook is generated independently for different k and
ℓ as well. Namely, even for the same ℓ, we repeat the
independent random codebook construction for different
k1 and k2.

Encoding at the source node. The source encoding function
f1 : M 7→ (X1)

K∆ maps a message m to a block of symbols
of length K∆ by

f1(m) =

(
x
(1)

1,i
[m]
1

,x
(1)

2,i
[m]
2

, . . . ,x
(1)

K,i
[m]
K

)
,

where the i
[m]
k are obtained from the single-parity outer code

and each microblock x
(1)
k,i is drawn from the random inner

codebook X
(1)
k . Since τ1 = 0 and Tdur = K∆ and all

transmissions are aligned with the microblocks, the source
s will transmit each inner codeword x

(1)

k,i
[m]
k

during the k-th
microblock.

Relaying through the network. We define a set of K · (L−
1) relaying functions f

(ℓ)
k : (Yℓ−1)

∆ 7→ (Xℓ)
∆ for all ℓ ∈

[2, L] which map the channel outputs from the (ℓ− 1)-th hop
to the inputs of the ℓ-th hop at the relays. The mapping is
performed by combining the maximum-likelihood (ML) inner
code decoder of the previous hop plus the inner code encoder
of the current hop, i.e.,

f
(ℓ)
k (Y⃗ℓ−1[k + ℓ− 2]) = x

(ℓ)

k,pi
(ℓ−1)
k

, (30)

where the vector Y⃗ℓ−1[j] , {Yℓ−1(τ) : τ ∈ ((j−1)∆, j∆]} is
the ∆-dimensional observation of the (ℓ−1)-th hop over the j-
th microblock; the microblock index being k+ℓ−2 is because
since the starting time of the ℓ-th hop is τℓ−1 = (ℓ − 1)∆,
the k-th microblock of the (ℓ − 1)-th hop is occupying the
(k + ℓ − 2)-th microblock in the overall time axis, also see
Fig. 4. The index

pi
(ℓ−1)
k = argmax

i∈[0,e∆RI )

Pℓ−1

(
Y⃗ℓ−1[k + ℓ− 2]

∣∣∣x(ℓ−1)
k,i

)
(31)

is the optimal ML inner code decoder over the just received
microblock, for which we slightly abuse the notation Pℓ−1(·|·)
by letting

Pℓ−1

(
Y⃗ℓ−1[k + ℓ− 2]

∣∣∣x(ℓ−1)
k,i

)
, Pr

(
Y⃗ℓ−1[k + ℓ− 2]

∣∣∣X⃗ℓ−1[k + ℓ− 2] = x
(ℓ−1)
k,i

)
. (32)

After decoding in (31) and re-encoding in (30), the k-th
microblock of the ℓ-th hop will be transmitted in the (k+ ℓ−
1)-th microblock in the overall time axis (recalling that the
starting time τℓ = (ℓ− 1)∆).

Decoding at the destination. We define a decoding function
g : (YL)

K∆ 7→ M which maps an observation of K
microblocks at the destination to an estimate of the message
pm using the ML joint inner/outer decoder, i.e.,

pm = argmax
m∈M

PL

([
Y⃗L

]K
1

∣∣∣c[m]
L

)
, (33)

where
[
Y⃗L

]K
1

=
{
Y⃗L[j + L− 1] : j ∈ [1,K]

}
denotes the K

microblocks received through the L-th hop;

c
[m]
L =

(
x
(L)

1,i
[m]
1

, . . . ,x
(L)

K,i
[m]
K

)
(34)

is the concatenation of the outer code with the K inner
codebooks X(L)

1 through X
(L)
K designed for the L-th hop; and

PL(y |c ) is the conditional probability (likelihood) of receiv-
ing y ∈ (YL)

K∆ at the destination given that c ∈ (XL)
K∆

was transmitted over the last hop, i.e., we slightly abuse the
notation in a way similar to (32). The difference between (31)
and (33) is that the former ML decoder uses only the inner
codebook while the latter is the ML joint inner/outer decoder.

The error probability is defined as ϵ = Pr(m ̸= pm). In the
next subsection, we demonstrate how to choose the parameters
(K,R,∆) of the transcoding scheme to attain DAFΦ(R)
described in (28).
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D. DAF(R) analysis

Recall that any transcoding scheme is defined by the tuple
(R,K,∆). As a result, its error exponent is determined by
the pair R,K since in (12) we let T → ∞ and thus the
third coordinate ∆ → ∞. As a result, we use the notation
EΦ(R,K) for the error exponent of the transcoding scheme
Φ(R,K,∆). We then have

Lemma 2. Assume ℓ∗ = L. There exists an R0 < C such that
for any R ∈ [R0, C), we have

EΦ(R,K∗(R)) =
K∗(R)

K∗(R) + L− 1
· Erc,L (R) , (35)

where K∗(R) is the largest K still satisfying RI = K
K−1R ≥

C. The closed-form expression of K∗(R) is

K∗(R) ,
⌊

C

C −R

⌋
. (36)

Proposition 2 is a direct result of Lemma 2. The remainder
of this section, in which we use K∗ as shorthand for K∗(R),
proves the above lemma.

1) Probability of error: Recall that m was the selected
message at the source. The corresponding tuple of microblock
messages, generated by the source, is denoted as i[m] =(
i
[m]
1 , i

[m]
2 , . . . , i

[m]
K∗

)
. During the transmission, the estimate of

the k-th microblock message at the receiver of the ℓ-th hop is
denoted as pi

(ℓ)
k . Define A as the event that there exists at least

one pair (k, ℓ) ∈ [1,K∗] × [1, L − 1] satisfying pi
(ℓ)
k ̸= i

[m]
k .

Namely, A is the event that at least one inner decoder (among
the relays but excluding the destination) is in error.

Recall that
[
Y⃗L

]K∗

1
denotes the received symbols at the

destination. Using the union bound, we can then bound the
probability of message error as

ϵ , Pr(pm ̸= m)

≤ Pr(A) + Pr
(

pm ̸= m
∣∣∣Ac
)
. (37)

The intuition behind (37) is that since we transmit the message
over L hops, there are two types of errors. The first type is
the error caused by performing DF using only the inner codes
during the first (L− 1) hops, and the second type is the error
of the joint inner/outer decoder at the destination. Our goal is
not just to show that (37) converges to zero when ∆ → ∞.
Instead, one needs to show that (37) converges to zero at speed
no slower than e−K∗∆Erc,L(R).

We proceed by bounding the two terms in (37) individually.
For the first term, we use the individual random coding error
exponents for the first L − 1 hops and obtain the following
bound for all R ∈ [R0, C) for some R0 that is sufficiently
close to C.

Pr(A) ≤
K∗∑
k=1

L−1∑
ℓ=1

e−∆Erc,ℓ(RI) (38)

≤ K∗
L−1∑
ℓ=1

e
−∆Erc,ℓ

(
CL+minρ≠L Cρ

2

)
(39)

≤ K∗(L− 1)e−K∗∆Erc,L(R), (40)

where (38) follows from the union bound, and (39) follows
from the following arguments. Recall that K∗ is the largest
K still satisfying RI = K

K−1R ≥ C. Therefore, when R ↗ C
from below, we will have RI ↘ C from above. Since C = CL

has a non-zero gap to the second smallest capacity minρ̸=L Cρ,
when R is sufficiently close to C, we must have

RI ≤ CL + 0.5((min
ρ̸=L

Cρ)− CL). (41)

Namely, RI is strictly bounded away from 0.5CL +
0.5minρ̸=L Cρ. This implies (39).

Ineq. (40) follows from the fact that when R is sufficiently
close to C = CL, we always have

Erc,L (R) <
minℓ∈[1,L−1] Erc,ℓ

(
CL+minρ ̸=L Cρ

2

)
K∗ . (42)

The reason is that Erc,L (R) = O((C − R)2) is a quadratic
function of (C−R) when R is sufficiently close to C [83, Ex.
5.23], but K∗ is approximately C

C−R . Since the numerator of
the right-hand side of (42) is a constant, when R ↗ C, the
left-hand side of (42) will eventually be strictly less than the
right-hand side of (42). Therefore, we can choose a sufficiently
large R0 < C value such that (40) holds for all R ∈ [R0, C).

Note that the above discussion shows that the inner-code
protection for the non-bottleneck hops ℓ ̸= L is strong
enough to achieve the desired error exponent error probability
e−K∗∆Erc,L(R) before the message going through the last hop.
We now focus on the last hop. Suppose we only use the
inner decoder at the bottleneck/last hop without any outer
code protection. Because the inner codeword length is ∆,
the convergence speed of the error probability is e−∆Erc,L(R),
which is 1

K∗ of the desired decay rate. This is the reason why
we perform joint inner-outer decoding at the destination (the
receiver of the bottleneck/last hop) in order to recover the full
error exponent. This is also the reason that the error event A
only considers the first L−1 hops and we perform the analysis
separately for the bottleneck/last hop.

The following lemma upper bounds the second term in (37):

Lemma 3. We have

Pr
(

pm ̸= m
∣∣∣Ac
)
≤ 2K

∗
e−K∗∆·Erc,L(R) (43)

The proof is relegated to Appendix B.
It is worth emphasizing that the single-parity-check outer

code itself is not able to correct any error when combined with
a hard (separated) inner code decoder. Nonetheless, under the
joint inner/outer ML decoder, our concatenated code design
achieves the same error exponent as the non-concatenated
classical random code ensemble.10

Combining (40) and (43), we then get

ϵ ≤
(
K∗(L− 1) + 2K

∗
)
e−K∗∆·Erc,L(R). (44)

10A closely related result was first discovered in [84], which focused on a
strictly more general MDS-code-based setting than the simple parity-check-
code-based construction herein.
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2) End-to-end latency: The length of each microblock is ∆.
There are K∗ total microblocks per message. Each microblock
needs to traverse L hops. In total, the latency of one message
is given as

T = (K∗ + L− 1)∆. (45)

3) Error exponent and DAF(R): Now, combining the re-
sults about the error probability and delay, we can derive
the end-to-end error exponent of the proposed transmission
scheme:

EΦ(R) = lim
T→∞

− ln(ϵ)

T

= lim
∆→∞

− ln
((
K∗(L− 1) + 2K

∗)
e−K∗∆·Erc,L(R)

)
(K∗ + L− 1)∆

=
K∗

K∗ + L− 1
Erc,L (R) . (46)

The proof of Lemma 2 is complete.
We now note that even if the bottleneck hop is not the

last hop, i.e., ℓ∗ ̸= L, we can iteratively apply our proposed
scheme to achieve the following DAF(R) value.

Corollary 2. For the case of ℓ∗ ̸= L, define ℓ∗0 = 0 and
iteratively define ℓ∗i = argminℓ∈(ℓ∗i−1,L] Cℓ for i = 1, 2, 3, · · ·
until ℓ∗i = L. Suppose there are I such ℓ∗i , i.e., ℓ∗I = L. Also
assume the minimum is unique when computing each ℓ∗i . Then
we can construct a scheme Φ such that

lim
R↗C

DAFΦ(R) =

I∑
i=1

Cℓ∗1

Cℓ∗i

. (47)

For example, consider an 8-hop line network with
(C1, · · · , C8) = (1.72, 1.05, 1.94, 1.69, 1.58, 1.14, 1.95, 1.34).
Per our discussion, we have ℓ∗1 = 2, ℓ∗2 = 6, ℓ∗3 = 8,
and I = 3. The resulting delay amplification factor is
thus DAF(R) = 2.70 for R being sufficiently close to the
capacity C = 1.05. For comparison, the DF scheme has
limR→C DAFDF(R) = 5.68 as computed by (27).

In Corollary 2, we can easily see that for R sufficiently close
to C, our scheme has superior delay performance than the DF
schemes in all scenarios except the ones for which the capacity
of each hop rises in ascending order C1 ≤ C2 ≤ · · · ≤ CL.
Corollary 2 can be proved by combining the DF principle and
the transcoding scheme from Proposition 2.

E. Comparison to Existing Works and Other Short Remarks

Concatenated coding for line networks was also used in [82]
under a half-duplex, Gaussian channel setting. Nonetheless, a
suboptimal two-stage hard decoding scheme (i.e., decode the
inner codes first and then use the hard decisions to decode the
outer code) was used in [82], which significantly decreases the
error exponent (also see discussion in Forney’s thesis [81, Eq.
(101)]) and is thus strictly suboptimal. In contrast, we prove
that by adopting the concatenated coding structure over multi-
hop relays and by using the optimal joint inner/outer decoding
at the destination d, we can achieve DAF(R) that is arbitrarily
close to the lower bound of 1 when R is sufficiently close to
the capacity C.

The optimal joint inner/outer decoder at the destination
is crucial for achieving the near-optimal DAF(R), which
is doable only because of the special assumption that the
bottleneck hop is the last hop. In particular, if the last hop
is not the bottleneck hop, then the receiver of the bottleneck
hop can still forward the hard-decoded inner code decisions
to its next hop neighbor. The destination then has to infer
the original message m̂ based on the hard-decoded inner code
messages (̂i1, · · · îK). Because the outer code being used is
a single parity-check code, no error correction is possible
when having only the hard-decoded messages (̂i1, · · · îK). As
a result, the outer/inner code structure provides no additional
error correction if the bottleneck hop is not the last hop. Only
when the bottleneck hop is the last hop, the destination can
perform the optimal joint inner/outer decoding based directly
on the noisy “observations” of the bottleneck hop, which is
the key component how our scheme achieves the optimal
limR↗C DAF(R) = 1.

If the bottleneck hop receiver is not the final destination,
another possibility is that it waits until it has received all
microblocks, and then performs joint decoding and forwards
the decoded codeword to the final destination. In this way,
the decoded codeword will have high reliability but the action
of “waiting” increases the end-to-end delay and it becomes
suboptimal from the delay’s perspective. In fact, this design of
letting the bottleneck hop receiver wait for the entire codeword
and then forward it is how we design the high performance
but still suboptimal achievability scheme for Corollary 2.

One may be tempted to conjecture that one should always
be able to achieve limR→C DAF(R) = 1 regardless of the
location of the bottleneck hop. Whether such a conjecture is
true remains an open problem. However, a recent result [55]
in the highly related teaching-and-learning-under-uncertainty
model shows that “the order of the hops” matters greatly
when characterizing the optimal learning rate (similar to our
DAF(R) metric). Specifically, if the first hop is a Z-channel
and the second hop is a BSC, the cut-set bound (similar to
our DAF lower bound DAF(R) ≥ 1) is provably loose [55,
Corollary 2]. That is, it is impossible to achieve/approach the
bottleneck performance (similar to DAF(R) = 1) regardless
how one designs the 2-hop relay scheme [55]. However, no
such result was shown in [55] when the order is reversed
(first hop being a BSC and second hop being a Z-channel).
Collectively, the lessons learned in [55] suggest that one
cannot easily rule out the possibility that DAF(R) may be
strictly bounded away from 1 if the bottleneck hop is not the
last hop.

Finally, findings similar to this work have been found in
some other multi-hop line network settings. For example,
[77]–[79] study the setting of multi-hop line networks with
the constituent channels being adversarial packet erasure
channels. Similar to our discoveries, [77] shows that DF is
suboptimal in a delay-aware 2-hop setting since the relay needs
to wait for the entire message to be decodable before it starts
forwarding the message. A new 2-hop scheme is proposed
in [77] where each message is divided into smaller symbols,
which echoes the construction in this work. In [79], this is
further relaxed by the relay forwarding symbols that have
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not been entirely decoded yet, and instead forwarding so-
called “estimates” as soon as possible, with the idea that the
destination can “sort this out” by the delay deadline. Similar
findings and designs for L ≥ 2 hops have been provided
in [78]. The collective findings of [77]–[79] suggest that, in
a multi-hop setting, relays should forward small pieces of
information as soon as possible, rather than waiting for a
reliable decode of the entire message.

In the next section, we will show that if a 1-bit stop feedback
is allowed, then we can adopt some networking/control ideas
and devise a scheme that attains DAF(R) close to 1 regardless
of the location of the bottleneck hop.

IV. MAIN RESULT 2: THE STOP-FEEDBACK SETTING

In this section, we present a transmission scheme which
achieves limR↗C D̃AF(R) = 1 in the stop-feedback setting.
For the stop-feedback setting, there is no guaranteed optimality
for random codes. As a result, unlike Proposition 1 for the
open-loop setting, our investigation has not established the
converse D̃AF(R) ≥ 1 for the stop-feedback setting. That said,
random coding currently achieves the highest error exponent
out of all existing stop-feedback solutions [16] and we thus
use it as the benchmark in our D̃AF(R) definition.

Proposition 3. Consider arbitrary L ≥ 2 and arbitrary
channels Pℓ(yℓ|xℓ) for ℓ = 1, . . . , L. In the stop-feedback
setting described in Sec. II-C, there exists a scheme such that
for any α ∈ (0.5, 1), there exists an R0(α) such that for all
R ∈ [R0(α), C), we have

D̃AF(R) =
1

2α− 1
. (48)

By choosing α sufficiently close to 1, one can make
D̃AF(R) → 1 when operating at rate R sufficiently close to
C. We proceed according to the same recipe as in Sec. III
and provide the high-level and detailed descriptions of the
scheme in Secs. IV-A and IV-B, respectively. We then prove
in Sec. IV-C that our scheme achieves limR↗C D̃AF(R) = 1
regardless of whether ℓ∗ = L or not.

A. High-level description of the transmission scheme

Recall that we refer to the hop with the minimum capacity as
the bottleneck hop ℓ∗. We refer to the transmitter and receiver
of the bottleneck hop as the bottleneck transmitter and bottle-
neck receiver, respectively. All relays between the source and
the bottleneck transmitter are referred to as the pre-bottleneck
relays while all relays between the bottleneck receiver and the
destination are referred to as the post-bottleneck relays.

The proposed scheme is a variable-length scheme with
termination, i.e., all of the nodes in the network work on
the same message until the destination signals an end-of-
transmission (EOT) message over the feedback link.

In the subsequent discussion, we will use Fig. 5 as illustra-
tion, which shows an example transmission over an L = 3 hop
line network where the bottleneck hop is the second hop, i.e.,
ℓ∗ = 2. Our scheme also uses an inner/outer code architecture.
Comparing to the scheme in Sec. III, the open-loop scheme
in Sec. III uses its outer code to generate a fixed number of
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Fig. 5. An asymptotically delay-amplification-factor-optimal transmission
scheme for DMC line networks with stop-feedback. Illustration for L = 3
hops and K = 3 microblocks. The bottleneck transmitter continues to send
encoded microblocks after the initial K microblocks are forwarded. The
sequential learning phase at the bottleneck receiver lasts K + 1 microblock
in this example. During the correction phase, the bottleneck receiver sends
correction messages to the destination.

microblock messages. The outer code of our stop-feedback
scheme generates a variable-length sequence of microblock
messages for each message. However, as illustrated in Fig. 5,
the source node and all the transmitters of the pre-bottleneck
hops generate and transmit only the first K microblocks of
the infinite-length sequence generated by the outer code. The
additional microblock messages are used/sent only by the
bottleneck transmitter and all the transmitters of the post-
bottleneck hops until the destination declares EOT.

The superior delay performance of our scheme lies in the
unique design of the bottleneck receiver. For comparison, in
a traditional DF scheme, only when the bottleneck receiver
has high confidence11 of the source message, does it start to
re-encode and forward the message to its downstream node(s).
However, obtaining a high-confidence estimate requires accu-
mulating a lot of received symbols, which incurs long delay.
The main idea of our new scheme is for the bottleneck
receiver to start forwarding even before it has deduced a
high-confidence estimate, thus the reduced delay. The cost of
this early forwarding is that at the time when the bottleneck
receiver finally has a high-confidence estimate, it has already
forwarded many “low-confidence” microblocks and some of
them may be in error, which leads to higher error probability.

To address this drawback, we note that when the bottleneck
receiver finally has enough observations to deduce a high-
confidence estimate of the source message, it also has com-
piled the records of all low-confidence microblock messages
that have been forwarded to downstream nodes prematurely
(before having the high-confidence source message). As a
result, we let the bottleneck receiver use the high-confidence
estimate of the source message to recompute the set of high-
confidence microblocks that should have been forwarded to
its downstream nodes if it could go back in time. Then
it compares those high-confidence microblocks to the low-
confidence microblocks that were physically transmitted. If
there is any mismatch, the bottleneck receiver forwards ad-

11In this discussion, we use the term high confidence by its intuitive
definition. The concept of high confidence will be made rigorous once we
provide the complete proof in Sec. IV-C.
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ditional microblocks to correct the ones it now knows were
relayed in error.

To realize the above idea, we design two separate phases of
the message transmission at the bottleneck receiver. In the se-
quential learning phase, the bottleneck receiver aims to obtain
the high-confidence message estimate from its observations. In
the correction phase, the bottleneck receiver aims to correct
any mistake(s) due to premature forwarding. Also see the
illustration in Fig. 5.

Note that the lengths of both phases are random (and cor-
related), where the duration of the first phase depends on the
channel realization of the bottleneck hop; and the duration of
the second phase depends on how many previously transmitted
microblocks were in error. Since only the bottleneck receiver
knows when the first phase ends and the second phase starts,
it has to “instruct” the downstream nodes how to correctly
interpret the traffic. To that end, we thus insert a correction
flag in the forward traffic. The correction flag Ξ can take values
in {0, 1, · · · ,K}. The value Ξ = 0 indicates that there is no
correction needed and Ξ = j ≥ 1 indicates that we will send
an additional j microblocks that are meant to replace j of the
previously transmitted microblocks. We limit the maximum
number of replacements to be K, the reason of which will be
made clear in the detailed analysis.

The post-bottleneck hops mainly perform DF to help relay
the initial microblocks (during the sequential learning phase)
and the correction microblocks (during the correction phase)
to the destination. After the destination receives the correction
flag Ξ, it terminates the transmission of the message for the
entire network using the stop-feedback if Ξ = 0. Or, if
Ξ = j ≥ 1, it terminates the transmission after receiving j
additional microblocks.

B. Detailed description of the transmission scheme

We now provide a detailed construction of the proposed
scheme. Specifically, the scheme has four deterministic pa-
rameters (K,∆, R, α), where ∆ is the microblock length
and α ∈ (0.5, 1) is a tuning parameter that will be used
during the construction. The deterministic parameter K is
the target number of microblocks used in the transmission
since the actual number of microblocks used by the network
is a random number. R is directly related to the message
alphabet size via R = log(|M|)

K∆ (unit: nats/slot) and can be
interpreted as the target end-to-end throughput. Again, the
actual throughput depends on the expected duration of the
variable-length scheme, see (15), and will be analyzed later.

Since we always operate within the capacity, we are ex-
clusively interested in the set of parameter values satisfying
R < C = Cℓ∗ . For given values of (K,∆, R, α), we compute
the following constants:

RI , R+
α+ 1

2
(Cℓ∗ −R) (49)

Kmax = KeK∆α(Cℓ∗−R) (50)
η = e−K∆α(Cℓ∗−R). (51)

Intuitively, RI is the inner code rate; Kmax is the upper bound
on the length of our variable-length scheme which keeps the

scheme from running indefinitely; and η is the target error
probability of the given scheme.

Outer code at the source. The scheme uses a sequential
random permutation outer code (SRPOC) S. Given any
(K,∆, R,RI) tuple, the SRPOC is a rateless code consisting
of
1) The message set M = [1, eK∆R].
2) A finite sequence of permutations {πk : k ∈ [1,Kmax]}.

• A permutation π on M is a bijective mapping from M to
M. In total, there are |M|! different permutations.

• Each πk is drawn independently and uniformly randomly
from the set of all |M|! possible permutations.

3) A finite sequence of encoding functions {fk}.
• It is best to interpret k as the microblock index.
• For any k ∈ [1,Kmax] and the randomly chosen permutation
πk, the k-th encoding function fk : M 7→ [1, e∆RI ] maps a
message m to an outer-code symbol i ∈ [1, e∆RI ].

• Specifically, given any m ∈ M, the output i[m]
k is the unique

integer satisfying

(i
[m]
k − 1) · |M|

e∆RI
< πk(m) ≤ i

[m]
k · |M|

e∆RI
. (52)

• This mechanism partitions the message set M into buckets
of e∆RI messages and selects the corresponding bucket
index i

[m]
k for a given message m ∈ M after applying the

permutation πk.

Inner codes. We use the standard random block code construc-
tion and choose the coordinate values of each inner codeword
i.i.d. according to the capacity-achieving input distribution.
For mathematical rigor, we never reuse any codebook and all
codewords/codebooks are generated independently. We now
describe how many inner codebooks are used in our scheme.
1) For each of the pre-bottleneck hops ℓ ∈ [1, ℓ∗) and for

all k ∈ [1,K], we have a random inner codebook X
(ℓ)
k for

which the codeword length is ∆ (unit: slots) and the total
number of codewords in each codebook is e∆RI . In total,
there are K(ℓ∗ − 1) of them and these codebooks are used
for microblock-based DF in the pre-bottleneck hops.
2) For the bottleneck hop, we have Kmax inner codebooks
X

(ℓ∗)
k for all k ∈ [1,Kmax] for which the codeword length of

each codebook is again ∆ (unit: slots) and the total number
of codewords in each codebook is e∆RI . The only difference
between the bottleneck hop and the pre-bottleneck hops is that
the bottleneck hop needs to support variable-length encoding
and thus we need to prepare a larger number of codebooks
Kmax ≥ K.
3) For each of the post-bottleneck hops ℓ ∈ [ℓ∗ + 1, L], we

have two finite sequences of codebooks and we denote them by
{X̊(ℓ)

k : k ∈ [1,Kmax]} and {X̃(ℓ)
k : k ∈ [1,K]}, respectively.

The constructions of X̊(ℓ)
k and X̃

(ℓ)
k have the following subtle

but important differences.
• Each X̊

(ℓ)
k codebook has codeword length ∆ but the total

number of codewords is e∆RI +K +1. Namely, compared
to the pre-bottleneck codebooks, X̊(ℓ)

k has K+1 additional
codewords which are used to represent the correction flag
values Ξ = 0 to K discussed previously.
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• Each X̃
(ℓ)
k codebook has codeword length ∆̃ = ∆+ log(K)

RI

and the total number of codewords is e∆̃RI = Ke∆RI .
Namely, the effective rate of the codebook X̃

(ℓ)
k is still

RI (unit: nats/slot), but we slightly elongate the codeword
length to accommodate a factor of K more codewords than
the pre-bottleneck codebooks X(ℓ)

k . The new codebook X̃
(ℓ)
k

is used to carry the correction microblocks. More specifi-
cally, to correct a microblock, we not only have to specify
the new value of the previously incorrect microblock but
also which of the previous microblocks is being corrected
(i.e., the microblock index). Thus, we expand the number of
codewords by a factor of K so that we can specify, out of
the K previously sent microblocks, which one needs to be
corrected by which value. More details can be found shortly
after.
We are now ready to describe how to assemble the outer

and inner codes for the final scheme.

Encoding at the source node. The source first maps the mes-
sage m to a sequence of K microblock messages {i[m]

k }Kk=1

using the outer code S . Then it transmits x
(1)

k,i
[m]
k

, one code-

word for each microblock, sequentially for k ∈ [1,K]. In the
end, the source transmits K∆ symbols over the first hop. After
the end of its transmission, the source idles12.

Relaying at the pre-bottleneck nodes. The transmitters of
the pre-bottleneck hops (2 ≤ ℓ < ℓ∗) perform microblock DF
using the inner-code decoders and encoders. More specifically,
the transmitter of the ℓ-th hop decodes the message of the k-th
microblock using the codebook X

(ℓ−1)
k into an estimate pi

(ℓ−1)
k

and forwards the re-encoded codeword x
(ℓ)

k,pi
(ℓ−1)
k

∈ X
(ℓ)
k to the

next node, which is similar to the open loop setting in (30)
and (31) After forwarding K microblocks, each of the pre-
bottleneck nodes enters the idle state.

Operation of the bottleneck transmitter. While relaying the
first K microblocks, the bottleneck transmitter mirrors the be-
havior of the transmitters of the pre-bottleneck hops. However,
after forwarding K microblocks through the bottleneck hop,
the operation of this transmitter starts to differ.

After receiving the K-th microblock, the bottleneck trans-
mitter checks whether its past K estimates of the microblock
messages {pi(ℓ

∗−1)
k }Kk=1 correspond to a unique codeword m̃

from the message set. Namely, using the SRPOC outer code,
the bottleneck transmitter computes

∼
Mℓ∗−1 ,

{
m : pi

(ℓ∗−1)
k = i

[m]
k ∀k ∈ [1,K]

}
. (53)

If the set contains a single message, i.e.,
∼
Mℓ∗−1 = {m̃},

the bottleneck transmitter effectively subsumes the role of the
source and continues to use SRPOC outer code to transmit
microblocks of the estimated message m̃ until the stop-
feedback from the destination or until it has reached the

12Due to the lack of a special “idle” symbol in the channel input alphabet
Xℓ, in the subsequent discussion, we assume that a node in the idle state
arbitrarily picks one symbol from its channel input alphabet and transmits it
repeatedly until the EOT feedback.

maximum number of transmissions k = Kmax. That is, it sends
x
(ℓ∗)

k,i
[m̃]
k

∈ X
(ℓ)
k for k ∈ [K + 1,Kmax] until EOT.

If
∣∣∣∣ ∼
Mℓ∗−1

∣∣∣∣ ̸= 1, i.e., either no such m̃ can be found or

multiple m̃ compatible to the inner code decoded codewords,
the transmitter declares an error event13 and enters the idle
state. This mechanism is illustrated in Fig. 5, where the
bottleneck transmitter uses its message estimate m̃ to produce
additional microblocks.

Operation of the bottleneck receiver. The operation of the
bottleneck receiver consists of two distinct phases: the sequen-
tial learning phase and the correction phase. We describe both
phases separately below.

1) The sequential learning phase. During the sequential learn-
ing phase, the bottleneck receiver computes a running log-
likelihood ratio (LLR) for each of the messages in the message
set M. When any of the ratios exceeds a certain threshold, it
switches to the correction phase. More precisely, recall that
Y⃗ℓ∗ [k] denotes the ∆-dimensional received signals of the k-th

microblock and let
[
Y⃗ℓ∗

]k
1

=
{
Y⃗ℓ∗ [j + ℓ∗ − 1] : j ∈ [1, k]

}
denote the vector of all observed channel outputs at the
bottleneck receiver after the receiving the k-th microblock.
Then, for every message m ∈ M = [1, eK∆R], the bottleneck
receiver computes the LLR

Zm(k) = ln


Pr

([
Y⃗ℓ∗

]k
1

∣∣∣∣m)∑
m′ ̸=m

Pr

([
Y⃗ℓ∗

]k
1

∣∣∣∣m′
)
 , (54)

where the conditional probability functions are computed by

Pr

([
Y⃗ℓ∗

]k
1

∣∣∣∣m) , Pr

([
Y⃗ℓ∗

]k
1

∣∣∣∣ c[m]
ℓ∗

)
(55)

=

k∆∏
i=1

Pℓ∗(yi| ci) (56)

and

c
[m]
ℓ∗ =

(
x
(ℓ∗)

1,i
[m]
1

,x
(ℓ∗)

2,i
[m]
2

, . . .

)
. (57)

That is, the conditional probability function is based on the
assumption that the sequence of transmitted channel symbols
(over the bottleneck hop) is produced directly by the message
m using the joint outer/inner encoder. Note that this assump-
tion is false since the symbols transmitted over the ℓ∗-th hop
are based either on the inner codeword estimate pi

(ℓ∗−1)
k of the

previous hop (for those k ∈ [1,K]) without the help of the
outer codebook, or on the re-encoded versions based on m̃
(for those k ∈ [K + 1,Kmax]), cf. the discussion around (53).
Hence (55) should be viewed as a way of computing the
“score” of each message m, not the actual likelihood of
receiving m.

13Note that the transmitter does not need to send any “error flags” to the
downstream nodes and only needs to idle. The error-event declaration is only
used in the analysis.
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Using this running LLR value for each k, the bottleneck
receiver performs what is essentially a sequential probability
ratio test (SPRT) [85] to determine the end of the phase and an
estimate of the current message. In other words, the sequential
learning phase ends whenever there exists one m such that

Zm(k) > ln

(
1

η

)
, (58)

where η is the target error probability parameter defined in
(51). Since log

(
1
η

)
> 0 per our choice of η, by (54) we can

have at most one m satisfying (58) at any given k. Namely,
if there exists any m satisfying (58), such m must be unique.

If no m satisfying (58) after Kmax microblocks, we
declare a “sequential learning failure”, terminate the sequential
learning phase, and give up transmission.

In addition to performing the described probability ratio test,
during the sequential learning phase, the bottleneck receiver,
(i.e., the transmitter of the (ℓ∗ + 1)-th hop) continues to
relay microblocks using the familiar microblock DF scheme.
However, it uses the codebooks X̊(ℓ∗+1)

k defined earlier, which
have the same microblock length ∆ but contain e∆RI +K+1
codewords. The additional K + 1 codewords represent the
value of the correction flag Ξ and are not used at all during
the sequential learning phase.

Other than using a slightly modified codebook, the mi-
croblock DF operation for the (ℓ∗ + 1)-th hop (performed
by the bottleneck receiver) mirrors the operation of the pre-
bottleneck hops: The k-th microblock is mapped to an estimate
of the microblock message pi

(ℓ∗)
k using ML decoding and then

used to generate the microblock codeword x̊
(ℓ∗+1)

k,pi
(ℓ∗)
k

∈ X̊
(ℓ∗+1)
k ,

which is forwarded to the next node.

2) The correction phase. The description herein assumes that
the sequential learning phase is properly terminated, i.e., there
exists a unique m̊ satisfying (58). The operations under the
forced termination scenario k = Kmax are inconsequential
since they are lumped under the “error event”. During the
correction phase, the bottleneck receiver transmits up to K
additional microblocks that aim to correct the first K mi-
croblocks it transmitted. For this, it must first compile the set
of microblocks which were forwarded in error. Let k̃ denote
the microblock index for which the sequential learning phase
ends and let m̊ denote the message which triggered the end
of the sequential learning phase. Next, let i[m̊] denote the
corresponding sequence of microblock messages generated by
m̊ for the first K microblocks, i.e.,

i[m̊] =
{
i
[m̊]
1 , . . . , i

[m̊]
K

}
. (59)

Since the bottleneck receiver observes the transmission over
the ℓ∗-th hop, we let pi(ℓ

∗) denote the sequence of microblock
messages that were decoded (using only the inner code de-
coder of the ℓ∗-th hop) and forwarded to the (ℓ∗ + 1)-th hop
during the sequential learning phase, i.e.,

pi(ℓ
∗) =

{
pi
(ℓ∗)
1 , . . . ,pi

(ℓ∗)
K

}
. (60)

We call m̊ the high-confidence estimate since it is based on
the sequential log-likelihood ratio test that jointly considers

the inner and outer codes while (60) is of (relatively) low
confidence due to the use of only the inner decoders. Finally,
denote the set of microblock messages forwarded in error as

Kerr =
{
k ∈ [1,K] : pi

(ℓ∗)
k ̸= i

[m̊]
k

}
. (61)

The transmission of the correction microblocks during the
correction phase starts immediately after the k̃-th microblock
is received and Kerr is computed. As described earlier, to cor-
rect a single microblock, the bottleneck receiver needs to send
(i) a correction flag Ξ = |Kerr| that instructs the downstream
nodes to expect |Kerr| additional correction microblocks; (ii)
the new/corrected content of the microblock message; and (iii)
the index of the microblock that is being corrected. As a result,
after k̃ microblock transmissions from X̊ℓ∗+1

k : k ∈ [1, k̃],
the next microblock k = k̃ + 1 will still be chosen from the
inner codebook X̊

(ℓ∗+1)

k̃+1
but this time we transmit one of the

additional (K + 1) codewords of X̊
(ℓ∗+1)

k̃+1
that indicates the

value of Ξ ∈ [0,K].
After transmitting the Ξ value, the bottleneck receiver

picks one microblock index j from Kerr that has not been
“corrected” and maps the index/payload pair (j, i

[m̊]
j ) to the

corresponding codeword from X̃
(ℓ∗+1)
k . It then repeats this

process until all k ∈ Kerr have been “corrected”. Effectively,
the correction phase consumes ∆+ |Kerr|∆̃ slots, where ∆ of
which are used to transmit the flag Ξ and |Kerr|∆̃ of which
are used to correct all microblocks in Kerr.

Once all microblocks in Kerr have been corrected, the
bottleneck receiver remains idle. This mechanism is illustrated
in Fig. 5, where two correction microblocks are displayed.

Relaying at the post-bottleneck nodes. The operation of the
post-bottleneck nodes mostly mirrors that of the pre-bottleneck
nodes. That is, DF is performed on all microblocks. The main
difference is, as described, how to coordinate the use of the two
codebooks of different sizes. Specifically, the post-bottleneck
receivers initially perform ML decoding for every ∆ received
channel symbols based on the length-∆ inner decoders of X̊(ℓ)

k

for each k. However, once its ML decoder outputs a correction
flag Ξ ∈ {0, · · · ,K}, say it decodes Ξ = j, the post-
bottleneck receivers then anticipate the next j microblocks to
be based on the length-∆̃ inner codebooks X̃

(ℓ)
k and thus use

the inner codebooks X̃
(ℓ)
k to perform DF (instead of the pre-Ξ

codebooks X̊
(ℓ)
k ).

Decoding at the destination. The destination operates in the
same way as the other post-bottleneck receivers with some
minor additions. That is, after its ML decoder X̊

(L)
k outputs

a correction flag Ξ = j, the destination starts anticipating the
final j correction microblocks and will decode them based on
the length-∆̃ inner decoder X̃(L)

k . After the final j correction
microblocks, it sends the stop-feedback signal through the
feedback channel and the entire network stops transmission.

To decode the original message m, the destination takes the
very first K microblock messages it previously decoded using
the inner code ML decoders, and then replaces a subset of
those estimates by the final j correction microblocks received
after receiving Ξ = j. Let

{
qık ∈ [1, e∆RI ] : k ∈ [1,K]]

}
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denote the resulting K microblock messages after correc-
tion/replacement. The destination uses the SRPOC outer code
S to compute the compatible set

M̂ ,
{
m ∈ M : qık = i

[m]
k

}
. (62)

The destination then proceeds as follows. If M̂ contains
exactly one message m̂, then output such m̂. If M̂ contains
zero or multiple messages, then declare error.

It is possible that the destination’s ML decoder X̊
(L)
k

never outputs a correction flag even after receiving Kmax

microblocks, since the channels are noisy. In this case, the
destination aborts the transmission of the entire network once
the waiting time for the correction flag exceeds the upper limit
Kmax (unit: microblocks). The upper limit Kmax is critical to
attaining a bounded expected delay since if the scheme runs
indefinitely with some non-zero probability, no matter how
small the probability is, the expectation is always infinite.

C. D̃AF(R) analysis

Recall that our proposed scheme is defined by the four deter-
ministic parameters (K,∆, R, α). Analogous to the analysis in
Sec. III-D, the second coordinate ∆ → ∞ since we let T → ∞
in (12). The error exponent of our proposed scheme is thus
determined by the tuple (K,R, α) and we use the notation
EΦ(K,R, α). We then have

Lemma 4. For any α ∈ (0.5, 1), there exists an R0(α) < C
such that for all R ∈ [R0(α), C), we have

EΦ(K
∗, R, α) ≥ (2α− 1) · (Cℓ∗ −R), (63)

where K∗ is the largest integer K satisfying

α(Cℓ∗ −R) <
minℓ ̸=ℓ∗ Erc,ℓ (Cℓ∗)

K
(64)

and Erc,ℓ (R) is the open-loop random coding error exponent
(even though this lemma is analyzing a stop-feedback scheme).

By (63) in Lemma 4 and the definition of D̃AF(R) in (18),
the proposed scheme thus achieves D̃AF(R) ≤ 1

2α−1 for all
R ∈ [R0(α), C). The proof of Proposition 3 is thus complete.

The proof of Lemma 4 is relegated to Appendix C.

D. The Relationship to Multi-hop Network Protocols

Our construction is highly motivated by existing networking
algorithms. For example, the new inner codebooks X̊

(ℓ)
k and

X̃
(ℓ)
k for the post-bottleneck hops can be viewed as adding a

small header to the regular codebook X
(ℓ)
k . The main differ-

ence between our results and existing networking protocols is
that in almost all networking protocols, the smallest data unit
is a packet. Each packet is assumed to have a sufficiently
large number of bits and a packet can be either perfectly
received or completely erased during transmission. Under this
model, the control overhead of adding a header to each packet
is negligible when compared to the length of the payload.
Essentially, networking protocols are allowed to use the header
to send control messages for free or with very small cost.

Under these assumptions, one can design many ingenious
solutions to lower the end-to-end delay. Two important designs
under this packet-based model are the rateless codes [86] and
the BATS codes [87]. Both exhibit significantly better delay
performance than simple per-packet DF algorithms.

In a broad sense, our results answer the following question:
If the smallest data unit is a symbol (e.g., BPSK or 16QAM
in physical-layer wireless communications) and if the control
overhead cannot be ignored and all control messages are sub-
ject to the same noisy channel model as the regular symbols,
can we still harvest significant end-to-end delay benefits for
multi-hop transmission similar to what was first demonstrated
in the coarser, packet-level network-based designs [86], [87]?
The answer is a resounding yes and we show that even with
all the control overhead being carefully accounted for in a
symbol-level setting, we can still achieve provably optimal
asymptotic delay when R ↗ C.

V. CONCLUSION

A new metric called Delay Amplification Factor DAF(R)
is proposed, which benchmarks the multi-hop end-to-end
error exponent against the worst single-hop random coding
exponent, which allows for an intuitive meaning for numerical
comparison as it characterizes the multiplicative increase of the
asymptotic delay caused by the multi-hop transmission.

For the open-loop setting, we have shown that by judicially
combining (i) the concept of microblock-based relay designs,
(ii) concatenated coding for point-to-point channels, and (iii)
the ML joint inner/outer decoder, we can approach the optimal
limR↗C DAF(R) = 1 if the bottleneck hop is the last hop of
the line network.

For the one-time stop feedback setting, the scheme pre-
sented in Sec. IV lifted this restriction and can provably ap-
proach limR↗C D̃AF(R) = 1 regardless of the position of the
bottleneck hop. The design combines several new components:
(i) the microblock-based designs; (ii) the use of a rateless code
as the outer code; (iii) the sequential probability ratio test at the
bottleneck receiver based on the ML joint inner/outer decoder;
(iv) the bottleneck receiver sending correction packets; and (v)
carefully incorporating the network-layer concepts of the timer
Kmax and the correction flag Ξ into the physical-layer code
design.

APPENDIX A
PROOF OF LEMMA 1

We first prove limR↗C DAFDF(R) ≤
∑

ℓ
Cℓ∗
Cℓ

. To this
end, we will construct explicitly the t1 to tL and analyze its
performance, assuming random coding for each hop.

For any arbitrarily given δ > 0, we define δℓ∗ = δ and for
any ℓ ̸= ℓ∗, we define

δℓ , inf

{
x > 0 :

Erc,ℓ (Cℓ − x)

Cℓ − x
≥ 2 · Erc,ℓ∗ (Cℓ∗ − δ)

Cℓ∗ − δ

}
(65)

It is well known that any random coding error exponent
must satisfy Erc,ℓ (Cℓ − x) → 0 when x → 0 (including ℓ =
ℓ∗) since the error exponent is upper bounded by the sphere



JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2021 17

packing error exponent Esp,ℓ (R) and the latter converges to
0 when R → Cℓ, see [59]. Therefore, we have δℓ → 0 for all
ℓ when δ → 0. We then choose tℓ, the active duration of the
ℓ-th hop, as

tℓ =
ln(|M|)
Cℓ − δℓ

, ∀ℓ ∈ [1, L]. (66)

With random coding on each hop, the description of the DF
scheme is thus complete, once we fix the values of |M| and
δ. We now analyze the DAF(R) value under this construction.

Since δℓ → 0 if δ → 0, we have ℓ∗∗, argmaxℓ{tℓ} = ℓ∗ =
argminℓ{Cℓ} when δ is sufficiently small. By the discussion
in Sec. II-D, Tdur = tℓ∗∗ = tℓ∗ . The tuple (T,R, ϵ) of this DF
scheme thus satisfies

T =

L∑
ℓ=1

tℓ = ln(|M|) ·
L∑

ℓ=1

1

Cℓ − δℓ
(67)

R =
ln(|M|)
Tdur

=
ln(|M|)

tℓ∗
= Cℓ∗ − δℓ∗ = C − δ (68)

ϵ ≤
L∑

ℓ=1

ϵℓ ≤
L∑

ℓ=1

exp

{
−tℓErc,ℓ

(
ln(|M|)

tℓ

)}
(69)

=

L∑
ℓ=1

exp

{
− ln(|M|)

Cℓ − δℓ
Erc,ℓ (Cℓ − δℓ)

}
(70)

≤ exp

{
− ln(|M|)
Cℓ∗ − δℓ∗

Erc,ℓ∗ (Cℓ∗ − δℓ∗)

}
+(L− 1) exp

{
− ln(|M|)
Cℓ∗ − δℓ∗

2 · Erc,ℓ∗ (Cℓ∗ − δℓ∗)

}
(71)

where (67) follows from the construction of tℓ; (68) follows
from tℓ∗∗ = tℓ∗ ; (69) follows from the random coding
reliability function; and (71) follows from the construction of
δℓ in (65).

Letting |M| → ∞, by (12) we have

EDF(R) = EDF(Cℓ∗ − δℓ∗)

≥
1

Cℓ∗−δℓ∗∑L
ℓ=1

1
Cℓ−δℓ

· Erc,ℓ∗ (Cℓ∗ − δℓ∗) . (72)

which implies

DAFDF(R) ≤
L∑

ℓ=1

Cℓ∗ − δℓ∗

Cℓ − δℓ
. (73)

Finally, we notice that R = C − δ in (68). Letting R ↗ C
is equivalent to letting δ → 0. By (13) and (73), we then have
(27).

We now prove that regardless how (|M|, t1, · · · , tL) is
chosen, DAF(R) is always lower bounded by (26). Suppose a
given choice of (|M|, t1, · · · , tL) attains the tuple (T,R, ϵ).

Assuming sufficiently small ϵ, we must have the following
inequalities:

tℓ ≥
ln(|M|)

Cℓ
, ∀ℓ ∈ [1, L] (74)

T =

L∑
ℓ=1

tℓ ≥ tℓ∗ +
∑

ℓ∈[1,L]\ℓ∗

ln(|M|)
Cℓ

(75)

R , ln(|M|)
Tdur

=
ln(|M|)
maxℓ tℓ

≤ ln(|M|)
tℓ∗

≤ C (76)

ϵ ≥ ϵℓ∗ ≥ exp

{
−tℓ∗Esp,ℓ∗

(
ln(|M|)

tℓ∗

)
− o(tℓ∗)

}
(77)

≥ exp {−tℓ∗Esp,ℓ∗(R)− o(tℓ∗)} (78)
= exp {−tℓ∗Erc,ℓ∗ (R)− o(tℓ∗)} (79)

where we have (74) since in order to achieve small ϵ, the
coding rate per hop ln(|M|)

tℓ
must be less than the capacity

Cℓ; (75) follows from (74); (76) follows from the definition
of Tdur; (77) follows from the fact that the end-to-end error
probability is lower bounded by the error probability of
the ℓ∗-th hop, which is lower bounded later by the sphere
packing bound; (78) follows from (76) and Esp,ℓ∗ (·) being
non-increasing; and (79) follows from the assumption that R
satisfies Esp,ℓ∗ (R) = Erc,ℓ∗ (R).

By (79) and (75), we have

− ln(ϵ)

T
≤ tℓ∗Erc,ℓ∗ (R) + o(tℓ∗)

tℓ∗ +
∑

ℓ∈[1,L]\ℓ∗
ln(|M|)

Cℓ

⇐⇒

Erc,ℓ∗ (R)
− ln(ϵ)

T

≥
tℓ∗ +

∑
ℓ∈[1,L]\ℓ∗

ln(|M|)
Cℓ

tℓ∗ + o(tℓ∗)
(80)

≥
1 +

∑
ℓ∈[1,L]\ℓ∗

R
Cℓ

1 + o(1)
(81)

where (81) follows from (76); and o(1) goes to 0 when tℓ∗ →
∞. By letting |M| → ∞ while fixing the R value, the left-
hand side of (80) becomes DAF(R) and we have thus proven
that (26) holds regardless how one chooses the parameters of
the DF scheme.

APPENDIX B
PROOF OF LEMMA 3

Recall that A is the event that at least one inner decoder
(among the relays but excluding the destination) is in error.
Under the event Ac, all (L − 1) upstream hops are error-
free. For any non-empty subset ∅ ̸= S ⊆ {1, 2, · · · ,K∗},
we say two messages m1 and m2 differ by S if their outer
coded vectors i[m1] =

(
i
[m1]
1 , i

[m1]
2 , . . . , i

[m1]
K∗

)
and i[m2] =(

i
[m2]
1 , i

[m2]
2 , . . . , i

[m2]
K∗

)
satisfy i

[m1]
k ̸= i

[m2]
k if and only if

k ∈ S. Namely, the set S contains the coordinates for which
the outer codewords of m1 and m2 differ.

For notational simplicity, we use m0 to denote the message
that was actually transmitted. We denote

DS(m0) , {m′ : m′ and m0 differ by S} (82)
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as the collection of all possible m′ that differs from m0 by S.
By the union bound, we have

Pr
(

pm ̸= m0

∣∣∣Ac
)
≤
∑
∀S ̸=∅

∑
∀m′∈DS(m0)

Pr
(

pm = m′
∣∣∣Ac
)
.

(83)

We now bound each summation∑
∀m′∈DS(m0)

Pr
(

pm = m′
∣∣∣Ac
)
.

by treating those m′ in DS(m0) as a (sub) random codebook.
Totally, we will have 2K

∗ − 1 sub-codebooks since we have
2K

∗ − 1 different S to consider
We notice that for all m′ ∈ DS(m0), the outer coded vector

of m′ differs from the outer coded vector of m0 in and only
in the locations of k ∈ S. We now investigate the inner coded
codewords of m′ and m0. Specifically, we note that the inner
encoder randomly maps each coordinate i

[m′]
k value of the

outer coded vector to the actual transmitted coded symbol
x
(L)

k,i
[m′]
k

. Since m′ and m0 differ in the coordinates of S, for

those coordinates, the values of the transmitted coded symbols
x
(L)

k,i
[m′]
k

of m′ will be independently and randomly chosen

when compared to the transmitted coded symbols x
(L)

k,i
[m0]

k

of

m0. On the other hand, since m′ and m0 have the same outer
coded vector values for those coordinates in {1, · · · ,K∗}\S,
the values of the transmitted coded symbols x(L)

k,i
[m′]
k

of m′ will

be identical to the transmitted coded symbols x
(L)

k,i
[m0]

k

of m0

for the coordinates in {1, · · · ,K∗}\S.
Because of the above observations, the effective codeword

length of the random inner code construction of m′ ∈
DS(m0), when compared to the inner codeword corresponding
to m0, is reduced from K∗ microblocks (K∗∆ symbols) to
|S| microblocks (|S|∆ symbols) since only those coordinates
in S are randomly chosen and are (likely to be) different from
m0.

The next step is to figure out how many m′ are in the set
DS(m0). Namely, what is the number of codewords in the sub-
codebook DS(m0). Because we use a parity-check outer code,
the number of m′ within the set DS(m0) is upper bounded
by

|DS(m0)| ≤ e∆RI(|S|−1) (84)

The reason is that each outer-coded symbol is of cardinality
e∆RI . There are |S| outer coded symbols of m′. However,
because the outer coded symbols must satisfy the parity check
equation, the degree of freedom is reduced from |S| to |S|−1.
The total number of m′ in DS(m0) is thus upper bounded
by (84). Using the number of codewords and the effective
codeword length, the effective code rate in DS(m0) is thus
upper bounded by

ln(e∆RI(|S|−1))

|S|∆
= RI ·

|S| − 1

|S|
.

Using the effective codeword length |S|∆ and the effective
rate RI · |S|−1

|S| , we can apply the standard random coding error

exponent upper bound argument to the sub-codebook DS(m0),
which implies∑

∀m′∈DS(m0)

Pr
(

pm = m′
∣∣∣Ac
)
≤ e−|S|∆·Erc,L(RI · |S|−1

|S| )

(85)

To further upper bound the right-hand side of (85), we notice
that the definitions RI = K∗

K∗−1R and |S| ≤ K∗ plus some
basic algebraic simplification imply the following statement:

if RI ≥ C, then C −RI ·
|S| − 1

|S|
≥
(
C −RI

K∗ − 1

K∗

)
K∗

|S|

= (C −R)
K∗

|S|
(86)

Since the K∗ value is chosen such that RI ≥ C, (86) must
hold in our construction.

Since for any x ≤ C, the error exponent Erc,L (x) is a
convex, non-increasing function of x satisfying Erc,L (C) = 0,
we thus have

Erc,L (C − a)− 0

a
≥ Erc,L (C − b)− 0

b
(87)

for all a ≥ b > 0. We then have

Erc,L

(
RI ·

|S| − 1

|S|

)
≥ Erc,L

(
C − (C −R) · K

∗

|S|

)
(88)

≥ (Erc,L (C − (C −R))) · K
∗

|S|
. (89)

where (88) follows from (86) and from the fact that Erc,L (x)
is a non-increasing function of x; and (89) follows from (87)
by choosing a = (C −R)K

∗

|S| and b = (C −R).
Ineq. (89) is then used to upper bound the right-hand side

of (85) by

e−|S|∆·Erc,L(RI · |S|−1
|S| ) ≤ e−K∗∆·Erc,L(R) (90)

Combining (83), (85), and (90), we have proven (43) in
Lemma 3. The proof is complete.

APPENDIX C
PROOF OF LEMMA 4

We analyze the error probability and the expected end-to-
end latency of the scheme in Sec. IV-B in Appendices C-A
and C-B, respectively. We then combine them to derive the
corresponding error exponent in Appendix C-C.

A. Error probability

In this proof, we denote the message sent by the source as
m0.

Definition 6. We say that the SRPOC outer code is reversible
(with respect to m0) if there exists no other m ∈ M\{m0}
such that(

i
[m]
1 , i

[m]
2 , . . . , i

[m]
K

)
=
(
i
[m0]
1 , i

[m0]
2 , . . . , i

[m0]
K

)
. (91)

Namely, by observing the first K coded outer code messages
(i

[m0]
1 , i

[m0]
2 , . . . , i

[m0]
K ), we can uniquely recover the original

sent message m0.
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Recall that k̃ is defined as the time when the sequential
probability test ends (i.e., when (58) holds for some m or
when we reach the time limit Kmax). We can further formalize
this discussion by the following definition.

Definition 7. Define k̃m as the microblock index at which
the LLR for a specific message m first crosses the threshold
in (58), assuming we run the sequential probability test
indefinitely without the maximum constraint. As a result, we
can rewrite k̃ as

k̃ , min

(
Kmax, min

m∈M
k̃m

)
. (92)

We then note that the following conditions are sufficient for
an error-free end-to-end message transmission.
C1: There are no microblock decoding errors at the pre-

bottleneck relays.
C2: The encoding function of the SRPOC S is reversible.

When both C1 and C2 hold, the bottleneck transmitter can
correctly decode the message m0 after K microblocks,
successfully subsume the role of the source, and continue
to transmit the correct microblocks across the bottleneck
hop.

C3: The message decision at the end of the sequential learning
phase at the bottleneck receiver is within the hard time
limit (i.e., minm k̃m ≤ Kmax) and is correct (i.e., m̊ =
m).

C4: There is no microblock decoding error over all the post-
bottleneck hops.

When C1 to C4 all hold, the destination can recover the first K
microblock messages generated at the source correctly either
during the sequential learning phase or during the correction
phase. Note that since C2 ensures reversibility of the outer
SRPOC, when C1 to C4 hold, the destination can recover the
message correctly.

We can distill a set of useful error events from these
observations. First, let Npre and Npost denote the total number
of microblock errors over all pre- and post-bottleneck hops,
respectively. We then define the following (error) events:

A1 =
{
Npre > 0

}
(93)

A2 =
{

the SRPOC is not reversible
}

(94)

A3 =
{
min
m

k̃m > Kmax

}
(95)

A4 =
{

the output of the sequential LLR test m̊ ̸= m0

}
(96)

A5 =
{
Npost > 0

}
(97)

By mapping the above events to the previous discussion of
sufficient conditions C1 to C4, the error probability of our
scheme must satisfy

ϵ , Pr(pm ̸= m0) ≤ Pr

(
5∪

i=1

Ai

)
≤ Pr(A1) + Pr(A2) + Pr(A3|Ac

1Ac
2)

+Pr(A4|Ac
1Ac

2Ac
3) + Pr(A5|Ac

1Ac
2) , (98)

To continue the analysis, we must bound each of the five
terms in (98) separately. We begin with A1. Using the indi-
vidual random coding error exponents for the pre-bottleneck
hops, we can bound

Pr(A1) ≤ K

ℓ∗−1∑
ℓ=1

e−∆Erc,ℓ(RI). (99)

From the code construction of the SRPOC S , we know that
the probability of the event A2 satisfies the following union
bound.

Pr(A2) ≤
∑

m̸=m0

K∏
k=1

Pr
(
i
[m]
k = i

[m0]
k

)
(100)

=
∑

m̸=m0

K∏
k=1

( |M|
e∆RI

− 1

|M| − 1

)
(101)

= (|M| − 1)

(
|M|e−∆RI − 1

|M| − 1

)K

(102)

≤ (|M| − 1)e−K∆RI (103)
≤ e−K∆(RI−R), (104)

where (101) is due to the uniform random choices of the
permutation πk of S .

To continue, the following lemma provides a bound on the
third term of (98).

Lemma 5. The third term of (98) satisfies

Pr(A3|Ac
1Ac

2) ≤ (1 + ς1(K))e−K∆α(Cℓ∗−R), (105)

where the term ς1(K) → 0 as K → ∞.

For the proof refer to Appendix D.
For the fourth term of (98), we note that at the moment14

that the sequential decision rule from (58) reaches the thresh-
old ln(1/η), the conditional error probability is upper bounded
by η. Since we chose the target error probability η by (51),
we have

Pr(A4 |Ac
1Ac

2Ac
3 ) ≤ η = e−K∆α(Cℓ∗−R). (106)

Next, the following lemma provides a bound on the final
term of (98).

Lemma 6. The fifth term of (98) satisfies

Pr(A5 |Ac
1Ac

2 ) ≤ K · (2 + ς2(K))

L∑
ℓ=ℓ∗+1

e−∆Erc,ℓ(RI),

(107)

where the term ς2(K) → 0 as K → ∞.

For the proof refer to Appendix G.
We now make the following observations.

1) Due to (64) and (99), we have

Pr(A1) ≤ e−K∆α(Cℓ∗−R) (108)

14It needs to be carefully argued whether there is a non-zero proba-
bility that the sequential value in (58) never reaches the threshold, i.e.,
Pr

(
minm k̃m = ∞

)
> 0. That is why we upper bound Pr

(
A3| Ac

1Ac
2

)
separately from Pr

(
A4| Ac

1Ac
2Ac

3

)
.
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and

Pr(A5|Ac
1Ac

2) ≤ e−K∆α(Cℓ∗−R) (109)

for sufficiently large ∆.
2) Due to (49) and (104), we have

Pr(A2) ≤ e−K∆α(Cℓ∗−R) (110)

for sufficiently large ∆.
In other words, with the selected parameters, all of the terms
in (98) decay exponentially with the rate K∆α(Cℓ∗ − R).
Combining all terms, we can thus write

ϵ ≤ (5 + ς1(K))e−K∆α(Cℓ∗−R) (111)

for sufficiently large ∆.

B. End-to-end latency

We next derive a bound on the expected end-to-end delay T
for one message. For this, we will first bound the expectation
of the total duration of message reception at the destination,
denoted by D. This time, measured from the time slot in
which the first microblock arrives until the end of the last
microblock, does not include the amount of time it takes to
relay all microblocks from the source to the destination. As a
result, D and T are directly related by T = D + (L − 1)∆,
where the incremental term accounts for the time it takes for
the first microblock to be relayed to the destination. We then
have

Lemma 7. The expected total duration of message reception
satisfies

E{D} ≤ K (1 + ς3(K,∆))∆ (112)

where ς3(K,∆) → 0 if we let ∆ → ∞ and then K → ∞ in
this order.

For the proof refer to Appendix H.
Using this result, we can thus write

E{T} ≤ [K (1 + ς3(K,∆)) + (L− 1)]∆. (113)

C. Error exponent and D̃AF(R)

Using (111) and (113), we can bound the error exponent as

EΦ(K,R, α)

= lim
∆→∞

− ln(ϵ)

E{T}

≥ lim
∆→∞

− ln
[
(5 + ς1(K))e−K∆α(Cℓ∗−R)

]
[K (1 + ς3(K,∆)) + (L− 1)]∆

=
K · α(Cℓ∗ −R)

K (1 + lim∆→∞ ς3(K,∆)) + (L− 1)
(114)

where (114) follows from taking the limit of ∆ → ∞ and
only focusing on the dominant terms. Define

ζ(K) , K

K (1 + lim∆→∞ ς3(K,∆)) + (L− 1)
. (115)

We then have

EΦ(K,R, α) ≥ ζ(K) · α · (Cℓ∗ −R). (116)

Finally, since limK→∞ lim∆→∞ ς3(K,∆) = 0 and since
K∗ → ∞ when R ↗ C, we have ζ(K∗) → 1 when R ↗ C,
which implies that we can find a sufficiently large R (still less
than C) which satisfies ζ(K∗) ·α ≥ (2α−1). This thus proves
the statement of Lemma 4.

APPENDIX D
PROOF OF LEMMA 5

Let qk = minm k̃m, and note that

Pr
(
A3

∣∣∣Ac
1Ac

2

)
≤ Pr

(
qk ≥ Kmax

∣∣∣Ac
1Ac

2

)
. (117)

For notational simplicity, we denote the expectation condi-
tioned on the event Ac

1Ac
2 as E∗

{
·
}
, E

{
·
∣∣∣Ac

1Ac
2

}
. Using

Markov’s inequality, we then have

Pr
(

qk ≥ Kmax

∣∣∣Ac
1Ac

2

)
≤

E∗

{
qk
}

Kmax
. (118)

To bound E∗

{
qk
}

, we first note that the definition of Zm(k)

in (54) holds only for the range of k ≥ 1. To facilitate our dis-
cussion, we define Zm(0) = ln e−K∆R

1−e−K∆R > −K∆R. Namely,
before we receive any observations (i.e., k = 0), the LLR value
is computed using the uniform prior P (m) = e−K∆R over
M = [1, eK∆R]. We then introduce the following Lemmas.

Lemma 8. There exists a constant B such that
|Zm(k + 1)− Zm(k)| < ∆ · B with probability one
regardless of the values of m ∈ M, k ≥ 0, and ∆ ≥ 1.

For the proof of this lemma, see Appendix E.

Lemma 9. For sufficiently large but fixed ∆ and assuming
m0 is the transmitted message, the random process

Zm0
(k)− k∆(R+ α(Cℓ∗−R)) (119)

is a submartingale with respect to the time index k ≥ 0.

For the proof of this lemma, see Appendix F.
We then notice that

Pr
(
Zm0

(j) < ln (1/η)
)

= Pr
(
Zm0

(j) < K∆α(Cℓ∗ −R)
)

≤ Pr
(
Zm0(j)− j∆(R+ α(Cℓ∗ −R))− Zm0(0)

< (K − j)∆(R+ α(Cℓ∗ −R))
)

(120)

≤ c1 · e−jc2 (121)

for some positive constants c1, c2 > 0, where (120) fol-
lows from Zm0

(0) ≥ −K∆R, and (121) is by apply-
ing Lemma 8 and Azuma’s inequality to the submartingale
Zm0

(j)− j∆(R+ α(Cℓ∗−R)) in Lemma 9. We then have

E∗

{
k̃m0

}
=

∞∑
j=0

Pr
(
k̃m0 > j

)
(122)

≤
∞∑
j=0

Pr
(
Zm0(j) < ln(1/η)

)
< ∞ (123)
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where (122) follows from basic probability equality and (123)
follows from the fact that the event {k̃m0 > j} implies that
at time j, the probability ratio Zm0(j) is still less than the
threshold ln(1/η). The above inequality implies that the stop-
ping time k̃m0 has finite expectation. With bounded E∗

{
k̃m0

}
and the globally bounded variation established in Lemma 8,
we can then apply Doob’s optional stopping theorem and get

E∗

{
Zm(k̃m0

)− k̃m0
∆(R+ α(Cℓ∗−R))

}
≥ E∗{Zm(0)}
≥ −K∆R

which implies

E∗

{
k̃m0

}
≤

E∗

{
Zm(k̃m0

)
}
+K∆R

∆(R+ α(Cℓ∗−R))
. (124)

To further upper bound the numerator of (124), we note that

E∗

{
Zm0

(k̃m0
)
}
≤ E∗

{
Zm0

(k̃m0
− 1)

}
+∆ ·B (125)

≤ K∆α(Cℓ∗−R) + ∆ ·B, (126)

where the first inequality is due to Lemma 8 and the second
inequality is because at time k = k̃m0

− 1, the term Zm0
(k)

has not hit the threshold K∆α(Cℓ∗ −R) yet.
We then note that since qk ≤ k̃m0

, we have E∗

{
qk
}

≤

E∗

{
k̃m0

}
. Then, after combining (124) and (126), we get

E∗

{
qk
}
≤ K +

B

R+ α(Cℓ∗−R)
. (127)

Finally, after combining (127) and (118), we get

Pr
(
A3

∣∣∣Ac
1Ac

2

)
≤ (1 + ς1(K))e−K∆α(Cℓ∗−R), (128)

where the term ς1(K) = B
K(R+α(Cℓ∗−R)) goes to zero as K →

∞. �
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Recall (54) and note that we can write

Zm(k + 1) =

ln


Pr

([
Y⃗ℓ∗

]k
1

∣∣∣∣m) · Pr
(
Y⃗ℓ∗ [k + ℓ∗]

∣∣∣x(ℓ∗)

k+1,i
[m]
k+1

)
∑

m′ ̸=m

Pr

([
Y⃗ℓ∗

]k
1

∣∣∣∣m′
)
· Pr
(
Y⃗ℓ∗ [k + ℓ∗]

∣∣∣x(ℓ∗)

k+1,i
[m′]
k+1

)
 ,

(129)

where we recall that Y⃗ℓ∗ [k + ℓ∗] denotes the channel output
symbols of the (k+1)-th microblock at the bottleneck receiver.
Next, we define

pmin , min
X∈Xℓ∗ ,Y ∈Yℓ∗

Pℓ∗(Y |X) (130)

and

pmax , max
X∈Xℓ∗ ,Y ∈Yℓ∗

Pℓ∗(Y |X). (131)

Since Xℓ∗ and Yℓ∗ are finite and Pℓ(y|x) > 0 for all ℓ ∈
[1, L], x ∈ Xℓ, y ∈ Yℓ, we know that pmin and pmax exist and
are > 0.

We then notice that for any fixed ∆, for any choice of m,
and for any micro-block index k, we have

(pmin)
∆ ≤ Pr

(
Y⃗ℓ∗ [k + ℓ∗]

∣∣∣x(ℓ∗)

k+1,i
[m]
k+1

)
≤ (pmax)

∆. (132)

We thus have

Zm(k + 1) ≤ ln


(
pmax

pmin

)∆

·
Pr

([
Y⃗ℓ∗

]k
1

∣∣∣∣m)∑
m′ ̸=m

Pr

([
Y⃗ℓ∗

]k
1

∣∣∣∣m′
)


= ∆ ln

(
pmax

pmin

)
+ Zm(k) (133)

and similarly

Zm(k + 1) ≥ ∆ln

(
pmin

pmax

)
+ Zm(k). (134)

Applying the bounds (133) and (134) to the absolute difference
|Zm(k + 1)− Zm(k)|, we get

|Zm(k + 1)− Zm(k)| ≤ ∆ · ln
(
pmax

pmin

)
, ∆ ·B, (135)

which completes the proof. �
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We first describe the filtration Fk on which the submartin-

gale is defined. Let Yk ,
[
Y⃗ℓ∗

]k
1

denote the history of all
observed channel outputs at the bottleneck receiver after the
k-th microblock, let [π]k denote all permutations π1 to πk

for the outer code, and let [X(ℓ∗)]k denote all existing inner
codebooks until time k. The filtration Fk is then generated
by the tuple (Yk, [π]k, [X(ℓ∗)]k). To prove Lemma 9, we thus
have to prove (i) E{|Zm0

(k)|} < ∞ and (ii)

E∗

{
Zm0(k + 1)− Zm0(k)

∣∣∣Fk

}
≥ ∆(R+ α(Cℓ∗ −R)) .

(141)

The finite expectation can be quickly proven by iteratively
applying Lemma 8. To prove the second statement, let yk+1 ,
Y⃗ℓ∗ [k + ℓ∗] denote the channel outputs of the bottleneck hop
corresponding to only the (k+1)-th microblock. Without loss
of generality, we assume that the transmitted message m0

results in i
[m0]
k+1 = 1 based on the randomly chosen permutation

πk+1 from (52). This can be achieved by renaming whatever
the output i[m0]

k+1 is as the first symbol. For ease of exposition,
for the remainder of this section, we drop the explicit mention
of the (ℓ∗)-th hop when discussing the microblock codewords,
i.e., we will set x(ℓ∗)

k,i , xk,i for the rest of this section. We
continue by writing

Zm0(k + 1) =

ln

 Pr
(
Yk
∣∣∣m0

)
· Pr
(
yk+1

∣∣∣xk+1,1

)
∑

m ̸=m0

Pr
(
Yk
∣∣∣m) · Pr(yk+1

∣∣∣xk+1,i
[m]
k+1

)
 . (142)
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E∗

{
Zm0(k + 1)− Zm0(k)

∣∣∣xk+1,1, πk+1,yk+1,Fk

}

≥ ln



 ∑
m̸=m0

Pr
(
Yk
∣∣∣m)

Pr
(
yk+1

∣∣∣xk+1,1

)
∑

m̸=m0

Pr
(
Yk
∣∣∣m)E∗

{
Pr
(
yk+1

∣∣∣xk+1,i
[m]
k+1

) ∣∣∣xk+1,1, πk+1,yk+1

}
 (136)

E∗

{
Zm0

(k + 1)− Zm0
(k)
∣∣∣xk+1,1, πk+1,yk+1,Fk

}

≥ ln



 ∑
m ̸=m0

Pr
(
Yk
∣∣∣m)

Pr
(
yk+1

∣∣∣xk+1,1

)
∑

m ̸=m0

Pr
(
Yk
∣∣∣m)(1{

m∈M[m0]

k+1

} · Pr
(
yk+1

∣∣∣xk+1,1

)
+ 1{

m∈M\M[m0]

k+1

} · Pr
(
yk+1

))
 (137)

E∗

{
Zm0

(k + 1)− Zm0
(k)
∣∣∣xk+1,1,yk+1,Fk

}

≥ ln



 ∑
m ̸=m0

Pr
(
Yk
∣∣∣m)

Pr
(
yk+1

∣∣∣xk+1,1

)
∑

m ̸=m0

Pr
(
Yk
∣∣∣m)(Pr(m ∈ M[m0]

k+1

)
· Pr
(
yk+1

∣∣∣xk+1,1

)
+ Pr

(
m ̸∈ M[m0]

k+1

)
· Pr
(
yk+1

))
 (138)

= ln

 Pr
(
yk+1

∣∣∣xk+1,1

)
|M|e−∆RI − 1

|M| − 1
· Pr
(
yk+1

∣∣∣xk+1,1

)
+

|M| − |M|e−∆RI

|M| − 1
· Pr
(
yk+1

)
 (139)

E∗

{
Zm0

(k + 1)− Zm0
(k)
∣∣∣Fk

}

≥ −ϵ ·∆ ·B + (1− ϵ) ln

 e−∆(H(Y |X)+ϵ)

|M|e−∆RI − 1

|M| − 1
e−∆(H(Y |X)−ϵ) +

|M| − |M|e−∆RI

|M| − 1
e−∆(H(Y )−ϵ)

 (140)

The difference between (142) and (54) thus becomes

Zm0
(k + 1)− Zm0

(k) =

ln



 ∑
m ̸=m0

Pr
(
Yk
∣∣∣m)

 · Pr
(
yk+1

∣∣∣xk+1,1

)
∑

m̸=m0

Pr
(
Yk
∣∣∣m) · Pr(yk+1

∣∣∣xk+1,i
[m]
k+1

)
 .(143)

Since our scheme is based on a concatenated inner/outer
code construction, the corresponding analysis, as will be seen,
is much more involved than the traditional single random code
construction. Specifically, we notice that the above difference
depends on the realizations of the following sets of random
variables.
(a) With the inner/outer code construction, any message

m ∈ M will be encoded as i
[m]
k+1 ∈ [1, e∆RI ] based on

the randomly chosen permutation πk+1, see the definition
in (52). The first random variable to consider is thus the
random outer code permutation πk+1.

(b) For any outer code message i ∈ [1, e∆RI ], the corre-
sponding inner codeword xk,i is chosen randomly. The
second set of random variables is the random choices of
xk,i for all i ∈ [2, e∆RI ]. Namely, the choices of inner
codewords that are not selected by the actual transmitted
message m0. (Recall that we assume i

[m0]
k+1 = 1.)

(c) The (k + 1)-th microblock codeword xk+1,1, i.e., the
codeword choice of the transmitted outer code message
i
[m0]
k+1 .

(d) The channel output symbols corresponding to the (k+1)-
th microblock yk+1 when the input codeword is xk+1,1.

In the following, we take a sequence of conditional expecta-
tions until we derive the desired inequality in (141).

Our first step is to take the expectation over the randomness
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in (b) while conditioning on (a), (c), and (d). Specifically, we
note that ln

(
a
x

)
is a convex function of x and apply Jensen’s

inequality to (143) while conditioning on (a), (c), and (d).
This leads to the bound in (136), which uses the fact that
given xk+1,1, πk+1, yk+1, and Fk, the terms Pr

(
Yk
∣∣m) and

Pr
(
yk+1

∣∣xk+1,1

)
become deterministic.

To continue, we define the set

M[m0]
k+1 =

{
m ∈ M : i

[m]
k+1 = i

[m0]=1
k+1

}
, (144)

which contains all outer code messages m that result in
the same microblock message i

[m]
k+1 = 1 for the (k + 1)-th

microblock as that of the transmitted message m0. It is clear
that M[m0]

k+1 is a function of the permutation πk+1.
Now, continuing from (136), we observe the following.

First, for all messages m ∈ M[m0]
k+1 , since the microblock

messages are equal, the microblock codewords must be equal
too and thus

E∗

{
Pr
(
yk+1

∣∣∣xk+1,i
[m]
k+1

) ∣∣∣xk+1,1, πk+1,yk+1

}
= Pr

(
yk+1

∣∣∣xk+1,1

)
(145)

for all m ∈ M[m0]
k+1 . Second, for all messages m ̸∈ M[m0]

k+1 ,
taking the expectation over the distribution of the microblock
codewords gives the marginal distribution, and

E∗

{
Pr
(
yk+1

∣∣∣xk+1,i
[m]
k+1

) ∣∣∣xk+1,1, πk+1,yk+1

}
= Pr

(
yk+1

)
(146)

for all m ̸∈ M[m0]
k+1 . Using these observations, (136) can be

rewritten in the equivalent form in (137), where 1A is the
indicator function of the event A.

By further averaging over πk+1 and applying Jensen’s
inequality again to the denominator of (137), we obtain the
bound in (138). The term in (138) can be further simplified to
the bound in (139) by noting that regardless of the value of
m ̸= m0, we always have Pr

(
m ∈ M[m0]

k+1

)
= |M|e−∆RI−1

|M|−1

and Pr
(
m ̸∈ M[m0]

k+1

)
= |M|−|M|e−∆RI

|M|−1 due to the uniform
random permutation of πk+1.

To further bound (139), we notice that by the asymptotic
equipartition property of yk+1 and xk+1,1, for any ϵ > 0,
there exists a sufficiently large ∆ such that the event

Pr
(
yk+1

)
< e−∆(H(Y )−ϵ) and

e−∆(H(Y |X)+ϵ) < Pr
(
yk+1

∣∣∣xk+1,1

)
< e−∆(H(Y |X)−ϵ)

has probability ≥ 1−ϵ. Using this property and Lemma 8, we
obtain (140). By upper bounding |M|e−∆RI−1

|M|−1 ≤ e−∆RI and
|M|−|M|e−∆RI

|M|−1 ≤ 1 in the denominator of (140), we have

E∗

{
Zm0(k + 1)− Zm0(k)

∣∣∣Fk

}
≥ −ϵ ·∆ ·B + (1− ϵ) ln

(
1

e−∆(RI−2ϵ) + e−∆(Cℓ∗−2ϵ)

)
.

(147)

Now, since our choice of RI in (49) satisfies RI < Cℓ∗ and
ϵ can be made arbitrarily small as long as a sufficiently large
∆ is used, we can rewrite (147) as

E∗

{
Zm0

(k + 1)− Zm0
(k)
∣∣∣Fk

}
≥ ∆ · (RI − ς(∆)) (148)

where ς(∆) → 0 for sufficiently large ∆. Finally, the choice
of RI from (49) always satisfies RI > R+α(Cℓ∗ −R). Using
a sufficiently large ∆, (148) implies (141), finishing the proof.
�
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In this section, for notational simplicity, we denote the
expectation conditioned on the event Ac

1Ac
2 as E∗

{
·
}

,
E
{

·
∣∣∣Ac

1Ac
2

}
.

We now bound the probability of the event A5 |Ac
1Ac

2 . We
first notice that the bottleneck receiver will transmit at most
qk = minm k̃m microblocks of size ∆ during the sequential
learning phase, 1 microblock of size ∆ for the correction
flag Ξ, and at most K additional microblocks of size ∆̃. We
then observe that whether a microblock in any of the post-
bottleneck hops is in error is determined by the post-bottleneck
hop channel realizations and is thus independent of the number
of microblocks transmitted by the bottleneck receiver. As a
result, by Wald’s lemma, we can employ the same union bound
argument as in (99) using the expected number of microblock
transmissions and obtain

Pr(A5 |Ac
1Ac

2 )

≤
L∑

ℓ=ℓ∗+1

(
E∗

{
qk
}
+ 1
)
e−∆Erc,ℓ(RI) +Ke−∆̃Erc,ℓ(RI).

(149)

Next, since ∆̃ > ∆, we can write

Ke−∆̃Erc,ℓ(RI) ≤ Ke−∆Erc,ℓ(RI) (150)

which, when used in (149), results in

Pr(A5 |Ac
1Ac

2 )

≤
(
E∗

{
qk
}
+ 1 +K

)
·

L∑
ℓ=ℓ∗+1

e−∆Erc,ℓ(RI)

≤ K ·
(
(1 + ς1(K)) +

1

K
+ 1

)
·

L∑
ℓ=ℓ∗+1

e−∆Erc,ℓ(RI)

(151)

where (151) follows from E∗

{
qk
}
≤ K ·(1+ς1(K)) as proven

in the discussion around (127). Since ς1(K) → 0 as K → ∞.
This completes the proof. �

APPENDIX H
PROOF OF LEMMA 7

In this section, for notational simplicity, we denote the
expectation conditioned on the event Ac

1Ac
2 as E∗

{
·
}

,
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E
{

·
∣∣∣Ac

1Ac
2

}
. We start with the observation that we can write

the expected duration as

E{D} = E{D |A1 ∪ A2 }Pr(A1 ∪ A2)

+E∗{D}Pr(Ac
1Ac

2) . (152)

For the first term in (152), we note that the maximum possible
duration of D (unit: slots) is given by

Dmax = (Kmax + 1)∆ +K∆̃. (153)

We can thus bound this term by

E{D |A1 ∪ A2 }Pr(A1 ∪ A2) ≤ Dmax (Pr(A1) + Pr(A2)) ,
(154)

where, after carefully applying (99), (104), (49), (50), and (64),
we note that the right-hand side of (154) decays exponentially
as a function of ∆.

For the second term in (152), define Dℓ∗ as the combined
duration of the learning and correction phase of the bottleneck
receiver. We can then bound E∗{D} as

E∗{D} ≤ E∗
{
(D −Dℓ∗)

+
}
+ E∗{Dℓ∗} (155)

and note that (D − Dℓ∗)
+ > 0 implies that the event A5

must be true, since it is only possible for the bottleneck
receiver’s duration to be longer than the destination’s if
any of the post-bottleneck transmissions are in error, which
destroys the synchronization between the bottleneck receiver
and the destination. In addition, it is also trivially true that
(D −Dℓ∗)

+ ≤ Dmax. We thus have

E∗
{
(D −Dℓ∗)

+
}
≤ DmaxP (A5|Ac

1Ac
2). (156)

Using similar arguments as the ones used to show how (154)
decays exponentially as a function of ∆, we can use (151),
(49), (50), and (64) to show that the right-hand side of (156)
also decays exponentially as a function of ∆.

Combining the results in (152), (154), (155), and (156), we
have

E{D} ≤ E∗{Dℓ∗}P (Ac
1Ac

2) + ς(∆)

≤ E∗{Dℓ∗}+ ς(∆)

=
(
1 + E∗

{
qk
})

∆+ E∗
{
|Kerr| · 1Ac

3

}
∆̃ + ς(∆),

(157)

where ς(∆) signifies a term satisfying lim∆→∞ ς(∆) = 0.
(157) follows from the fact that the bottleneck receiver first
transmits k̃+1 microblocks of length ∆, and if a decision for
one message m can be made before time Kmax, it then sends
additional |Kerr| microblocks of length ∆̃. Herein 1Ac

3
is the

indicator function of the complement of event A3 in (95). The
term E∗

{
qk
}

is upper bounded previously in (127). We now
upper bound E∗{|Kerr|}.

First, define Ktrue as the number of erroneous packet
indices at the bottleneck receiver when comparing (a) the
inner-coded codewords of all microblocks transmitted by the
bottleneck receiver, versus (b) the inner-coded codewords of

the microblocks generated directly from the true message m0.
We then have15

E∗
{
|Kerr| · 1Ac

3

}
(158)

≤ E∗
{
(|Kerr| −Ktrue)

+ · 1Ac
3

}
+ E∗{Ktrue} (159)

Note that the event
{
(|Kerr| −Ktrue)

+ · 1Ac
3
> 0
}

can happen
only if that the sequential learning phase did not recover the
actual transmitted message m0, i.e., the sequentially learned
m̊ ̸= m0. This implies that the error event A4 must be true.
Combining the fact that (|Kerr|−Ktrue)

+ ·1Ac
3
≤ K, we have

E∗
{
(|Kerr| −Ktrue)

+ · 1Ac
3

}
= E∗

{
(|Kerr| −Ktrue)

+ · 1Ac
3
· 1A4

}
≤ K · Pr

(
Ac

3 ∩ A4

∣∣∣Ac
1Ac

2

)
≤ K · Pr

(
A4

∣∣∣Ac
1Ac

2Ac
3

)
≤ Ke−K∆α(Cℓ∗−R), (160)

where (160) is due to (106). Furthermore, since Ktrue is com-
puted based on the actual transmitted message m0, each of the
first K microblocks that is in error (i.e., contributing to Ktrue)
is an independent event15 with probability ≤ e−∆Erc,ℓ∗ (RI).
By the union bound, we have

E∗{Ktrue} ≤ K · e−∆Erc,ℓ∗ (RI). (161)

Combining these results, we get

E∗{|Kerr|}
≤ K

(
e−K∆α(Cℓ∗−R) + e−∆Erc,ℓ∗ (RI)

)
. (162)

Finally, combining (162), (157), and (127), we have

E{D}
≤ [1 +K(1 + ς1(K))]∆

+ K
(
e−K∆α(Cℓ∗−R) + e−∆Erc,ℓ∗ (RI)

)
·
(
∆+

ln(K)

RI

)
+ ς(∆)

= K ·∆ · (1 + ς3(K,∆)) , (163)

where

ς3(K,∆) , 1

K
+ ς1(K) +

(
e−K∆α(Cℓ∗−R) + e−∆Erc,ℓ∗ (RI)

)
·
(
1 +

ln(K)

∆ ·RI

)
+

ς(∆)

K ·∆
(164)

Clearly, ς3(K,∆) → 0 if we let ∆ → ∞ and then K → ∞
in this order. The proof is complete. �

15The reason we introduce Ktrue is that Ktrue depends only on the channel
realization of the first K microblock transmissions since Ktrue assumes
perfect knowledge about m0. However, Kerr is decided not only by the
channel noise of the first K microblock transmissions, but also on the channel
noise of the entire sequential learning phase (since it is based on the estimate
m̊). The introduction of Ktrue thus severs the long-range dependence of Kerr.
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