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Abstract—Multimedia streaming applications have stringent QoS requirements. Typically each packet is associated with a packet delivery deadline. This work models and considers real-time streaming broadcast for stored-video over the downlink of a single cell. The broadcast capacity of the system subject to deadline constraints are derived for both uncoded and coded wireless broadcast schemes. Even under the deadline requirements, it is shown in this work that network coding is asymptotically throughput-optimal and can strictly outperform the best non-coding policy by analytically quantifying the optimal capacity when the file size is sufficiently large. A simple network coding policy is also proposed that achieves the asymptotic capacity while maintaining finite transmission delay (queueing + decoding delay). A new temporal-queue-length-based Lyapunov function is used to prove the optimality of this policy. Simulation shows that the simple coding policy outperforms the best non-coding policies even for broadcasting files of small sizes.

I. INTRODUCTION

The advance of the broadband wireless technologies has triggered exponential growth of the number of new services provided over cellular networks. Among them, wireless video streaming for multiple receivers has drawn substantial interests among the networking community. In wireless streaming, a large file is transmitted to multiple users through the wireless downlink. The stringent requirements on the quality of services (QoS) in video streaming pose a delivery deadline constraint for each packet, i.e., each video packet expires after a predefined deadline and is considered useless for any other receivers. This paper focuses on the capacity and throughput optimization of 1-hop wireless broadcast with hard deadline constraints under the assumption that all packets are available at the source in the beginning of the session. The results could lead to novel protocols with guaranteed QoS for delay-sensitive services for downlink users.

One way of wireless downlink broadcast is to transmit each packet without any coding while keeping the reception status for each individual receiver, respectively. Those packets that are not received successfully for some receivers are retransmitted at a later time. Recently, a new class of network-coding-based broadcast schemes emerges, which performs information mixing among different packets before being able to decode a single information packet. Similar to the setting of the 1-hop broadcast session, COPE [7] encodes packets from different unicast sessions that enables 1-hop intersession decoding. The corresponding scheduling and coding policy that decides how to mix packets from different sessions is studied in [8].

In this paper, we are interested in using network coding to improve the throughput for delay-sensitive applications in stored-video streaming settings. For delay-sensitive applications, several network coding works have been proposed based on different delay metrics. For example, the authors of [9]–[11] focus on minimizing the decoding delay. In particular, [9] discusses how different methods of encoding can affect the decoding delay in an error-free network from the information-theoretic perspective. The quantification of gains in delay performance of network coding are studied in [10]. [12] focuses on the total transmission delay. Their coding module achieves optimal throughput and is conjectured to simultaneously achieve asymptotically minimal delay. [13] proposes a coding scheme assisted by uncoded transmission that reduces the transmission delay. However, none of the above works directly focuses on the stored-video streaming applications, which prevail in the Internet video watching activities.

In contrast to these prior works, in this work we specifically study the stored-video streaming applications, in which all packets of the entire video file are stored at the server and available from the beginning. Within this framework, we characterize the optimal capacity regions (the amount of packets that are received before deadlines) for both uncoded and coded solutions and account for the overall transmission delay (i.e., queuing plus coding delays). The setting of this work is mostly related to the following works. [14] considers a similar hard-deadline-constrained, throughput optimization problem for multiple unicast flows without network coding and focuses on scheduling/balancing between multiple flows.
In comparison, in this work we characterize the asymptotic capacity of the uncoded transmission by a linear programming formulation, and explicitly quantify the performance of a simple online network coding scheme and prove its asymptotic optimality. This hard deadline constrained problem with network coding was briefly considered in [11] with an order analysis of the queue-length growth rate. The network coding protocol under consideration can be viewed as a generalization of the schemes in [11], [15] for the deadline constrained setting. This work proves the asymptotic optimality of the simple network coding scheme (when the file size is sufficiently large) for the deadline-constrained traffic. Simulation results show that the network coding scheme outperforms the best non-coding scheme even when the file size is small.

The detailed contributions of this work are as follows. We derive the maximum achievable rate of uncoded transmission via a LP formulation, which serves as the baseline when quantifying the deadline-constrained throughput gain of network coding. For the network coded policies, we focus on a universal network coding scheme, which does not require the knowledge about the delivery rate of the wireless broadcast channel. We prove that this scheme achieves the maximum broadcast channel capacity asymptotically for large N in the 2-user case even when all the packets are subject to deadline constraints. We also prove that when N tends to infinity, the total transmission delay (from packet arrival at the base station to decoding at the individual user) remains finite with probability one. These results are in sharp contrast with the existing observations that the throughput improvement of network coding is at the expense of longer delay. Extensive simulations are conducted, which shows that our predicted asymptotic throughput is closely related to the throughput performance even for small finite N. The simulation results also show that this network-coding scheme also outperforms the uncoded schemes for finite small N (packets/file).

II. System Model

We consider the downlink of a single cell in which the base station (BS) broadcasts a file of N packets to several users (for ease of exposition, in this paper, we will mainly focus on the case with 2 users). We assume that time is slotted. Each packet \( n = 1, 2, \ldots, N \) has a deadline \( t_n \), after which the packet is no longer useful. To model stored video streaming applications, we assume that the deadlines of the \( n \)-th packet are the same for all users, and are of the form

\[ t_n = \lambda n \]

where \( \lambda \) is a positive integer.

In other words, packet \( n \) expires at time slot \( \lambda n \).

We consider random and unreliable wireless channels. That is, a packet broadcast from the BS may be received by all users, a subset of users, or no users at all, depending on the channel conditions. Suppose a packet is transmitted at the \( t \)-th time slot. We use \( C_j(t) = 1 \) to denote that user \( j \) can receive the packet successfully, and \( C_j(t) = 0 \), otherwise. We assume that \( P(C_j(t) = 1) = p, j = 1, 2 \), and \( C_j(t) \) is independently and identically distributed (i.i.d.) across users and time slots. We assume that at the end of each time slot, the BS has perfect feedback whether the packet has been successfully received by each user. Note that based on the feedback, the BS can adapt different transmission strategies and decide whether to send uncoded or coded packet at the next time slot.

If coding is prohibited, the source can only transmit uncoded packets. Suppose packet \( n \) is transmitted at time \( t \), and only one user has received packet \( n \) successfully. The BS may decide to retransmit the same packet \( n \) for the other user or may decide to move to the next packet \( n + 1 \) to enhance the chance that packet \( n + 1 \) can be received before its deadline. If coding across different packets is allowed, then the BS can code any unexpired packets together and broadcast to all users.

Our goal is to design a coding/scheduling policy that maximizes the number of successful (not-expired) packet transmissions. Let \( D_j(n) = 1 \) if user \( j \) can successfully decode/recover packet \( n \) from all the coded/uncoded packets received before its deadline \( \lambda n \); and \( D_j(n) = 0 \), otherwise. We define the total number of successes \( N_{\text{success}} = \sum_{n=1}^{N} D_1(n) + D_2(n) \). Specifically, we would like to maximize the normalized expected throughput given by \( \frac{1}{N_{\text{success}}} \). We are interested in studying the throughput improvement of network coding versus the best non-coding policy subject to hard deadline constraints.

III. The Optimal Throughput for Uncoded Transmission

We first obtain an upper bound for the optimal throughput in the uncoded case for any given N by relaxing the deadline constraints. Namely, we will quantify the maximum achievable performance when all packets have the same deadline \( \lambda N \) (instead of individual deadlines \( \lambda n \)). The maximum throughput under this relaxed setting thus serves as an upper bound for the original problem. To that end, we first categorize the packet broadcast at a given time \( t \) into three types: types-0, 1, and 2, which indicates how many users have received this packet in the previous time slots ((1, \( t-1 \)). Consider any transmission policy. Let \( w_0 \), \( w_1 \) and \( w_2 \) denote the numbers of time slots that are used to transmit packets of type-0, 1, and 2 respectively.

Fig. 1 illustrates the construction of \( w_0 \) to \( w_2 \) for a given policy and channel realization. Before all the transmissions, all \( w_1 \) are set to be 0. At the beginning of \( t = 1 \), packet

| \( w_0 \) | +1 | +1 | +1 | +1 | +1 |
| \( w_1 \) | +1 | +1 | +1 | +1 | +1 |
| \( w_2 \) | +1 | +1 | +1 | +1 | +1 |

Fig. 1. Illustration of \( w_i \). "E" means erasure, and "rec." means successfully received by a user.
IV. A SIMPLE AND ASYMPTOTICALLY OPTIMAL POLICY FOR CODED TRANSMISSION

In this section, we will propose a novel network coding scheme and use a new Lyapunov function to prove that the proposed network coding scheme is asymptotically throughput-optimal when \( N \to \infty \). Jointly the results in Sections III and IV quantify the throughput improvement of network coding for deadline-constrained systems.

A. A Simple Network Coding Policy

We first propose a novel transmission scheme that uses network coding. (A similar scheme was proposed in [11] and [15]. However, they did not consider hard deadline constraints, and did not carry out the corresponding capacity analysis.)

Define \( L_j, j = 1, 2 \), to be the list of unexpired packets that user \( j \) has not received/decoded but the other user has. The simple network-coded scheme is described by the following pseudo-code in which the \( t \) variable in the FOR-LOOP is the time slot that is currently under consideration and \( n \) is an auxiliary variable stored/used by the BS. It is worth noting that we use “packet \( n \)” to refer to a packet of index \( n \), while most of the time in the algorithm \( n \) is simply an integer variable.

1: Set \( n \leftarrow 1 \), \( L_1 \leftarrow \emptyset \) and \( L_2 \leftarrow \emptyset \).
2: for \( t = 1 \) to \( \lambda N \) do
3: Remove all the expired packets in \( L_1 \) and \( L_2 \) (i.e., those with indices strictly smaller than \( \frac{t}{\lambda} \)).
4: if \( n \leq N \) then
5: if \( L_1 \neq \emptyset \) and \( L_2 \neq \emptyset \) then
6: In this case, a coding opportunity arises. We send a coded packet by binary XORing two packets \( n_1 \) and \( n_2 \), where \( n_1 \) and \( n_2 \) are the oldest\(^1\) packets from \( L_1 \) and from \( L_2 \), respectively.
7: else
8: Send an uncoded packet \( n \).
9: if the uncoded packet is received by at least one user then
10: \( n \leftarrow n + 1 \).
11: end if
12: end if
13: else
14: Choose the oldest packet \( i \) in \( L_1 \cup L_2 \), and send packet \( i \) uncodedly.
15: end if

\(^1\)The oldest packet is the one with the smallest index.
16: UPDATE $L_1$ and $L_2$ by the feedback received from the
two users at the end of time $t$.

17: end for

B. Asymptotic Throughput Optimality of the Proposed Coding Scheme

It is straightforward to show that an upper bound on
$\mathbb{E}\{N_{\text{success}}\} / 2N$ exists for any $N$ [16]. That is,
\[ \frac{\mathbb{E}\{N_{\text{success}}\}}{2N} \leq \min(\lambda p, 1). \] (5)

For the following, we will show that (5) is also achievable by
we then have
\[ \lambda N \]
for sufficiently large $N$. We will use Lemma 1 to show that
$q$ where $\epsilon > 0$. In the following, we assume
\[ \lambda N \]
in [16].

Let $C_j(t_1, t_2) = \sum_{t_1}^{t_2} C_j(t)$ denote the number of time slots in $(t_1, t_2]$ in which packets successfully arrive user $j$. We then have the following central lemma, which is also proven in [16].

Lemma 1: For any $t_1 < t_2$, if $t_2 < \lambda n(t_1)$, then
\[ n(t_2) - n(t_1) \leq \max_{j=1,2} C_j(t_1, t_2) + 1. \]

We will use Lemma 1 to show that $q(t)$ has a strictly negative drift for sufficiently large $q(t)$, which also implies the boundedness of $q(t)$. This can be done by noting that when $q(t_1) = n(t_1) - \frac{t_1}{\lambda} > B$, we can find a pair $t_2 = t_1 + \lambda B$ and $t_1$ such that $t_2 < \lambda n(t_1)$. By Lemma 1, we then have
\[ \mathbb{E}\{n(t_2) - n(t_1)\} \leq \mathbb{E}\left\{ \max_{j=1,2} C_j(t_1, t_2) \right\} + 1 \]
For sufficiently large $B = \frac{t_2 - t_1}{\lambda}$, by the law of large numbers, we then have $\mathbb{E}\{\max_{j=1,2} C_j(t_1, t_2)\} \approx p\lambda B$. Therefore
\[ \mathbb{E}\left\{ q(t_1 + \lambda B) - q(t_1) \right\} > B \]
\[ = \mathbb{E}\left\{ \left( n(t_2) - t_2 \right) - \left( n(t_1) - t_1 \right) \right\} \left| q(t_1) > B \right\} \]
\[ \approx p\lambda B - \frac{\lambda B}{\epsilon} < -\epsilon B, \] (6)
where $\epsilon = 1 - p\lambda > 0$. $q(t)$ thus has a negative drift when $q(t) > B$. The negative drift can then be used to show that
\[ \frac{\mathbb{E}\{N_{\text{success}}\}}{2N} \geq \frac{2p\mathbb{E}(t_N)}{2N} \approx p\lambda \]
As discussed in the beginning of this section, the proof for the case $p < \frac{1}{\lambda}$ is complete.

The detailed proof of Lemma 1 and the expected throughput is in [16]. The case when $p > \frac{1}{\lambda}$ can be proven by similar techniques [16]. In summary the network coding scheme in Section IV-A achieves asymptotically the capacity upper bound in (5).

V. SIMULATION

In this section, we use simulation to verify the performance of the proposed network coding (NC) scheme for finite $N$, and compare it with the uncoded case. For all our simulation, we assume that the deadline of the $n$th packet is $3n$, i.e., $\lambda = 3$.

A. Performance Comparison

Fig. 2 contains four curves: the asymptotic capacity regions for coded and uncoded transmissions and the achievable throughputs for the proposed NC scheme and for the DP non-coding policy with $N = 10000$. The capacity regions (the two curves) are plotted according to the closed form expressions in Sections III and IV-B. The achievable rates for $N = 10000$ are the squares and the triangles, which are plotted by simulation. The predicted asymptotic throughput fits the simulation results perfectly for large $N = 10000$.

In Fig. 3 we compare the NC policy with the uncoded case for small, finite file size $N$. Even for file size as small as $N = 50$, the NC scheme outperforms the best non-coding DP policy. The expected throughput of the NC scheme deviates slightly more from its asymptotic expression for small $N$ (i.e., $N \leq 100$). That’s because, the index advancement $q(t)$ is small when $t$ is small, which means that the ongoing packet $n$ is going to expire quickly (with the deadline $\lambda n$ close to $t$). Due to the randomness of the channel, those initial packets are more likely to expire, which affects the throughput. For larger $N$ (say $N > 100$), the initial loss when $t$ is small is compensated by the success when $t$ is large. The NC scheme thus recovers the capacity loss.

B. Relevance of $q(t)$ with Delay

Fig. 4 shows the time evolution of the index advancement $q(t) = n(t) - \frac{t}{\lambda}$ for $p = 0.33$, which contains the trajectories of the $q(t)$ for 40 random realizations. As predicted in Section IV-B, $q(t)$ remains small ($\leq 85$) for the entire duration $t \in [1,5000]$. Among 1000 random realizations, only 70 of the $q(t)$ curves have ever been over 85 for all $t \in [1,5000]$.

In addition to its role in network coded throughput, the index advancement $q(t)$ is also highly relevant to transmission delay in the setting of sequential packet arrival. More explicitly, instead of the stored-video application, we consider live video for which not all packets are available in the beginning of the broadcast session. Suppose packet $n$ arrives at the BS at time $\lambda n - \Delta$, where $\Delta > 0$ is the time offset between the arrival time at the BS and the deadline $\lambda n$ at the users. This $\Delta$ thus represents the maximum allowable transmission delay that includes the queueing, propagation, and decoding delays. Note that in the NC protocol, the packet sent at $t_0$ is generated
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Fig. 2. The capacity curves for the dynamic-programming non-coding policy and for the proposed network coding policy.

Fig. 3. Performance comparison between NC and DP policies for small finite \( N = 50, 100, 150, \) and 500.

Fig. 4. Time evolution of the index advancement \( q(t) \) for \( p = 0.33. \)

(either codedly or non-codedly) by packets of index \( \leq n(t_0). \)

If packet \( n(t_0) \) has already arrived at the BS by \( t_0, \) i.e., if

\[
t_0 \geq \lambda n(t_0) - \Delta = \lambda \left( q(t_0) + \frac{t_0}{\lambda} \right) - \Delta \Rightarrow \Delta \geq \lambda q(t_0),
\]

then the NC protocol, can also be applied to the sequential-arrival live streaming applications with maximum transmission delay \( \Delta. \) Using the analysis in Section IV-B, it thus shows that the NC scheme achieves close to optimal throughput for a sequential arrival setting with a sufficiently large \( \Delta. \) The simulation results show that with \( \lambda = 3, \) \( p = 0.25, \) if the maximum allowable delay is \( \Delta = 85 \times 3 \) (resp. \( \Delta = 14 \times 3 \)), then in 93.0% (resp. 96.7%) of 1000 realizations, the NC scheme can achieve the optimal throughput of live-video streaming under the maximum allowable delay constraint \( \Delta. \)

VI. CONCLUSIONS

In this work, we have modeled and analyzed the streaming broadcast problem over downlinks in a single cell. We have characterized the optimal throughput for both the uncoded and coded cases with hard deadline constraints, and shown that the capacity region of network coded transmission is strictly larger than that of the uncoded cases.

In the uncoded case, we have obtained a closed form expression of the optimal throughput. For coded transmission, we have proposed and analyzed a novel network coding (NC) scheme, which achieves the asymptotic capacity without the knowledge about the packet delivery probability. In addition, our simulation shows that the NC scheme achieves strictly higher throughput than that of the best uncoded scheme even for very small file size \( N. \) A Lyapunov analysis of the index advancement has been developed, which sheds further insight into the NC scheme for both the file-streaming and live-streaming applications. For the case of \( > 2 \) users, we have shown by simulation that the throughput of NC scheme is still achieving the asymptotic capacity when \( N \) is large. We are currently investigating the rigorous Lyapunov analysis for \( > 2 \) users and its corresponding applications for the setting of sequential arrivals and even with random arrival processes.
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