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Abstract—It is proven in this work that it is NP-complete to exhaustively enumerate small error-prone substructures in arbitrary, finite-length low-density parity-check (LDPC) codes. Two error-prone patterns of interest include stopping sets for binary erasure channels (BECs) and trapping sets for general memoryless symmetric channels. Despite the provable hardness of the problem, this work provides an exhaustive enumeration algorithm that is computationally affordable when applied to codes of practical short lengths $n \approx 500$. By exploiting the sparse connectivity of LDPC codes, the stopping sets of size $\leq 13$ and the trapping sets of size $\leq 11$ can be exhaustively enumerated. The central theorem behind the proposed algorithm is a new provably tight upper bound on the error rates of iterative decoding over BECs. Based on a tree-pruning technique, this upper bound can be iteratively sharpened until its asymptotic order equals that of the error floor. This feature distinguishes the proposed algorithm from existing non-exhaustive ones that correspond to finding lower bounds of the error floor. The upper bound also provides a worst case performance guarantee that is crucial to optimizing LDPC codes of practical short lengths. The upper bound can be exhaustively enumerated. The minimal stopping distance is defined as the minimal size of all nonempty stopping sets. As the minimal Hamming distance is related to the maximum a posteriori probability (MAP) detector, the minimal stopping distance is the dominating factor determining code performance for iterative decoding over BECs in the low-error-rate regime. Recently, determining the minimal stopping distance for an arbitrary binary linear code has been shown to be an NP-complete problem [23]. Namely, there is little chance that a deterministic algorithm can be devised with polynomial computational complexity with respect to the code-word length $n$. Although not explicitly stated in [23], it follows that the task of determining the minimal stopping distance for LDPC codes with sparse parity matrices is still NP-complete regardless of the sparsity constraint on the codes of interest. By noting that for large LDPC codes, most small stopping sets are not only determined the error floor performance (of BECs) but also determine the entire bit-error rate (BER) and the frame-error rate (FER) curves of any LDPC code [4], [5]. For general memoryless binary-input/symmetric-output channels, the dominating error-prone patterns are named differently according to the associated analytical techniques; these include trapping sets [6], near-codewords [7], pseudocodewords [8], and instantons [9].

Due to the prohibitive cost of computing the entire stopping set distribution [10] and the even greater expense of exhaustively enumerating all trapping sets, in practice, the performance of an LDPC code is determined in two separate steps. Given one fixed LDPC code, the waterfall threshold of the BER is approximated using density evolution [11], [12] with the corresponding scaling laws [13] taking care of finite-code-length effects, and then pinpointed by Monte Carlo simulation. The error floor is lower-bounded by identifying most of the dominant small stopping sets [14], [6], by importance sampling [15], or by the instanton analysis [9], [16]. For the case of a random finite-length code ensemble (not restricted to one given code), and for the simplest nontrivial setting of BECs, many insightful results have been obtained including the averaged performance [4], the corresponding waterfall scaling law [13], and the ensemble error floor analysis [17], [18]. Other research related to stopping set analysis includes results on the asymptotic stopping set weight spectrum [19], the Hamming distance spectrum [20], [21], and the stopping redundancy [22].

I. INTRODUCTION

A. Bad Substructures of LDPC Codes

Assuming iterative decoding [1], the error floor performance of arbitrary, fixed, finite-length low-density parity-check (LDPC) codes [2], [3] is dominated by the bad substructures residing in the code of interest. For binary erasure channels (BECs), the error-prone patterns have been explicitly characterized and termed the stopping sets [4]. The stopping sets not only determine the error floor performance (of BECs) but also determine the entire bit-error rate (BER) and the frame-error rate (FER) curves of any LDPC code [4], [5]. For general memoryless binary-input/symmetric-output channels, the dominating error-prone patterns are named differently according to the associated analytical techniques; these include trapping sets [6], near-codewords [7], pseudocodewords [8], and instantons [9].
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It is worth pointing out that the NP-completeness result focuses on computer programs that take any arbitrary LDPC code as input, and output the corresponding minimal stopping distance. If one is willing to sacrifice the ability to accept arbitrary codes as input and limit the codes of interest to have some special structure such as the Hamming codes, the circulant-matrix-based LDPC codes, the convolutional LDPC codes, etc., then the minimal stopping/Hamming distances can be determined efficiently and sometimes analytically through combinatorial or algebraic analyses [27]–[31]. Until the present, there has been no combinatorial or algebraic method for determining the minimal distance of an LDPC code constructed arbitrarily from a given degree distribution, which is arguably the most important class of LDPC codes.

Suppose we are willing to further sacrifice some precision and are interested only in an upper bound on the minimal stopping distance. Since the minimal stopping distance is defined as the minimal size of all nonempty stopping sets, upper bounds on the minimal stopping distance can be obtained by explicitly identifying any single stopping set of small size. This task is generally achieved efficiently via the error impulse methods [32], [33]. The efficiency of computing upper bounds motivates the following question: can a nontrivial lower bound on the minimal stopping distance be easily obtained so that the minimal distances can be bracketed efficiently? Unfortunately, few meaningful lower bounds on the minimal stopping distance exist. The lack of progress is essentially due to the aforementioned NP-hardness of the problem.

The challenges of determining the low-error-rate performance of iterative decoding persist for non-erasure channels as well. For non-erasure channels, the minimal trapping distance can be defined analogously as the minimal size of all nonempty trapping sets. In Section III-B, it is proven that the problem of deciding the minimal trapping distance is also NP-complete. In other words, determining the asymptotic low-error-rate performance of the iterative detector (for BECs and for non-erasure channels) is not easier than determining the asymptotic performance of the optimal MAP detector. The NP-hardness of this problem is one of the reasons that all existing finite-code error-floor optimization schemes employ approximations or guided heuristics as objective functions. Some such examples include the girth of the Tanner graph [34], [35], the Approximate Cycle Extrinsic (ACE) message degree [36], partial stopping set elimination [37], and ensemble-inspired upper bounds [38]. With already significant success based on these indirect metrics, one would expect greater improvement if the minimal stopping/trapping distance can be computed and directly employed during code optimization. One purpose of this paper is to serve as a starting foundation for future research on efficient exhaustive search algorithms for error-prone substructures, which are critical to finite-length code optimization.

Other recent research related to the determination of the minimal Hamming distance, the pseudocodeword weight, and the girth of the Tanner graph can be found in [39]–[44]. Ensemble-based FER bounds for MAP decoders are explored in [45], [46], and the references therein. It is worth noting that deciding the girth of the Tanner graph is not an NP-hard problem and can be easily done with complexity $O(n^2)$.

C. Simple Complexity Comparisons

A simple analysis of the complexity of deciding the minimal stopping/trapping distances (or equivalently, the complexity of exhaustively enumerating small stopping/trapping sets) is discussed as follows. Consider the problem of exhaustively enumerating all minimum stopping sets of size $t$ in a code of length $n$. A brute-force method must examine all $\binom{n}{t}$ sub-sets of size $\tau \leq t$. Let $d_v$ and $d_c$ denote the maximal variable and check node degrees in the corresponding Tanner graph. A smarter search achieves $O(n(d_v-1)(d_c-1)^t)$ when the girth of the corresponding Tanner graph is larger than $2t$. Namely, we need only to consider the depth-2F support tree rooted at each variable node (see [14] for details). Both the brute-force and the smarter methods show that this problem is fixed-parameter tractable with respect to $t$. On the other hand, when $n$ is fixed, the complexity is bounded by $O(2^n)$ and does not grow with respect to $t$. So the problem is also fixed-parameter tractable with respect to $n$. Nonetheless, for practical values of $n$, $t$, $d_v$, and $d_c$ (say $n \geq 500$, $t \geq 10$, $d_v \geq 6$, $d_c \geq 6$) the complexity quickly becomes intractable for any of the above schemes. In this work, instead of improving the asymptotic complexity for large values of $n$ and $t$, we are interested in developing efficient algorithms that can handle parameters of practical ranges. Further discussion on the NP-completeness is relegated to Section III.

An algorithm that is capable of solving problems with small-to-moderate values of $n$ and $t$ is of practical importance since many applications use codes of length $n < 1000$. By taking advantages of the sparse structure of LDPC codes, we are able to enumerate exhaustively all stopping sets of size $\leq 13$ for LDPC codes of length $n = 512$ and thus decide the minimal stopping distances if they are $\leq 13$. The closed-form complexity of the proposed algorithm is difficult to characterize due to its convoluted nature. For comparison, with $n = 512$ and $t = 13$ the aforementioned brute-force search requires $\binom{512}{13} \approx 2.5 \times 10^{25}$ trials, which demonstrates the efficiency of the proposed scheme. The smarter depth-2F tree approach in [14] results in similar complexity for such values of $n$ and $t$. The proposed stopping set exhaustive search algorithm will later be generalized for trapping sets as well. All trapping sets of size $\leq 11$ can then be exhaustively enumerated for $n = 512$ codes.

D. Main Applications of Our Results

In addition to its computation-theoretic interest, three major applications of the proposed algorithm are listed as follows.

1) For BECs, an exhaustive list of minimum stopping sets can be used to obtain a BER/FER lower bound that is tight in both order and multiplicity. For non-erasure channels, the exhaustive list of minimum trapping sets can be used to derive lower bounds tightly predicting the error floor performance [6].

2) A central component of the algorithm is a novel BER/FER upper bound for any fixed arbitrary codes over BECs.

3) To be consistent with graph-theoretic terminology, we will use the terms minimum stopping set and minimal stopping set to denote, respectively, stopping sets that are of minimal size and those which have no sub stopping sets. Further discussion of this terminology is included in Section IV-A.
Based on a support-tree-pruning technique, this upper bound can be iteratively sharpened until its asymptotic order equals that of the error floor. This thus provides a worst performance guarantee for BECs with arbitrarily low erasure probability.

3) Using the exhaustive list of minimum bad substructures as an objective function, one can optimize the error floor of any arbitrary finite-length code. The error-floor performance can be guaranteed without any combinatorial outlier, a weakness of randomized constructions that was first pointed out in [6]. Further implementation of the code optimization algorithm is discussed in a companion paper [18].

The remainder of this paper is organized as follows. This paper focuses on exhaustive search algorithms for two different types of substructures: the stopping sets and the trapping sets. Basic definitions of these error-prone patterns are given in Section II, and the NP-completeness of exhaustively enumerating minimum trapping sets is proven in Section III. We then derive a tree-based algorithm for computing a BER upper bound for BECs in Section IV, a central component of the proposed exhaustive search algorithm. Inspired by properties of stopping sets and by the corresponding Boolean expression framework, several methods to further improve the efficiency of the algorithm are discussed in Section V. The stopping set exhaustive search algorithm is generalized for trapping sets in Section VI. Section VII contains numerical experiments, including results for the (23, 12, 7) Golay code, the (155, 64, 20) Tanner code [29], the Ramanujan–Margulis (q = 13, p = 5) code [47], the Margulis code (p = 7) [48], and two rate-1/2, n = 576 lifted LDPC codes from the companion paper [18]. Section VIII concludes this paper.

II. PRELIMINARY AND FORMULATION

A. Code Representation

For fixed \( n \in \mathbb{N} \), let \( \mathbf{x} = (x_1, \ldots, x_n) \in \{0, 1\}^n \) denote a transmitted vector, for which \( n \) is the codeword length. The receiving signal vector, denoted by \( \mathbf{y} = (y_1, \ldots, y_n) \), is the image of the transmitted \( \mathbf{x} \) corrupted by memoryless stationary noise: \( P(y|x) = \prod_{i=1}^{n} P(y_i|x_i) \). One particular type of channel of interest is the BEC in which we use \( e \) to represent the erasure symbol and the erasure probability is \( \epsilon = P(y = e|x) \).

Only linear codes are considered. We use \( C = \{\mathbf{x}\} \subseteq \{0, 1\}^n \) to denote the codebook and use \( \mathbf{H} \) to denote the corresponding \( m \times n \) parity-check matrix \( \mathbf{H} \). We then have \( \mathbf{H} \mathbf{x}^T = \mathbf{0} \) for all \( \mathbf{x} \in C \) assuming \( \mathbf{x} \) is a row vector. The \( \mathbf{H} \) chosen to represent \( C \) is not unique. As all our results depend on the choice of \( \mathbf{H} \), the code \( C \) sometimes refers to the corresponding parity-check matrix \( \mathbf{H} \) rather than to the collection of valid codewords \( \{\mathbf{x}\} \).

By viewing the matrix \( \mathbf{H} \) as an incidence matrix of a bipartite graph containing two sets of vertices: the variable nodes \( \{v_1, \ldots, v_n\} \) and the check nodes \( \{c_1, \ldots, c_m\} \), code \( C \) can be expressed in its Tanner graph representation such that \( H_{ji} = 1 \) if and only if there is an undirected edge connecting \( (c_j, v_k) \). For example, a simple parity-check code \( C_1 \) with

\[
\mathbf{H} = \begin{pmatrix}
1 & 1 & 1 & 0 & 0 & 0 \\
0 & 1 & 0 & 1 & 0 & 1 \\
0 & 0 & 1 & 1 & 1 & 0 \\
1 & 0 & 0 & 0 & 1 & 1
\end{pmatrix}
\]

can be mapped bijectively to a bipartite graph as in Fig. 1. The coded bits \( \{x_1, \ldots, x_n\} \) and the variable nodes \( \{v_1, \ldots, v_n\} \) are generally used interchangeably in the Tanner graph representation. However, in the most stringent definitions, \( \{x_1, \ldots, x_n\} \) refers to the “bits” of the codeword vector \( \mathbf{x} \) satisfying \( \mathbf{H} \mathbf{x}^T = \mathbf{0} \) while \( \{v_1, \ldots, v_n\} \) refers to the “nodes” in the corresponding Tanner graph.

In this paper, we use the most general definition of LDPC codes, namely, a family of linear codes such that the number of ones in \( \mathbf{H} \) is of the order of \( n \) when \( n \) tends to infinity. Although our results are derived with the application to LDPC codes in mind, they hold for arbitrary linear codes as well.

B. Stopping Sets and Trapping Sets

1) Stopping Sets: A stopping set is a subset of \( \{v_1, \ldots, v_n\} \) such that the induced subgraph contains no check nodes of degree one. Using code \( C_1 \) in Fig. 1 as an example, both \( \{v_2, v_3, v_4\} \) and \( \{v_1, v_2, v_3, v_5\} \) are stopping sets for code \( C_1 \). The minimal stopping distance \( d_\text{s} \) is defined as the minimal size of all nonempty stopping sets. Since the collection of the value-1 bits in any codeword is a stopping set, we have \( d_\text{s} \leq d_1 \), the minimal Hamming distance.

Di et al. in [4] showed that for BECs, a belief propagation iterative decoder [49] fails if and only if the set of erased bits contains a stopping set. As a result, for small erasure probability \( \epsilon \), the FER performance is determined by the minimal stopping distance \( d_\text{s} \) and the corresponding multiplicity \( m_\text{s} \), the latter of which is defined as the number of distinct stopping sets of size \( d_\text{s} \).

2) Trapping Sets: The notion of trapping sets stems from an operational definition in which a trapping set originally refers to a subset of \( \{x_1, \ldots, x_n\} \) that is susceptible to errors under iterative decoding. Namely, if the observations on these nodes are misleading, it is “highly unlikely” that the extrinsic messages will correct any of the nodes. The errors are “trapped” within these nodes [6]. It is a concept depending on both the underlying channel model and the decoding algorithm. For example, a stopping set is legitimately a trapping set when the underlying channel model is the BEC and the belief propagation decoder is employed. For non-erasure channels, empirically, almost all trapping sets are near-codewords [7]. That is, almost all trapping sets are subsets of \( \{x_1, \ldots, x_n\} \) such that the induced subgraph contains only a “limited” number of check nodes of odd degree and is thus “nearly” a codeword. A near-codeword can be categorized by two numbers, the total number of variable nodes involved and the number of check nodes of odd degree in the induced graph. For example, a (12, 4) near-codeword refers to a set of 12 variable nodes for which there are four check nodes of odd degree in the induced subgraph.
To better facilitate our discussion, we redefine the trapping set from a graph-theoretic perspective, which is independent of the underlying channel model and the decoding algorithm:

**Definition 1 (k-Out Trapping Sets):** A subset of \( \{v_1, \ldots, v_n\} \) is a k-out trapping set if in the induced subgraph, there are exactly k check nodes of degree one.

A similar definition is the “elementary trapping set” introduced in [31], which is a special case of the k-out trapping set defined herein.

By the above definition, every stopping set is a 0-out trapping set. \( \{v_1, v_2, v_3, v_4\} \) in \( C_1 \) of Fig. 1 is a 1-out trapping set. It is worth noting that the definition of a k-out trapping set is slightly different from the definition of near-codewords. The near-codeword focuses on the total number of check nodes of odd degree, including those with degree 1 and those with degrees \( \geq 3 \), and emphasizes its link to valid codewords. The k-out trapping set considers a pattern resembling the stopping sets but has k edges connecting to check nodes of degree 1. These degree-1 check nodes are able to receive correct extrinsic messages to recover the contaminated bit values. In addition to the k check nodes of degree 1, there might be more check nodes of odd degrees \( \geq 3 \) within a k-out trapping set, which makes the definition different than that of an \((s, k)\) near-codeword. This slight relaxation does not affect the generality of our exhaustive search algorithm for the following two reasons. First, for any set of s variable nodes, an \((s, t)\) near-codeword must, by definition, be a k-out trapping set for some \( k \leq t \). As a result, any attempt to enumerate exhaustively all k-out trapping sets of sizes \( s \leq s_0 \) and \( k \leq t_0 \) can also serve the purpose of exhaustively enumerating all \((s, t)\) near-codewords for \( s \leq s_0 \) and \( t \leq t_0 \). Second, for a randomly constructed code of large length \( n \), almost all small stopping sets are valid codewords and almost all small k-out trapping sets of size s are \((s, k)\) near-codewords due to some combinatorial bias discussed in [18]. In our numerical examples, all minimum k-out trapping sets are \((s, k)\) near-codewords.

One can similarly define the minimal k-out trapping distance \( d_{T,k} \) as the minimal size of all nonempty k-out trapping sets.

### III. NP-Completeness

A major motivation of this work springs from the fact that the inherent NP-hardness of the minimal stopping/trapping distance problems describes only their asymptotic worst case complexity with large codeword length \( n \), which does not preclude efficient algorithms for shorter codes. However, it is still worth investigating the asymptotic behavior, as it provides valuable insight into the intrinsic hardness of exhaustively enumerating minimum error-prone substructures.

#### A. Existing Results

The designation NP refers to those problems that are guaranteed to be solvable by a fictional (N)ondeterministic Turing machine within (P)olynomial time with respect to the input size. For example, if the input of the problem is a general linear code, then \( O(n^2) \) bits are required to describe the problem. If the input of the problem is an LDPC code of length \( n \), then in general \( O(n \log(n)) \) bits are needed to describe the LDPC code structure. The polynomial termination time is taken with respect to those input sizes (in bits) rather than the codeword length \( n \).

More rigorous definitions/discussions of these concepts can be found in [50].

NP-complete problems are the hardest non-deterministically polynomial problems in the sense that the NP = P question is equivalent to asking whether any NP-complete problem can be solved with complexity polynomial in the size of the problem. It is generally believed that solving NP complete problems requires exponential complexity. Some known NP-complete problems in the coding and information theory literature are the following.

1) **Minimal Hamming Distance:** A binary decision problem is a special type of problem in which a yes/no question is proposed and the algorithm/solver outputs 1 or 0 depending on whether the answer to the proposed question is positive or negative. We consider the following decision problem: given as input an arbitrary parity-check matrix \( H \) and an integer \( t \), the decision problem \( \text{MIN-DISTANCE}(H, t) \) outputs 1 if and only if \((i f) d_H \leq t \), in which \( d_H \) is the minimal Hamming distance of code \( C \) specified by \( H \). It has been shown in [24]–[26] that \( \text{MIN-DISTANCE}(H, t) \) is NP-complete (with respect to the input size \( O(n^2 + \log(t)) \)). The question whether \( d_H \leq t \) is hard to answer for large \( H \) and large \( t \).

2) **Minimal Stopping Distance:** Given as input an arbitrary parity-check matrix \( H \) and an integer \( t \), the decision problem \( \text{MIN-DISTANCE}(H, t) \) outputs 1 if \((i f) d_S \leq t \), in which \( d_S \) is the minimal stopping distance of code \( C \) specified by \( H \). For notational simplicity, we use \( \text{SD}(H, t) \) as shorthand. It has been shown in [23] that \( \text{SD}(H, t) \) is also an NP-complete problem.

Sometimes a subset of an NP-complete problem, defined by restricting the cases considered, can be polynomially solvable. For example, the SAT problem is polynomially solvable when restricted to 2-SAT. The decision problem \( \text{SD}(H_{\text{sparse}}, t) \), where \( H_{\text{sparse}} \) is restricted to that of an LDPC code, may have different complexity than the original \( \text{SD}(H, t) \) due to the additional sparsity constraint on \( H \). Nonetheless, in [23], the NP-completeness of \( \text{SD}(H, t) \) is proven by reduction from the classic NP-complete VERTEX-COVER problem to \( \text{SD}(H, t) \) in a way that any vertex cover for the original graph \( G = (V, E) \) is mapped bijectively to a stopping set for \( H \). By carefully inspecting the construction of \( H \) from \( G \) in [23], we notice that there are \( |E| + |V|(|E| + 1) \) rows and \( 2|E| - 1 + |V||E| \) columns in \( H \) and there are \( 2|E||V| + 3|E| \) nonzero entries in \( H \). Therefore, \( H \) is a sparse matrix. As a result, the same reduction proposed in [23] can be used to prove that \( \text{SD}(H_{\text{sparse}}, t) \) is an NP-complete problem regardless of such a sparsity constraint.

\( ^* \)There are instances in which the decision problem is strictly easier than direct computation, for example, the primality test problem versus the factorization problem.
B. Minimal k-Out Trapping Distance

Given as input an arbitrary parity-check matrix \( H \) and an integer \( t \), the decision problem \( k\text{-OUT}-\text{TRAPPING-DISTANCE} (H, t) \) outputs 1 if \( d_{T,k} \leq t \), in which \( d_{T,k} \) is the minimal \( k \)-out trapping distance of the parity-check code \( C \) specified by \( H \). For notational simplicity, we use \( k\text{-OTD}(H, t) \) as shorthand. Note that unlike \( H \) and \( t \), \( k \) is not part of the input. We can then prove the following theorem.

**Theorem 1:** For any fixed integer \( k \), the decision problem \( k\text{-OTD}(H, t) \) is NP-complete.

**Proof:** It is easy to show that \( k\text{-OTD}(H, t) \) is an NP problem since a nondeterministic Turing machine can choose any one of the nonempty minimum \( k \)-out trapping sets and verify whether its size is \( \leq t \) in polynomial time with respect to the input size \( O(n^2 + \log(t)) \). The NP-completeness proof is based on the polynomial time reduction from \( SD(H, t) \) to \( k\text{-OTD}(H, t) \) as described in Algorithm 1 and illustrated in Fig. 2.

**Algorithm 1 Reduction from SD(\( H, t \)) to k-OTD(\( H, t \))**

1: **Input:** the parity-check matrix \( H \) and \( t \).
2: Construct the corresponding bipartite graph \( G \) from \( H \).
3: Construct \( G' \) by duplicating \( (k + 2) \) copies of \( G \), and denote the \((k + 2)n\) variable nodes as \( \{v_{i,l} : \forall i = 1, \ldots, n, \forall l = 1, \ldots, (k + 2)\} \).
4: for \( i = 1 \) to \( n \) do
5: Form a \((k + 2)\)-clique among all the variable node copies \( \{v_{i,l}\}_i \) by adding \((k + 1)(k + 2)/2\) new edges.
6: Break each new edge into two by inserting a new check node of degree 2 in between.
7: end for
8: Denote the final graph as \( G'' \).
9: for \( i = 1 \) to \( n \) do
10: Construct \( G^{(i)} \) from \( G'' \) by adding \( k \) check nodes of degree 1, and connecting them to \( v_{i,1} \).
11: Let \( H^{(i)} \) denote the parity check matrix of \( G^{(i)} \).
12: end for
13: **Output:** If \( k\text{-OTD}(H^{(i)}, t(k + 2)) \) outputs 1 for any \( i \), then output 1. Otherwise, output 0.

The polynomial running time of Algorithm 1 can be easily proved by inspection. So it remains to prove the correctness of the reduction.

Without loss of generality, suppose \( \{v_1, \ldots, v_D\} \) is a stopping set for \( H \). Then \( \{v_{1,l}, \ldots, v_{D,l} : l = 1, \ldots, k+2\} \) is a \( k \)-out trapping set of size \( D(k+2) \) for \( H^{(1)} \), where the \( k \) extrinsic edges are connected to \( v_{1,1} \). Thus, \( SD(H, t) = 1 \) implies that the output of Algorithm 1 is positive.

Without loss of generality, suppose \( k\text{-OTD}(H^{(1)}, t(k + 2)) \) outputs 1, namely, there exists a subset \( v \subseteq \{v_{i,d} : i = 1, \ldots, n, l = 1, \ldots, (k + 2)\} \) such that \( v \) is a \( k \)-out trapping set of size \( \leq t(k + 2) \) for \( H^{(1)} \). We first show that if \( v_{i_0, d_0} \in v \) for some \( i_0 \) and \( d_0 \), then \( v_{i_0, d} \in v \) for all \( l = 1, \ldots, k+2 \). Suppose not. Define the following two nonempty sets: \( v_0 = \{v_{i_0,l} : \forall l \} \cap v \) and \( v_1 = \{v_{i_0,l} : \forall l\} \setminus v \). Since jointly \( v_0 \) and \( v_1 \) form a clique (ignoring the degree-2 check nodes), by the min-cut max-flow theorem, there are \( \geq k+1 \) edges connecting \( v_0 \) and \( v_1 \). All the degree-2 check nodes corresponding to those edges connecting \( v_0 \) and \( v_1 \) will be of degree 1 in the subgraph induced by \( v \). Therefore, \( v \) will induce at least \( k+1 \) degree-1 check nodes, which contradicts that \( v \) is a \( k \)-out trapping set. Therefore, \( v_{i_0, d_0} \in v \) implies \( v_{i_0, d} \in v \) for all \( l = 1, \ldots, k+2 \).

By the previous analysis, we can safely assume \( v = \{v_{i_1,l}, \ldots, v_{i_D,l} : \forall l\} \) for some \( D \). We then show that \( \{v_{i_1,l}, \ldots, v_{i_D,l}\} \) must be a stopping set for the input \( H \). Suppose not, say there are \( k \geq 1 \) check nodes of degree 1 induced by \( \{v_{i_1,l}, \ldots, v_{i_D,l}\} \). Since \( v \) contains \((k + 2)\) parallel copies of \( \{v_{i_1,l}, \ldots, v_{i_D,l}\} \), there are at least \((k + 2)k\) check nodes of degree 1, which contradicts that \( v \) is a \( k \)-out trapping set. Therefore, \( \{v_{i_1,l}, \ldots, v_{i_D,l}\} \) must be a stopping set. Since \( D(k+2) \leq t(k+2) \), we have \( D \leq t \). The output of Algorithm 1 being one implies that \( SD(H, t) = 1 \). The proof is complete.

**Remark:** The polynomial time reduction does not assume any underlying structure of the input code. Since for sparse input matrices, \( SD(H_{\text{spars}}, t) \) is still NP-complete, the same reduction in Algorithm 1 shows that even with a sparsity constraint on \( H_{\text{spars}} \), the decision problem \( k\text{-OTD}(H_{\text{spars}}, t) \) is still NP-complete.

IV. SEARCHING FOR THE MINIMUM STOPPING SETS

In this section, we focus mainly on exhaustively searching for the minimum stopping sets while the generalization for minimum \( k \)-out trapping sets will be addressed in Section VI-D.

The fact that the iterative decoder fails when the erased bits contain a stopping set implies that each stopping set \( v_s \) corresponds to a lower bound \( e[w_s] \) on the FER where \( e \) is the erasure probability. Exhaustively enumerating stopping sets of sizes smaller than or equal to \( K \) is thus equivalent to identifying (or eliminating, if there is no such stopping set)
possible existence of lower bounds of order $O\left(\epsilon^{|K|}\right)$. On the other hand, an alternative way of eliminating possible FER lower bounds of order $O\left(\epsilon^{|K|}\right)$ is to construct an upper bound $O\left(\epsilon^{|K|+1}\right)$ if such an upper bound exists. Sharing the same effects as eliminating possible lower bounds, in the broadest sense, any FER upper bound can be viewed as an exhaustive search algorithm for small stopping sets and vice versa. For the following, we construct an algorithm for computing upper bounds on the error probability for arbitrary parity-check codes over BECs, which later leads to an efficient minimum stopping set exhaustive search algorithm in Section V-C.

A. The Boolean Expression Framework

Without loss of generality and for notational simplicity, we assume that the all-zero codeword $\mathbf{x} = 0$ is transmitted. With this assumption and for the BEC, a decoding algorithm for bit $x_i$, $i \in \{1, \ldots, n\}$ is a function outputting either 0 or $c$, the former of which represents $x_i$ being successfully decoded and the latter of which means the bitwise decoder fails. More explicitly, a decoder for bit $x_i$ is a function $g_i : \{0, c\}^n \mapsto \{0, c\}$ with output $\hat{x}_i = g_i(y_i)$, where $y_i \in \{0, c\}^n$ is the received signal vector. In this paper, we use the function $f_{i,t}, \forall i \in \{1, \ldots, n\}$, to denote the iterative decoder for bit $x_i$ after $t$ iterations. And we use $f_i = \lim_{t \to \infty} f_{i,t}$ to denote the end result after iterative decoding stops improving with more iterations. If we further re-label the element “$c$” by “1,” $f_i$ and $f_{i,t}$ become Boolean functions.

One advantage of this Boolean expression is that the iterative message map at the variable node becomes “=,” the binary AND operation, and the iterative message map at the parity-check node becomes “∨,” the binary OR operation. If we define the expectation of a Boolean function as its probability of being one, the BER for bit $x_i$ is simply the expectation $p_i = E\{f_i(y_i)\}$. This Boolean-expression framework was implicitly considered in many papers discussing iterative decoders on BECs. For example, [10] and [51] use the “projection algebra” to characterize directly the expectation of the Boolean functions instead of focusing on the underlying Boolean functions. By focusing directly on the Boolean functions, many new useful implications can be derived.

Take the simple parity-check code $C_1$ in Fig. 1 as an example. Suppose we further use $f_{i \to j,t}$ to represent the message from variable node $v_i$ to check node $c_i$ during the $t$th iteration. The iterative decoders $f_{j,t}, I \in \{0, 1, 2\}$, for bit $x_2$ then become

\[
\begin{align*}
\text{f}_{2,0}(y) &= y_2 \\
\text{f}_{2,1}(y) &= y_2 (y_4 \lor y_3) (y_4 \lor y_3) \\
\text{f}_{2,2}(y) &= y_2 (y_4 (f_{3,4} \lor f_{6,4}) \lor y_3 (f_{4,3} \lor f_{5,3})) \\
&\quad \cdot (y_4 (f_{3,3} \lor f_{5,3} \lor f_{6,3}) \lor y_3 (f_{4,4} \lor f_{5,4})) \\
&= y_2 (y_4 (y_3 \lor y_3) \lor y_3 (y_4 \lor y_4)) \\
&\quad \cdot (y_4 (y_3 \lor y_3) \lor y_3 (y_4 \lor y_4)).
\end{align*}
\]

As the iteration proceeds, we can derive the Boolean expression for all $f_{2,i}(y), I \in \mathbb{N}$. The final decoder of bit $x_2$ is $f_2 := \lim_{t \to \infty} f_{2,t}$, and in this particular example of $C_1$, one can verify that $f_2(y) = f_{2,2}(y)$ for all $y \in \{0, 1\}^n$. Although (1) admits a pleasing nested structure, the repeated appearances of many Boolean input $y_2$’s, also known as short “cycles,” pose a great challenge to the evaluation of $p_2 = E\{f_2(y)\}$. One solution is to simplify (1) by expanding the nested structure into a sum–product Boolean expression [10]

\[
\begin{align*}
f_2(y) &= f_{2,2}(y) = y_1 y_2 y_4 \lor y_2 y_3 y_4 \lor y_1 y_2 y_4 y_5 \lor y_2 y_3 y_5 y_6.
\end{align*}
\]

$E\{f_2(y)\}$ can then be evaluated by the projection algebra in [10] or equivalently by the inclusion–exclusion principle. For this example, we have $p_2(\epsilon) = 2c^3 + 2c^4 - 5c^5 + 2c^6$, where $c = E\{y_i\}, \forall i$, is the erasure probability. For comparison, with $c = 0.1$, $p_2(\epsilon) = 2.6 \times 10^{-3}$ while the BER predicted by density evolution after two iterations is $\approx 1.4 \times 10^{-4}$. An order-of-magnitude gap is observed between the actual performance and the prediction by density evolution due to the presence of many short cycles.

Following the convention in graph theory, we use “minimum stopping sets” to refer to those stopping sets of minimal size and use “minimal stopping sets” to describe those stopping sets containing no other nonempty stopping set as its proper subset. We then have the following results.

Proposition 1: In the simplified sum–product form $3$ of $f_j(\cdot)$, each monomial (product) term, for example $y_1 y_2 y_3 y_4$, in (2), corresponds to a minimal stopping set involving $v_i$ and vice versa.

Proof: We first notice that each monomial term must be a stopping set involving $v_i$ since knowing the values of $y_i$ outside the monomial term does not help decode the value of $x_i$. Moreover, in the simplified sum–product form, each monomial term cannot be absorbed by another monomial term using a subset of $y_j$. Therefore, if only a subset of $y_j$ of the monomial term is erased, the decoder can always decode the value of $x_i$, which implies that the monomial term in the simplified form must correspond to a minimal stopping set.

To prove the converse, we notice that if we set the observation values outside a minimal stopping set to be 0 and the observations within the minimal stopping set to be 1, the decoder will fail and the output of $f_i$ will be 1. Therefore, at least one of the monomial terms uses only $y_j$ contained in a subset of the minimal stopping set. The forward direction that we just proved shows that monomial term must be a stopping set. Since a minimal stopping set cannot contain any proper stopping subset, the monomial must correspond to the minimal stopping set. This completes the proof.

In general, the number of monomial terms in a simplified sum–product form is exponential with respect to $n$. If only a small collection of the product terms is identified, say $y_1 y_2 y_3$ and $y_4 y_5 y_6$, then a lower bound

\[
E\{f_{1,2}(y)\} = 2c^3 - 5c^5 \leq E\{f_2(y)\} = p_2(\epsilon), \quad \forall \epsilon \in [0, 1],
\]

can be obtained where

\[
f_{1,2}(y) = y_1 y_2 y_4 \lor y_2 y_3 y_4 \leq f_2(y), \quad \forall y \in \{0, 1\}^n.
\]

In this work, the inequality $a \leq b$ between two Boolean variables is defined over their corresponding real values.$^3$

$^3$A simplified sum–product form contains the minimal number of product terms.

$^4$A more formal definition is $(a \leq b) \triangleq (a) \lor b$.

\[\text{FINISHING ALL SMALL ERROR-PRONE SUBSTRUCTURES IN LDPC CODES 1981}\]
In our example, \( E\{ f_{LB,2}(y) \} = 2^{3} - \varepsilon^{3} \) is asymptotically tight and determines the error floor. If any one of the minimum stopping sets, which are \( y_{1}y_{3}d_{4} \) and \( y_{2}d_{4}d_{4} \) in this example, is not identified, then the resulting lower bound will be loose. The major challenge of this approach of constructing lower bounds is thus to ensure that all minimum stopping sets are exhaustively enumerated. Furthermore, even when all minimum stopping sets are exhaustively enumerated, this lower bound is tight only when the erasure probability \( \varepsilon \) is sufficiently small. Currently, whether \( \varepsilon \) is small enough can be determined only by extrapolating the waterfall region, which is subject to doubt since no analytical derivation can be made. A rigorous upper bound thus becomes essential for a deeper understanding of the error-floor behavior.

An upper bound can be constructed by iteratively computing the sum–product form of \( f_{2,i+1}(y) \) from that of \( f_{2,i}(y) \). To counteract the exponential growth of the number of product terms with respect to \( i \), during each iteration, we can “relax” and “merge” some of the product terms so that the complexity is kept manageable [10]. For example, \( f_{2,2}(y) \) in (2) can be relaxed and merged as follows:

\[
\begin{align*}
f_{2,2}(y) &= y_{1}y_{3}d_{6} \lor y_{2}y_{3}d_{6} \lor y_{2}y_{4}d_{6} \lor y_{1}y_{3}y_{4}d_{6} \\
&\leq 1y_{3}d_{6} \lor y_{2}1y_{4} \lor y_{2}1y_{4} \lor 1y_{2}d_{6} \\
&= y_{2} \lor y_{3} \\
&\triangleq f_{UB,2}
\end{align*}
\]

so that the number of product terms is reduced from four to two. This technique is generally very loose since relaxation destroys too much information. To generate tight upper bounds, the number of relaxation steps must be kept minimal, which yields again an exponential growth rate of the number of product terms. As a result, tight upper bounds constructed by this relax-and-merge approach have been reported only for codes of lengths \( n \leq 20 \) [10].

In contrast, we construct an efficient upper bound \( UB_{i} \geq E\{ f_{i}(y) \} \) by preserving much of the nested structures in (1) instead of focusing on the simplified sum–product form in (2). Tight upper bounds can be obtained for \( n \geq 300–500 \), a significant improvement over existing results. Furthermore, the tightness of our bound can be verified with ease, a feature absent in the relax-and-merge approach. Combined with the lower bound \( E\{ f_{LB,i}(y) \} \), the finite code performance can be upper- and lower-bounded asymptotically tightly.

### B. The Iterative Decoding Functions

Some useful notation is as follows. We use \( y_{i}^{k} \) to represent a partial segment \( (y_{i}, y_{i+1}, \ldots, y_{k}) \) from \( y_{i} \) to \( y_{k} \). With this notation, \( y = y_{i-1}^{i}(y_{i+1}^{k}) \) represents a received vector with the \( i \)th value \( y_{i} \) being 0.

**Definition 2:** For any \( i \), \( y_{i} \) is a determining variable of \( f(y) \) if there exist \( y_{i}^{k} \) and \( y_{i+1}^{k} \) such that \( f(y_{i}^{k}y_{i+1}^{k}) \neq f(y_{i}^{k}1y_{i+1}^{k}) \).

**Definition 3 (Iterative Decoding Functions):** A Boolean function \( f(y) \) is an iterative decoding function if \( f(y) \) can be expressed using only \( y_{1}, \ldots, y_{n} \), binary AND and “\( \lor \)” and binary OR “\( \lor \)” operations without the binary NOT “\( \lor \)” operation. By the distributivity of the AND and OR operations, an iterative decoding function can always be simplified as a sum of monomials without using NOT operations.

For example: \( y_{1} \lor y_{2}(y_{1} \lor y_{3}) \) is an iterative decoding function while the XOR function \( y_{1}(y_{2} \lor \neg y_{2}) \neg y_{2} \) is not. All \( f_{1}(y) \), \( f_{i}(y) \), and \( f_{i-j}(y) \) discussed in the previous section are iterative decoding functions. Before introducing a simple upper bound, we first prove the following two properties of iterative decoding functions.

**Proposition 2 (Monotonicity):** Suppose \( f(y) \) is an iterative decoding function. Then \( f(y) \) is monotonic increasing with respect to each input variable \( y_{i} \). That is

\[
\forall i, \forall y_{i}^{n-1}, y_{i+1}^{n}, \quad f(y_{1}^{n-1}y_{i+1}^{n}) \leq f(y_{1}^{n-1}1y_{i+1}^{n}).
\]

**Proof:** Since each variable node corresponds to an AND and each check node corresponds to an OR, it can be shown that any iterative decoding function can be converted to a parity-check code detection problem assuming iterative decoders. One important property of iterative decoding over BECs is that regardless of whether the underlying graph is cyclic or not, the decoding is monotonic. Namely, knowing one more uncorrected observation \( y_{i} \) can only improve the decoding result even for codes with cycles. Proposition 2 is simply a restatement of the monotonicity argument. This property, however, differentiates the iterative decoding functions \( f(y) \) from arbitrary Boolean functions.

**Proposition 3 (Positive Correlation):** The correlation between two iterative decoding functions \( f(y) \) and \( g(y) \) is always nonnegative, i.e., \( E\{ f(y)g(y) \} \geq E\{ f(y) \}E\{ g(y) \} \).

**Proof:** We prove this result by induction on the number of common determining variables of \( f(y) \) and \( g(y) \). When \( f(y) \) and \( g(y) \) share no common determining variable, then \( f(y) \) and \( g(y) \) are independent and \( E\{ f(y)g(y) \} = E\{ f(y) \}E\{ g(y) \} \).

Suppose the same inequality holds for \( f(y) \) and \( g(y) \) sharing \( k \) determining variables. Consider the case in which \( f(y) \) and \( g(y) \) share \( k+1 \) determining variables. Without loss of generality, let \( y_{i} \) be one of the common determining variables. Given \( y_{i} = 0 \) (or \( y_{i} = 1 \)), the conditional \( f(y) \) and \( g(y) \) share only \( k \) common determining variables. We then have

\[
E\{ f(y)g(y) \} = P(y_{i} = 1)E\{ f(y)g(y) | y_{i} = 1 \} + P(y_{i} = 0)E\{ f(y)g(y) | y_{i} = 0 \} \\
\geq P(y_{i} = 1)E\{ f(y) | y_{i} = 1 \}E\{ g(y) | y_{i} = 1 \} + P(y_{i} = 0)E\{ f(y) | y_{i} = 0 \}E\{ g(y) | y_{i} = 0 \} \quad \text{ (3)}
\]

in which the last inequality follows from induction. On the other hand

\[
E\{ f(y)g(y) \} = (P(y_{i} = 1)E\{ f(y) | y_{i} = 1 \} + P(y_{i} = 0)E\{ f(y) | y_{i} = 0 \} ) \\
\cdot (P(y_{i} = 1)E\{ g(y) | y_{i} = 1 \} + P(y_{i} = 0)E\{ g(y) | y_{i} = 0 \}). \quad \text{ (4)}
\]
Subtracting (4) from (3), we have

\[(3) - (4) \geq P(y_1 = 1)P(y_1 = 0)
\cdot \left( E\{f(y)|y_1 = 1\} - E\{f(y)|y_1 = 0\} \right)
\cdot \left( E\{g(y)|y_1 = 1\} - E\{g(y)|y_1 = 0\} \right).
\]

By Proposition 2, the right-hand side of the above inequality is always nonnegative. It is thus proved that \( E\{f(y)|y_1\} \geq E\{f(y)|y_1\}E\{g(y)|y_1\} \) for \( f(y) \) and \( g(y) \) sharing \( k + 1 \) common determining variables. By induction, Proposition 3 is proved.

\[\square\]

C. A Simple Upper Bound Based on the Decoding Tree

Let \( g(y) \) and \( h(y) \) be two iterative decoding functions. Consider the simple variable node map \( f_v = g \cdot h \) and the simple check node map \( f_c = g \vee h \). The three simplest cases are discussed below and three rules are introduced to cope with these scenarios.

**Rule 0—Density-Evolution-Like Evaluation:**

If \( g(y) \) and \( h(y) \) share no determining variables, then \( g(y) \) and \( h(y) \) are independent and

\[ E\{f_v(y)\} = E\{g(y)h(y)\} = E\{g(y)\}E\{h(y)\} \\
E\{f_c(y)\} = E\{g(y) \vee h(y)\} \\
= E\{g(y)\} + E\{h(y)\} - E\{g(y)\}E\{h(y)\}. \]

Namely, when the inputs are independent, the BER of interest can be iteratively computed by the above formulas. Nonetheless, a more interesting question is for the cases in which we have dependent \( g(y) \) and \( h(y) \). Can we still use this density-evolution-like (DE-like) evaluation as an upper bound? This question is answered in Rules 1 and 2.

**Rule 1—A Simple Relaxation:**

Suppose \( g(y) \) and \( h(y) \) share at least one determining variable, i.e., there is at least one repeated node in the input arguments of \( g(y) \) and \( h(y) \). By the inclusion–exclusion principle and by Proposition 3, we have

\[ E\{f_c(y)\} = E\{g(y) \vee h(y)\} \\
= E\{g(y)\} + E\{h(y)\} - E\{g(y)h(y)\} \\
\leq E\{g(y)\} + E\{h(y)\} - E\{g(y)\}E\{h(y)\}. \] (5)

The above rule suggests that when the incoming messages \( g(y) \) and \( h(y) \) of a check node are dependent, the error probability of the outgoing message can be upper-bounded by blindly assuming the incoming messages are independent and by invoking Rule 0, the DE-like evaluation. Furthermore, the upper bound computed by Rule 1 has the same asymptotic order as the target error probability, as can be easily seen in (5). The multiplicity of the upper bound may be different from that of the error probability. Due to the random-like interconnection within the code graph, for most cases, \( g(y) \) and \( h(y) \) are “nearly independent” and the multiplicity loss is not significant. The realization of Rule 1 is illustrated in Fig. 3, in which we assume that \( y_1 \) is the only common determining variable.

**Rule 2—The Pivoting Rule:**

Consider the simplest case in which \( g(y) \) and \( h(y) \) share one and only one common determining variable \( y_1 \). By simple Boolean algebra, we can upper-bound \( f_v(y) = g(y) \cdot h(y) \) as follows:

\[ g(y) \cdot h(y) \leq (g(0y_1^2) \cdot h(0y_2^2)) \lor (y_1 g(1y_1^2) \cdot h(1y_2^2)). \]

It can be proved by Proposition 2 that the above inequality is actually an equality and we have

\[ f_v(y) = (g(0y_1^2)h(0y_2^2)) \lor (y_1 g(1y_1^2)h(1y_2^2)). \] (6)

The realization of the above equation is demonstrated in Fig. 4. Once the tree in Fig. 4(a) is transformed to Fig. 4(b), messages entering the two variable nodes in Fig. 4(b) become independent since with the value of \( y_1 \) fixed, the conditional functions \( g(y_1 y_2^2) \) and \( h(y_1 y_2^2) \) share no common determining variables and are independent of each other. The expectation of the variable node AND operation can be exactly evaluated by Rule 0. Although the two messages entering the top check node in Fig. 4(b) are still dependent, the expectation at the check node OR operation can be upper-bounded by reapplying Rule 1. The final upper bound thus becomes

\[ E\{f_v(y)\} \leq E\{f_v(0y_1^2)\} + E\{y_1\}E\{f_v(1y_1^2)\} - E\{f_v(0y_1^2)\}E\{y_1\}E\{f_v(1y_1^2)\}. \] (7)

where for any deterministic \( y_1 \in \{0,1\} \)

\[ E\{f_v(y_1 y_2^2)\} = E\{g(y_1 y_2^2)\}E\{h(y_1 y_2^2)\}. \]

In summary, after performing the pivoting rule as described by (6) and in Fig. 4, the expectation \( E\{f_v(y)\} \) can also be upper-bounded by the DE-like evaluation.

**Remark 1:** The pivoting rule (6) gives an equality and thus does not incur any performance loss. Any potential looseness of this upper bound (7) results from the application of Rule 1.
Rule 2 thus preserves the asymptotic order of $E\{f_\epsilon(y)\}$ as does Rule 1. Only the multiplicity term might be loose.

Remark 2: Although Rules 0 to 2 hold for iterative decoding functions in sum–product form as well, it is more efficient to represent an iterative decoding function in its original tree form since the latter admits efficient computation of the DE-like evaluation. For general iterative decoding functions, the DE-like evaluation can only be used as "an approximation" of the finite code performance without concrete justification. Rules 1 and 2 provide a mechanism for converting the original tree to a suitable format such that the direct DE-like evaluation gives us a rigorous upper bound on the finite code length BER.

D. The Algorithm

As a simple (easy to evaluate) but asymptotically tight upper bound, Rules 0 to 2 are designed to upper-bound the expectation of single operations, either an AND or an OR operation, with the incoming messages $g(y)$ and $h(y)$ sharing at most one common determining variable. Thus, Rules 0 to 2 are not directly applicable to real decoding problems for parity-check codes, which involve multiple concatenated operations and multiple common determining variables. Nonetheless, once carefully concatenated, Rules 0 to 2 can construct a BER upper bound UB$_3$ for an infinite-sized decoding tree with many repeated nodes while still preserving most of the nested structure.

Before the detailed description of the concatenation of these three rules, we define a $(c_j, v_k)$ leaf unit as in Fig. 5(a). To be more explicit, a $(c_j, v_k)$ leaf unit contains one variable node and 2 edges connecting the variable and the check nodes. There is one upstream edge entering the variable node and $\sum_{c_j' \in \partial v_k} (\deg(c_j') - 1)$ downstream edges leaving the check nodes, where $\partial v_k$ denotes the set of neighbors of $v_k$. Each downstream edge is assigned an open socket labeled $(c'_{j_1}, v'_{k_1})$ such that $v'_{k_1} \subseteq \partial c'_{j_1} \setminus v_k$. Additional leaf units can be concatenated through those sockets during tree construction. Once there is one leaf unit connected to a parent leaf unit through a particular edge, the corresponding socket is then considered closed. There is one input entering the variable node, which can be 0 or 1 or an active observation $y_k$. It is very important to view a leaf unit as a purely graphical structure and not associating any labels to the variable/check nodes. Only the sockets and an active observation are labeled by $(c'_{j_1}, v'_{k_1})$ and by $y_k$ in a leaf unit.

We also define a $(\emptyset, v_k)$ leaf unit that is very similar to a $(c_j, v_k)$ leaf unit except that there is no upstream edge entering the variable node and there are $\deg(v_k)$ interior check nodes and $\sum_{c_j \in \partial v_k} (\deg(c_j) - 1)$ downstream edges. The $(\emptyset, v_k)$ leaf unit will be used exclusively for the root of a decoding tree, for which there is no upstream edge. A dummy leaf unit contains only one variable node and one input that is hardwired to 1 as illustrated in Fig. 5(b).

The detailed concatenation of Rules 0 to 2 is provided in Algorithm 2.

Algorithm 2 A tree-based method for upper bounding $p_k$, the BER of bit $x_k$.

1: **Initialization**: Let $T$ be a tree containing an $(\emptyset, v_k)$ leaf unit, of which all children sockets are open and the variable node has an active input $y_k$. 
2: **repeat**
3: Locate an open socket, say a $(c_{j_2}, v_k)$-socket. Append to the tree a $(c_{j_2}, v_k)$ leaf unit with an active input $y_k$. Use $v$ to denote the variable node in the newly added leaf unit.
4: if there exists at least another variable node $v'$ in $T$ that also has active input observation $y_k$ then
5: Let $V'$ denote the collection of all such $v'$ in $T$ that have active input observation $y_k$.
6: Let $y_{\text{CA}}(v, V')$ denote the youngest common ancestor of $v$ and all $v' \in V'$. Use $v^*$ to denote the node in $V'$ such that the youngest common ancestor $y_{\text{CA}}(v, v^*)$ of $v$ and $v^*$ is $y_{\text{CA}}(v, V')$. 
7: if $y_{\text{CA}}(v, V')$ is a variable node then 
8: As suggested by Rule 2, a pivoting construction involving tree duplication is initiated. Consider the iterative decoding function $f(y)$ for the subtree rooted at $y_{\text{CA}}(v, V')$. The two incoming messages along the branches corresponding to $v$ and $v^*$, respectively, are denoted as $g(y)$ and $h(y)$. The shared determining variable is $y_k$. The pivoting rule with respect to $f(y)$, $g(y)$, $h(y)$, and $y_k$ is illustrated in Fig. 6(a),(b).
9: As illustrated, the subtrees correspond to $g(y)$ and $h(y)$ are duplicated and two new variable nodes and one new check node are added between $y_{\text{CA}}(v, V')$ and the duplicated subtrees.
10: Replace all active $y_k$ observations in the duplicated left and right subtrees either by 0 or by 1 depending on whether the active observation is in the left subtree or in the right subtree.
11: The root of the left subtree, which is an auxiliary variable node, is assigned an active input $y_k$ while the root of the right subtree has its input hardwired to 1. (See Fig. 6(b).)
In other words, for any set \( \mathbf{v} \subseteq \{v_1, \ldots, v_n\} \), let \( \mathbf{y}_n = (y_1, \ldots, y_n) \in \{0,1\}^n \) be the corresponding binary vector such that \( \forall i \in \{1, \ldots, n\}, y_i = 1 \) if \( v_i \in \mathbf{v} \) and \( y_i = 0 \), otherwise. Then for any stopping set \( \mathbf{y}_n \), \( f_{T,s}(\mathbf{y}_n) = 1 \). There may be a \( \mathbf{v} \) that is not a stopping set but that still satisfies \( f_{T,s}(\mathbf{y}_n) = 1 \). Theorem 3 says that there may be some \( \mathbf{v} \) such that \( f_{i}(\mathbf{y}_n) \) is strictly less than \( f_{T,s}(\mathbf{y}_n) \). But as iteration proceeds, the number of such \( \mathbf{v} \) becomes smaller and smaller. Thus, the collection of “possibly bad \( \mathbf{v} \)” characterized by \( \mathcal{T} \) becomes smaller and smaller.

The proof of Theorem 3 is based on an incremental tree-revealing argument presented in Appendix II.

We conclude this section by listing some other properties of Algorithm 2 as follows.

- The only computationally expensive step is when Rule 2 is invoked, which, in the worst case, may double the tree size and thus reduce the efficiency of Algorithm 2. Some tree-pruning rules will be introduced later in Section V-A, which alleviate significantly the computational cost associated with Rule 2.

- Once the tree construction is completed, evaluating UB\(_i\) for any \( e \in [0,1] \) can be achieved efficiently with complexity \( \mathcal{O}(|\mathcal{T}| \log(|\mathcal{T}|)) \), where \( |\mathcal{T}| \) is the size of \( \mathcal{T} \).

- The preset size limit of \( \mathcal{T} \) provides a tradeoff between computational resources and the tightness of the resulting UB\(_i\). Since Algorithm 2 generates a rigorous upper bound, one can terminate the program early even before the tightest results are obtained, as long as the intermediate results have met the evaluation/design requirements.

V. PERFORMANCE/EFFICIENCY RELATED ISSUES

In this section, different schemes to further improve the efficiency/performance of UB\(_i\) or to confirm the tightness of UB\(_i\) will be discussed.

A. Pruning the Tree

To control the growth rate of the size of \( \mathcal{T} \), we introduce the following two lossless pruning rules, which also play an important role when proving the optimality of Algorithm 2.

**Rule 3–The Equation** \( 0 \subseteq f(\mathbf{y}) = 0 \):

We first note that \( 0 \cdot f(\mathbf{y}) = 0 \) for any \( f(\mathbf{y}) \). Therefore, if a variable node \( v \) has input 0, then we can completely discard all other messages entering \( v \). Or equivalently, we can prune all subtrees rooted at \( v \) and the size of \( \mathcal{T} \) will be reduced. Rule 3 can be applied to the right subtree in Fig. 6(b) every time pivoting is performed, since Line 10 in Algorithm 2 replaces many active inputs by fixed zeros.

**Rule 4–Degenerate Pivoting**:

We first note that the following equation holds for all iterative decoding functions \( g(\mathbf{y}) \):

\[
y_k \cdot g(\mathbf{y}_i^{t-1} 1 y_k^{t+1}) = y_k \cdot g(\mathbf{y}_i^{t-1} 1 y_k^{t+1})
\]

(8) for all \( \mathbf{y} \in \{0,1\}^n \).

For the variable node \( v \) in the newly added leaf unit with active input \( y_k \), define \( yca(v, V') \) and \( v^* \) as in Algorithm 2. Motivated by (8), if \( yca(v, V') = v^* \), then no pivoting is necessary and we can directly replace all active \( y_k \) inputs in the subtree.
rooted at $\gamma^*$ by $1$'s, as suggested by the right-hand side of (8). Rule 4 can be viewed as a degenerate case of Rule 2 in which $h(y) = y_k$.

Whether $\gamma = (y, V')$ should be checked every time pivoting is about to be performed. If $\gamma = (y, V')$, then we can use Rule 4 instead of pivoting, and the computational cost is reduced.

The Kernel-Finding Module

The tightness of $U_B$ in Algorithm 2 depends heavily on the socket-finding (SF) module invoked in Line 3. A properly designed SF module generates an upper bound $U_B$ of which the asymptotic order is $+1$ to $+3$ better than that of a random SF module. The intuition behind a good SF module is as follows. Theorem 3 ensures that the support tree $T$ captures all stopping sets plus some non-stopping sets. Adding new leaf-units enlarges the support tree $T$, which consequently places more constraints on $f_{T_t}(y)$ and potentially may eliminate some non-stopping sets. Nonetheless, the newly added constraint may be redundant to the existing constraints captured by $T$, namely, it is possible that $f_{T_{t+1}}(y) = f_{T_t}(y), \forall y$ and no non-stopping set is eliminated. The goal of a good SF module is thus to ensure that the constraint resulted by a new leaf unit eliminates at least one non-stopping set such that $\exists y$ such that $f_{T_{t+1}}(y) < f_{T_t}(y)$.

The ultimate benefit of an optimal SF module is stated in the following theorem.

**Theorem 4 (The Optimal SF Module):** With an optimal SF module, the simple pruning rules in Section V-A, and a sufficiently large amount of memory, there exists $l_0 < \infty$ such that $f_l(y) = f_{T_t}(y), \forall y \in \{0,1\}^n$.

In words, the output tree $T$ is able to implicitly characterize all stopping sets containing $x_t$ within a finite number of steps. We then have the following corollary.

**Corollary 1 (Order Tightness of Algorithm 2):** With an optimal SF module and the pruning rules, the $U_B$ computed by Algorithm 2 is tight in terms of the asymptotic order if sufficient computational resources are provided. Namely, there exists $C < \infty$ such that $\frac{U_B(\epsilon)}{p(\epsilon)} < C$ for all $\epsilon \in (0,1]$.

**Proof:** This is a direct result of Theorem 4 and the order preserving property of Rule 1, the only relaxation rule. In particular, the proof follows from Proposition 5 in Appendix I.

It is worth emphasizing that if a suboptimal SF module is used or the pruning rules are not employed, $f_{T_{t+1}}(y)$ may be strictly bounded away from $f_{T_t}(y)$ for some $y$ even when $t \to \infty$. The proof of Theorem 4 is provided in Appendix III.

For all our numerical experiments, we use an efficient approximation of the optimal SF module motivated by the proof of Theorem 4.

**C. Confirming the Tightness of $U_B$ and Constructing an Exhaustive List of Minimum Stopping Sets**

Two important features of the proposed algorithm are the easy confirmation of the tightness of $U_B$ and a byproduct tight lower bound $L_B$, which together with the tight $U_B$ brackets the error-floor performance of a given parity-check code. In this subsection, we will discuss how to construct an exhaustive list of minimum stopping sets containing $x_t$ from Algorithm 2.

To this end, after $t$ iterations of Algorithm 2, we first enumerate exhaustively all the potentially bad sets $\mathcal{V} = \{v_1, \ldots, v_n\}$ of minimal size such that $f_{T_t}(y_0) = 1$. Denote the minimal size as $w_T$ and denote the exhaustive collection of those $\mathcal{V}$ by $\mathcal{V}_{\text{min}}$. We then have the following corollaries.

**Corollary 2 (Tightness Confirmation):** If there exists $\mathcal{V} \in \mathcal{V}_{\text{min}}$ that is a stopping set, then $U_B$ is tight in terms of the asymptotic order. Otherwise, $U_B$ is loose.

**Corollary 3 (Stopping Set Exhaustive Enumeration):** Let $\mathcal{V}_{\text{min},SS} \subseteq \mathcal{V}_{\text{min}}$ denote the collection of all $\mathcal{V} \in \mathcal{V}_{\text{min}}$ that are also stopping sets. If $\mathcal{V}_{\text{min},SS}$ is empty, then $\mathcal{V}_{\text{min},SS}$ is an exhaustive list of all minimum stopping sets containing bit $x_t$.

**Corollary 4 (The Tight Lower Bound):** A nonempty $\mathcal{V}_{\text{min},SS}$ can be used to derive a lower bound $E\{f_{\text{UB}_2}(y)\}$ that is guaranteed to be tight both in the asymptotic order and the multiplicity as described in Section IV-A.

**Proofs of Corollaries 2 to 4:** We first notice that $w_T$ is the asymptotic order of both $E\{f_{\text{UB}_2}(y)\}$ and the upper bound $U_B$ due to the order-preserving property of Rule 1. Suppose there exists $\mathcal{V} \in \mathcal{V}_{\text{min}}$ that is a stopping set. By Theorem 3, no stopping set containing $x_t$ has weight less than $w_T$ and the asymptotic order of $p_t = E\{f_t(y)\}$ is thus $w_T$. $U_B$ therefore has the same asymptotic order as that of $E\{f_t(y)\}$. For the other case in which no element of $\mathcal{V}_{\text{min}}$ is a stopping set, by Theorem 3, any stopping set containing $x_t$ must have weight strictly larger than $w_T$ and therefore the asymptotic order of $E\{f_t(y)\}$ must be strictly larger than $w_T$. $U_B$ is loose and Corollary 2 is proved.

Theorem 3 also guarantees that the minimal stopping distance $d_S$ is $\geq w_T$. If there exists $\mathcal{V} \in \mathcal{V}_{\text{min}}$ that is a stopping set, then $d_S = w_T$. Theorem 3 then implies that all minimum stopping sets must be in $\mathcal{V}_{\text{min}}$. Therefore, $\mathcal{V}_{\text{min},SS}$ is an exhaustive list of minimum stopping sets. Corollary 3 is proved.

Corollary 4 is a straightforward result of Corollary 3.

The exhaustive list $\mathcal{V}_{\text{min},SS}$ gives us a richer understanding of the code behavior than the Yes/No answer to the decision problem $SD(H, t)$ in Section III-B.

**VI. FURTHER GENERALIZATIONS**

In the previous sections, a tree-based algorithm for upperbounding BER performance and exhaustively enumerating minimum stopping sets is provided. To further demonstrate the versatility of the proposed algorithm, we discuss the following generalizations, including the minimum $k$-out trapping set exhaustive search algorithms.

**A. Applications on Shortened and Punctured Codes**

Algorithm 2 can be easily generalized for codes with punctured or shortened bits as follows.
If we take a closer look at the puncture operation on a particular bit $x_k$, it is equivalent to deterministically assigning “erasure” to $y_k$. That is, it becomes an erasure channel with $y_k = 1$ with probability one. Similarly, shortening a bit $x_k$ is equivalent to deterministically assigning value 0 to the observation $y_k$. Based on this observation, Algorithm 2 can be applied to codes with punctured and shortened bits by replacing all active $y_k$ inputs with fixed $\{0,1\}$ values depending on whether bit $x_k$ is shortened or punctured. The ability to analyze shortened/punctured codes makes the algorithm directly applicable to irregular/regular repeat-accumulate (RA) codes without modifications.

Not only can the algorithm handle the punctured and the shortened bits, the upper bound $UB_i$ can be computed for the setting of parallel independent channels, in which different bits $x_k$ may experience different erasure probabilities $\epsilon_k = E\{y_k\}$. No modification of Algorithm 2 is necessary since Algorithm 2 does not assume a common erasure probability for different bits $x_k$. The unequal erasure probabilities affect the output $UB_i$ only during the evaluation stage (Line 16 of Algorithm 2).

### B. The Branch-and-Bound Approach

The upper bound $UB_i$ computed by Algorithm 2 also suits naturally the classic branch-and-bound approach widely used in the computer science community for solving NP-hard problems with practical input parameters. A detailed description of exploiting Algorithm 2 as part of a branch-and-bound method is as follows.

We first notice that the expectation $E\{f_i(y)\}$ can be further decomposed as

$$E\{f_i(y)\} = \sum_{j=1}^{M} P(\mathcal{A}_k)E\{f_i(y)|y \in \mathcal{A}_k\}$$

where the $\mathcal{A}_k$’s are $M$ events partitioning the sample space $\{0, 1\}^n$. For example, we can define a collection of nonuniform $\mathcal{A}_k$’s by

$$\begin{align*}
\mathcal{A}_1 &= \{y \in \{0, 1\}^n : y_{0} = 0\} \\
\mathcal{A}_2 &= \{y \in \{0, 1\}^n : y_{0} = 1, y_{17} = 0\} \\
and \mathcal{A}_3 &= \{y \in \{0, 1\}^n : y_{0} = 1, y_{17} = 1\}
\end{align*}$$

Since for any $k$, $f_i(y)|_{y \in \mathcal{A}_k}$ is simply another finite code with many punctured and shortened bits, Algorithm 2 can be applied to each $f_i(y)|_{y \in \mathcal{A}_k}$, respectively, and different bounds $UB_i$ can be obtained. An overall, composite upper bound can be obtained by combining the upper bounds for different partitioning events

$$C_{UB_i} = \sum_{k=1}^{M} P(\mathcal{A}_k)UB_{i,k} \geq E\{f_i(y)\} = p_i.$$ 

One might also view the above method as a divide-and-conquer approach.

In addition to upper-bounding $p_i$, this branch-and-bound approach can also be used to search exhaustively for minimum stopping sets after the following slight modification. Consider the event $\mathcal{A}_2$ as an example. Applying Algorithm 2 to $f_i(y)|_{y \in \mathcal{A}_2}$ returns an exhaustive list of the minimum stopping sets of the corresponding punctured/shortened code in which $x_{10}$ is punctured while $x_{47}$ is shortened. Any minimum stopping set $x$, however, will not include $x_{10}$ since $y_{10} = 1$ is considered to be a fixed, punctured code structure instead of a channel observation. By taking the union, $\{x_{10}\} \cup \mathcal{A}$ becomes a minimum stopping set of the original code $f_i(y)$ with $y$ being confined in $\mathcal{A}_2$

$$f_i(y|x_{10}) = 1 \quad \text{and} \quad y|x_{10} \in \mathcal{A}_2.$$ 

In summary, with the above slight modification, the branch-and-bound approach is able to search exhaustively through the partitioned space $\bigcup_{k=1}^{M} \mathcal{A}_k$ one event at a time. The reduced sample space in each event $\mathcal{A}_k$ makes the branch-and-bound approach much more efficient than the original algorithm alone.

With a properly chosen nonuniform partition $\{\mathcal{A}_k\}$ of 50–200,000 events, the branch-and-bound approach generally results in upper bounds of the asymptotic order $+3$ higher than the original $UB_i$, and is capable of exhaustively enumerating small stopping sets of sizes $+1$ to $+3$ larger than the capability of the original algorithm. With the improved efficiency, we are able to determine the minimal stopping distance and enumerate exhaustively all minimum stopping sets for many rate-$1/2$ LDPC codes of practical length $n \approx 500$.

### C. BER Versus FER

Thus far, all our discussions have been based on the perspective of each individual bit. We either construct an upper bound on the BER $p_i$, or enumerate exhaustively all minimum stopping sets involving bit $x_i$. Upper bounds for the average BER can be easily obtained by taking averages over upper bounds for individual bits. An equally interesting problem is to upper-bound the FER. In this subsection, we briefly discuss how to upper-bound the FER or to enumerate exhaustively the minimum stopping sets from the frame perspective.

We again rely on the Boolean expression framework. By noticing that the frame error detector is simply the binary OR of all individual bit detectors, we have $f_{FER}(y) = \bigvee_{i=1}^{n} f_i(y)$, which is yet another iterative decoding function. Since Algorithm 2 is applicable to all iterative decoding functions, the upper bound $UB_{FER}$ and the exhaustive list of minimum stopping sets can be obtained by directly applying Algorithm 2 on $f_{FER}(y)$. A graphical interpretation of $f_{FER}(y)$ can be obtained by introducing an auxiliary variable and check node pair $(x_0, y_0)$ such that the new variable node $x_0$ is punctured and the new check node $y_0$ is connected to all $n + 1$ variable nodes from $x_0$ to $x_n$. The FER of the original code now equals the BER $p_0$ of variable node $x_0$ and can be upper-bounded by Algorithm 2. An efficient and straightforward partition $\{\mathcal{A}_k\}_{k \in \{1, \ldots, n+1\}}$ for the branch-and-bound approach is

$$\forall k \in \{1, \ldots, n\}, \mathcal{A}_k := \{y : y_{i-1} = 0, y_k = 1\},$$

and $\mathcal{A}_{n+1} := \{y : y = 0\}$. (9)

All our FER results are based on the above partition or on a finer partition derived from the above basic partition.

**Remark:** Since the FER depends only on the worst bit performance, it is generally easier to construct tight UB_{FER} for the FER than for the BER. Although it is computationally more challenging to find the bit-wise upper bounds/exhaustive lists of
minimum stopping sets, the bit-wise information provides detailed performance prediction for each individual bit and is of great importance during code optimization and analysis [37], [18].

D. Exhaustively Enumerating Minimum k-Out Trapping Sets

The Algorithm:

We are now ready to generalize the bit-wise minimum stopping set exhaustive search algorithm for minimum k-out trapping sets in a frame-wise perspective. We start by converting our bit-wise stopping set exhaustive search algorithm to its frame-wise counterpart. Namely, using the procedures described in the previous sections, one is able to obtain an efficient algorithm taking inputs \( H, t \), and a list of punctured bits \( \mathbf{x}_p = \{ x_p \} \), and outputting \( (X_{\min}, u_{\min}) \). If the minimal size of the stopping sets is within the searchable range \( t \), \( X_{\min} \) is an exhaustive list of the frame-wise minimum stopping sets and \( u_{\min} \) is the corresponding minimal size. If the minimal stopping distance is beyond the searchable range \( t \), then \( X_{\min} = \emptyset \) and \( u_{\min} = t \). We denote this algorithm as the minimum stopping set exhaustive search SSSES(\( H, t, x_p \)). The minimum k-out trapping set exhaustive search algorithm is then described in Algorithm 3.

Algorithm 3 A minimum k-out trapping set exhaustive search algorithm based on SSSES(\( H, t, x_p \))

1: **Input:** \( H \) and \( t \).
2: **Initialization:** \( X_{\min} \leftarrow \emptyset \) and \( u_{\min} \leftarrow t \).
3: **repeat**
4: Based on the Tanner graph, select \( k \) edges connecting to \( k \) distinct check nodes and denote them as \( \{(x_{i_1}, c_{j_1}), \ldots, (x_{i_k}, c_{j_k})\} \).
5: if there is no edge between \( x_{i_{k'}} \) and \( c_{j_{k'}} \) for any \( k' \neq k'' \), then
6: Construct a new \( H' \) by removing all columns \( i \) in \( H \) that satisfy both 1) \( i \neq i_a, \forall a = 1, \ldots, k \) and 2) \( \exists a \in \{1, \ldots, k\} \) such that \( H_{j_a i} = 1 \).
7: Construct a new \( H'' \) by removing rows \( j_a, \forall a = 1, \ldots, k \) from \( H' \).
8: Let the punctured bits be \( \mathbf{x}_p \leftarrow \{ x_{i_a} : a = 1, \ldots, k \} \).
9: \((X_{\text{temp}}, w_{\text{temp}}) \leftarrow \text{SSSES}(H'', t, x_p)\).
10: if \( w_{\text{temp}} + k < u_{\min} \) then
11: \( X_{\min} \leftarrow X_{\text{temp}} \circ x_p \) and \( u_{\min} \leftarrow w_{\text{temp}} + k \).
12: else if \( w_{\text{temp}} + k = u_{\min} \) then
13: \( X_{\min} \leftarrow X_{\min} \cup (X_{\text{temp}} \circ x_p) \).
14: end if
15: end if
16: **until** all possible selections of \( k \) distinct edges are exhausted.
17: **Output:** \( X_{\min} \) and \( u_{\min} \).

\[ \uparrow: \] The “\( \circ \)” operation is defined as follows. Any element in \( X \circ x_p \) is of the form \( x \cup x_p \) for some \( x \in X \).

**Theorem 5:** The output of Algorithm 3 is an exhaustive list of minimum k-out trapping sets if the minimal k-out trapping distance is \( \leq t \).

**Proof:** The if condition in Line 5 ensures that the \( k \) edges chosen in Line 4 are legitimate choices of the \( k \) “extrinsic” edges in any k-out trapping sets since each \( c_{j_k} \) is connected to one and only one \( x_{i_k} \).

Line 6 ensures that all variable nodes connected to those \( c_{j_k} \) (excluding the selected \( x_{i_k} \) are hardwired to 0). Therefore, we can simply remove those corresponding columns while we search for the minimum stopping sets of the remaining graph. Line 7 further strips away those extrinsic edges \( (x_{i_k}, c_{j_k}) \). Puncturing in Line 8 forces the SSSES algorithm to focus exclusively on minimum stopping sets that contain \( x_p \). Combining the above modifications, any minimum stopping set in \( H'' \) corresponds to a minimum k-out trapping set in \( H \). By exhaustively considering all ways of choosing the \( k \) extrinsic edges, the proof is complete. See Fig. 7 for illustration of this behavior.

With a fixed search range \( t \), the complexity of Algorithm 3, although being polynomial with respect to \( n \), grows on the order of \( \mathcal{O}(n^k) \), which makes the above algorithm less appealing for cases of large \( k \). Using the efficient SSSES(\( H, t, x_p \)) proposed in this paper, the proposed algorithm is capable of identifying minimum k-out trapping sets for short practical codes \( n \approx 500 \) with \( k = 1, 2 \).

On the other hand, for commonly used LDPC codes with many low-degree variable nodes, the dominating error patterns are generally those k-out trapping sets with small \( k \leq 4 \), as noted in [6]. In the same paper, it has been shown that for a rate 51/64, \( n = 4096 \) almost-regular code, more than 55% of the FER is contributed by the minimum k-out trapping sets with \( k = 0, 1, 2 \), equivalent to the \((10, 0), (9, 1), (8, 2)\) near-code-words respectively [6, Fig. 5]. Additional numerical examples will be reported in Section VII, including the exhaustive enumeration of all minimum 2-out trapping sets of size 8 for the \((155, 64, 20)\) Tanner code [29].
**Some Remarks:**

Two final remarks on the efficiency and algorithmic issues are as follows.

*Remark 1:* The core of our results is the bit-wise Algorithm 2. The efficiency of this bit-based algorithm can be further improved for codes with special automorphism structures, including the Margulis codes, the Ramanujan–Margulis codes, the lifted LDPC codes based on permutation matrices, etc. Taking the cyclically lifted LDPC codes with lifting factor $L$ as an example, the complexity of Algorithm 3 for $k$-out trapping sets can be reduced by a factor of $L$, which makes our algorithm especially suitable for the protograph codes based on small base codes with high lifting factor $L$.[52]

*Remark 2:* For large $k$, exhaustively enumerating minimum $k$-out trapping sets becomes tricky especially when the minimal variable node degree is $\leq k$. If a single variable node $v$ is of degree $\deg(v) \leq k$, then $\{v\}$ itself is the minimum $k$-out trapping set and would thus dominate the outputs of Algorithm 3 and make the results useless. For example, searching for minimum 2-out trapping sets of an irregular code with degree-2 nodes always returns trapping sets containing single degree-2 nodes. A simple remedy is to carefully select the $\{(x_{11}, c_{11}), \ldots, (x_{1k}, c_{1k})\}$ of interest in Line 4 of Algorithm 3 and preclude uninteresting combinations. A more effective method would require unambiguous definitions of "nontrivial" $k$-out trapping sets and is currently under investigation.

**VII. NUMERICAL EXPERIMENTS**

The numerical experiments will be divided into four categories: i) non-sparse codes, ii) LDPC codes with random construction, iii) error-floor optimized LDPC codes, and iv) algebraically constructed codes. We use SSES and $k$-$TSES$ as shorthand for the minimum stopping set exhaustive search and the minimum $k$-out trapping set exhaustive search algorithms discussed in the previous sections.

A. Non-Sparse Codes

1) The $(23, 12)$ Binary Golay Code: The standard parity-check matrix of the Golay code is described by

$$[H', I], \text{ where } I \text{ is an } 11 \times 11 \text{ unity matrix and } H' \text{ is as follows:}$$

$$H = [H', I], \quad H' = \begin{bmatrix}
100111000111 \\
101011011001 \\
101101010101 \\
111010101010 \\
110011101000 \\
110101100011 \\
111011010110 \\
111100011011 \\
011111111111
\end{bmatrix}. $$

The minimal stopping distance of the Golay code is 4 and all 130 minimal stopping sets can be found by the proposed SSES in 2 seconds. All bits are involved in at least one stopping set of size 4 and thus their BERs are of similar magnitudes. Fig. 8 compares the upper bound (UB), the composite upper bound (C-UB) determined by the branch-and-bound method in Section VI-B, the Monte Carlo simulation (MC-S), and the tight lower bound (LB), for bits 0, 5, and 20. As illustrated, C-UB and LB tightly bracket the MC-S results, which shows that the UB and C-UB are capable of decoupling even non-sparse Tanner graphs with plenty of cycles. However, the non-sparcity slows down SSES considerably, compared to sparse LDPC codes of similar sizes, due to the higher frequency of invoking the pivoting rule. Nonetheless, the proposed SSES still demonstrates superior performance when compared to the naive brute-force search. For comparison, the extremely short codeword length of the Golay code makes it still possible to use the naive brute-force search, which requires $\left(\frac{23^7}{4}\right) = 400,314$ trials.

B. LDPC Codes With Random Construction

1) A $(3,6)$ LDPC Code With $n = 50$: A $(3,6)$ LDPC code with $n = 50$ is randomly generated, and the UB, the C-UB, the MC-S, and the tight LB are performed on bits 0, 26, and 19, as plotted in Fig. 9, and the statistics of all 50 bits are provided in Table I(a). The UB is tight in the asymptotic order for all bits while for 34 bits, the UB is also tight in multiplicity. Among the 16 bits for which UB is not tight in multiplicity, 11 bits are within a factor of three of the actual multiplicity, which is
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The asymptotic (order, multiplicity) pairs of the UB, the C-UB, and the actual BER are V41: (4, 1), V26: (6, 2, 4, 6, 2), and V19: (7, 135), (7, 10), (7, 5).

obtained from the bit-wise exhaustive list of minimum stopping sets obtained from the SSES.

In contrast with the Golay code example, the tight performance can be attributed to the sparse connectivity of the corresponding Tanner graph. The smaller sizes of variable and check node degrees result in a considerably smaller decoding tree and fewer chances of invoking the pivoting rule, both of which favor significantly the SSES algorithm. As can be seen in Fig. 9(right), the composite approach C-UB possesses the greatest advantage over simple UBs that are not tight in multiplicity. The C-UB and the LB again tightly bracket the asymptotic performance.

2) A (3,6) LDPC Code With n = 72: The UB, the C-UB, the MC-S, and the tight LB are applied to bits 41, 25, and 60, as plotted in Fig. 10. The asymptotic (order, multiplicity) pairs of the UB, the C-UB, and the actual BER are V41: (4, 1), V25: (7, 1), and V60: (7, 19), (8, 431), (8, 11).

3) A (3,6) LDPC Codes With n = 144: Complete statistics of all 144 bits are presented in Table I(c), and we start to see many examples (101 out of 144 bits) in which the simple UB is not able to capture the asymptotic order and we have to resort to the C-UB for tighter results. It is worth noting that even the simple UB is able to identify some bits with BER of order over simple UBs that are not tight in multiplicity. The C-UB and the LB again tightly bracket the asymptotic performance.

C. The Error-Floor Optimized LDPC Codes

For the randomly constructed LDPC codes in the previous examples, the frame-wise minimal stopping distances range from 2 to 4, which does not present any challenge for the proposed frame-wise SSES. That is the reason why we deliberately omitted the discussion of the frame-wise minimum stopping set.

7For the bit-wise brute-force search, since the target bit is always included, we need only to search through \( \binom{144}{8} \) possibilities instead of \( \binom{144}{8} \).
exhaustive enumeration in the previous examples and focused mainly on using the SSES as a bit-wise exhaustive search or a bit-wise upper bound. For the following, we consider randomly constructed regular and irregular codes that have been optimized for the error-floor performance by some other algorithms so that their frame-wise minimal stopping distances are between 8 and 13. The SSES will provide exhaustive lists of minimum stopping sets. $k$-TSES will also be applied to different codes of length $\approx 500$. This range of codeword lengths is large enough to be considered practical and is beyond the reach of any naive brute-force search algorithm. On the other hand, it is still short enough so that its minimum stopping/trapping sets can be exhaustively enumerated by the proposed SSES and $k$-TSES algorithms.

The codes discussed herein are optimized by the code annealing method, presented in a companion paper [18], that uses the exhaustive lists of minimum stopping/trapping sets generated by SSES and $k$-TSES as the objective functions for error-floor optimization. For all the Monte Carlo simulation results, 100 frame error events are observed for each simulation point.

**Regular (3, 6) LDPC Codes on BECs:**

**Experiment 1: An Optimized (3, 6) LDPC Code With $n = 64$:** Using the exhaustive list as the objective function, its minimal stopping distance has been optimized to 8. Even for codes of this small size 64, a brute-force search requires $\binom{64}{8} \approx 4.43 \times 10^9$ computations. All 89 minimum stopping sets are identified by SSES, and the exhaustive list provides a tight lower bound $89 \times e^8$ for the FER. The corresponding Monte Carlo simulation results and the tight lower bound are plotted in Fig. 11. For comparison, the girth for any (3, 6) code of length $n = 64$ is upper-bounded by 6, counting both variable and check nodes, while the minimum stopping set of this code consists of eight variable nodes. This is a concrete example showing the limitations of using girth as an objective function. Among all (3, 6) codes with $n = 64$, many codes are “girth-optimal” but only a tiny fraction of them has $d_S \geq 8$. Even with a limited attainable girth size (three variable nodes), one can still construct codes with much larger minimal stopping distances once we directly use the minimal stopping distance itself as the objective function.

**Experiment 2: A Randomly Chosen (3, 6) LDPC Code With $n = 512$:** It is well known that regular (3, 6) codes generally have better error-floor performance with random construction than irregular codes with many degree-2 variable nodes. We arbitrarily choose one realization from the random code ensemble. This $n = 512$ (3, 6) code has minimal stopping distance $d_S = 11$ with multiplicity 1. The SSES is able to identify the only one minimum stopping set, and the resulting tight lower bound coincides with Monte Carlo simulation when $\epsilon \leq 0.3$; see Fig. 11. Using Monte Carlo simulation, one can also identify the same minimum stopping set, but cannot claim with 100% certainty that there is no other stopping set of size 11, which is a major distinction between the proposed SSES algorithm and any randomized enumeration algorithm, e.g., the error impulse methods.

**Experiment 3: An Optimized (3, 6) LDPC Code With $n = 512$:** An optimized (3, 6) code with $n = 512$ is constructed by using the exhaustive list of minimum stopping sets as the objective function. After optimization, all stopping sets of size $\leq 12$ are removed. The minimal stopping distance must be $\geq 13$. One stopping set of size 24 is observed during the Monte Carlo simulation, which gives us an upper bound on the minimal stopping distance. As can be seen in Fig. 11, for this optimized code with minimal stopping distance $\geq 13$,
no error floor can be observed by software simulations until FER $= 10^{-7}$.

**Irregular LDPC Codes on BECs:**

A more interesting subject is irregular LDPC codes with degree distributions optimized for threshold performance [11], which turns out to be the most computationally friendly instance for the proposed SSES algorithm. For rate-1/2 irregular codes of length 512, the searchable range $t$ can be extended to 13, which is +2 better than its regular code counterpart. All irregular codes considered in this subsection have the following variable and check node degree distributions [11] optimized for threshold performance:

$$\lambda_1(x) = 0.41667x + 0.16667x^2 + 0.41667x^5$$

and

$$\rho_1(x) = x^5,$$

which has asymptotic erasure probability threshold $e^* \approx 0.4775$ [53]. Codes of different codeword lengths and construction methods are discussed as follows and their results are illustrated in Fig. 12. For comparison, to enumerate exhaustively all stopping sets of size 13 for an $n = 576$ code requires $(576)^{13} \approx 1.08 \times 10^{35}$ trials if a naive brute-force approach is adopted.

**Experiment 4: An Optimized $n = 72$ Irregular LDPC Code:**

Using the above $(\lambda_1, \rho_1)$ degree distributions, an irregular code is constructed with optimized minimal stopping distance $d_\text{S} = 8$ as described in [18], and all of the 71 minimum stopping sets can be identified. Both codes in Experiments 1 and 4 are of minimal stopping distance 8 and of similar sizes, which shows that although there are inherently many “bad” irregular codes, the error floor of “good” irregular codes is still comparable to that of good regular codes, provided proper optimization is performed using the exhaustive list of minimum stopping sets as the objective functions.

**Experiment 5: An Optimized $n = 576$ Irregular LDPC Code:**

Using the same $(\lambda_1, \rho_1)$ degree distributions with $n = 576$, one can construct an irregular code with minimal stopping distance 13 [18]. All 104 minimum stopping sets have been identified by the SSES algorithm and a tight lower bound is provided. For comparison, we also plot the FER curve of a typical irregular code of the same degree distributions $(\lambda_1, \rho_1)$. At $e = 0.3$, an improvement by a factor 10,000 is seen when compared to the typical code performance.

**Irregular LDPC Codes on Gaussian Channels:**

We focus our trapping set discussions on binary-input additive white Gaussian noise channels (BiAWGNCs). Namely, the observation vector $y = (1 - 2x) + \sigma n$, where 1 is an all-one vector, $n$ is a standard Gaussian vector with unity covariance matrix, and $1/\sigma^2$ is the signal to noise (power) ratio. Only irregular LDPC codes will be considered and their common degree distributions, optimized for threshold performance, are as follows:

$$\lambda_2(x) = 0.31961x + 0.27603x^2 + 0.01453x^5 + 0.38983x^6$$

and

$$\rho_2(x) = 0.50847x^5 + 0.49153x^6$$

with an asymptotic threshold $\sigma^* \approx 0.3375$ [53]. All the minimum stopping sets or $k$-out trapping sets are identified by the SSES and $k$-TSES discussed previously. The corresponding Monte Carlo simulation results are in Fig. 13.

**Experiment 6:** “Rand” is an $n = 512$ code arbitrarily chosen from the $(\lambda_2, \rho_2)$ irregular code ensemble with an additional
constraint that there are no parallel edges in the corresponding bipartite Tanner graph. Without any graph optimization, the performance is not impressive for irregular codes of this short length. To further pinpoint the cause of the bad performance, its corresponding (min_size,multiplicity) of the k-out trapping sets for k = 0, 1 respectively, are: “Rand” (2, 1), (2, 8); “SS Opt” (13, 40); (5, 4); “TS+SS Opt” (11, 12); (10, 24). Eighty decoding iterations are performed and 100 error events are observed for each simulation point.

Remark: When applied to codes of larger sizes, e.g., n ≥ 1000, the searchable range t of the SSES and k-TSES also increases when compared to n ≈ 500 codes due to the larger girth. Nevertheless, the minimal stopping/trapping distances for longer codes generally grow faster than the searchable range t and fewer tight results can be obtained for the error-floor optimized regular/irregular codes of length n ≥ 1000.

D. Algebraically Constructed Codes

We apply the exhaustive search algorithms to the following well-studied codes: the (155, 64, 20) Tanner code [29], the Ramanujan–Margulis (2184, 1092) code with q = 13 and p = 5 [47], and the (672, 330) Margulis code with p = 7 [48]. Since all these codes are regular codes of minimal variable node degree 3, the 2-out trapping set exhaustive search is performed in addition to the stopping set and the 1-out trapping set exhaustive search.

1) The (155, 64, 20) Tanner Code: The minimal Hamming distance of this code is known to be 20, which is computed by MAGMA, a software suite, taking advantage of the corresponding algebraic structure [54]. One can easily locate a stopping set of size 18 by Monte Carlo simulation, which serves as an upper bound on the minimal stopping distance. The SSES and k-TSES are then performed for different types of error-prone patterns of this code.

For stopping sets (0-out trapping sets), all candidates of size ≤ 12 have been exhaustively examined and none of them is a stopping set, which results in a lower bound of 13 on the minimal stopping distance. For 1-out trapping sets, all candidates of size ≤ 11 have been exhaustively examined and none of them is a 1-out trapping set, which results in a lower bound of 12 on the minimal 1-out trapping distance. For 2-out trapping sets, we are able to enumerate exhaustively all 465 minimum 2-out trapping sets, which are of size 8. All 465 minimum 2-out trapping sets

Fig. 13. Monte Carlo simulations for irregular (λ2(x), p2(x)), n = 512 codes with different constructions: “Rand,” “SS Opt,” and “TS+SS Opt” as described in Experiments 6, 7, and 8, respectively. Their corresponding (min_size,multiplicity) of the k-out trapping sets for k = 0, 1, respectively, are: “Rand” (2, 1), (2, 8); “SS Opt” (13, 40); (5, 4); “TS+SS Opt” (11, 12); (10, 24). Eighty decoding iterations are performed and 100 error events are observed for each simulation point.
can be obtained from the following five representatives by the automorphisms discussed in [29]:

\begin{align*}
&7, 17, 19, 33, 66, 76, 128, 140 \\
&7, 31, 33, 37, 44, 65, 100, 120 \\
&1, 19, 63, 66, 105, 118, 121, 140 \\
&44, 61, 65, 73, 87, 98, 137, 146 \\
&31, 32, 37, 94, 100, 142, 147, 148.
\end{align*}

Recently, the instanton analysis in [9] and [16] identified some dominating error patterns, called *instantons*. Each of the reported instantons contains one minimum 2-out trapping set as a substructure. These results again confirm that the dominating error patterns are generally \(k\)-out trapping sets with small \(k\).

2) *The Ramanujan–Margulis* (2184, 1092) Code \(q = 13, p = 5\): MacKay et al. [7] first pointed out there is a codeword of Hamming weight 14 for the Ramanujan–Margulis (2184, 1092) code with \(q = 13\) and \(p = 5\). By the automorphism of the code, there are at least 1092 codewords of such weight. Using a refinement of the error impulse method, Hu et al. [33] also identified the same 1092 codewords for the Ramanujan–Margulis (2184, 1092) code. The remaining question is whether there is any other codeword of equal or smaller Hamming weight. There are at least two approaches to answering this question: one is to use the algebraic structure of the Ramanujan–Margulis code and mathematically prove that there is no other codeword of equal or smaller weight. The second approach is by exhaustive search over all possible codewords of smaller weights.

Our SSES algorithm shows that there are "only" 1092 stopping sets of size 14 and there is no stopping set of smaller size. Since any codeword must be a stopping set, the minimal Hamming distance of the Ramanujan–Margulis (2184, 1092) code must be 14 and its multiplicity must be 1092. What MacKay et al. and Hu et al. found are indeed the minimum codewords.

We also exhaustively search for this code’s \(k\)-out trapping sets for \(k = 1, 2\), respectively. All candidates for 1-out trapping sets of size \(\leq 12\) and all candidates for 2-out trapping sets of size \(\leq 9\) have been examined and none of them is a trapping set, which results in lower bounds of 13 and 10 on the minimal 1 and 2-out trapping distances, respectively. The lack of trapping sets of small sizes explains why the dominating error event of the Ramanujan–Margulis (2184, 1092) code concerns the small codewords instead of the small near-codewords.

3) *The (672,336)* Code With \(p = 7\) [48]: It is known that this code has a codeword of length 16 [9]. The SSES and \(k\)-TSES are again performed to search for the error-prone patterns of this code.

For stopping sets, the SSES shows that there is no stopping set of size \(\leq 13\). For \(k\)-out trapping sets, there is no 1-out trapping set of size \(\leq 12\) and there is no \(2\)-out trapping set of size \(\leq 9\). Since no exhaustive list of any type of minimum error-prone patterns can be obtained, our results serve only as lower bounds on the sizes of minimum error-prone patterns. For comparison, all stopping sets observed by the Monte Carlo simulation are of size \(\geq 16\) and no tighter upper bound can be obtained for the minimal stopping distance. Combined with our results, the minimal stopping and the Hamming distances of the (672, 336) Margulis code are between 14 and 16.

Results for the three algebraically constructed codes are summarized in Table II.

**Note:** The SSES and \(k\)-TSES are directly applied to these codes without taking advantage of their algebraic structures except for the automorphism as discussed in the final remarks of Section VI-D.

### VIII. CONCLUSION AND FUTURE RESEARCH

In this paper, the problem of exhaustively enumerating minimum error-prone patterns for arbitrary finite-length LDPC codes has been discussed, and efficient exhaustive search algorithms have been proposed for both the minimum stopping sets and the minimum trapping sets for general channels. The algorithm, based on the decoding tree of the iterative decoder, is equivalent to a narrowing search of minimum error-prone patterns. The optimality of the algorithms has been proven and several improvements have been made to further improve the efficiency, including a composite branch-and-bound approach. All the proofs and derivations are based on the proposed Boolean expression framework for iterative decoding functions over binary erasure channels. Extensive numerical experiments have been conducted on different codes, including randomly constructed codes, error-floor optimized codes, and algebraically constructed codes. For rate-1/2 codes of short practical lengths \(n \approx 500\), both the minimum stopping sets and the minimum trapping sets can be enumerated exhaustively. The exhaustive list of error-prone patterns finds applications in code behavior analysis, upper- and lower-bounding code performance, and error-floor optimization.

The NP-completeness of the minimum trapping set exhaustive search problem has also been established, which shows the inherent hardness of the problem. The NP-completeness statement is genuinely an asymptotic worst case analysis and implies that there is little chance that an efficient algorithm for exhaustively enumerating minimum stopping/trapping sets exists for
long LDPC codes. However, it does not preclude the existence of efficient algorithms for codes of short lengths. The algorithms discussed in this work serve as the first successful step for codes of short practical lengths. We conclude this paper by providing a short, noncomprehensive list of potential improvements.

1) Several parts of the existing algorithms can be further improved, including but not limited to a better design of the socket-finding module and the partitioning events for the composite branch-and-bound approach. The effects of different partitioning events on the efficiency of the algorithms can easily be as large as a factor of 100. With a considerable amount of design freedom over the partitioning events, we believe the full power of the branch-and-bound approach has not been realized. One possible approach is to use the information from the Monte Carlo simulation as a design guideline for partitioning events.

2) Better implementations with different data structures, machine-optimized software codes, or even a hardware implementation of the algorithms could improve the applicable range of the proposed algorithms to $n \approx 1000$ or larger, which will have even broader impact on finite length LDPC code analysis and design.

3) The minimum trapping sets are the error-floor-determining factor for general channels, and the sizes of interest are generally less than 15, as opposed to the minimum stopping distances of interest, which are generally 15–30. The above reasons make the exhaustive search for trapping sets an especially appealing problem due to its practical importance and its much smaller search range. In this work, the minimum trapping set exhaustive search problem has been solved by the reduction to minimum stopping set exhaustive enumeration. Directly designing algorithms for the minimum trapping set exhaustive search algorithm would further enhance its performance and extend its applications to longer codes.

**APPENDIX I**

**A Proof of The Correctness of Algorithm 2**

The proof of the correctness of Algorithm 2 consists of the following two steps. For any $\mathcal{T}$ constructed by Algorithm 2 after $t$ iterations, let $f_{\mathcal{T},t}(y)$ denote the corresponding iterative decoding function (after appending the dummy leaf units). We will show that i) $E\{f_{\mathcal{T},t}(y)\}$ is no larger than the UB computed by Algorithm 2, and ii) the decoding function $f_t(y) \leq f_{\mathcal{T},t}(y)$ for all $y$. Since ii) is a restatement of Theorem 3, we will prove i) in this appendix by the following two propositions and leave ii) to Appendix II.

**Proposition 4:** In the tree $\mathcal{T}$ generated by Algorithm 2, all messages entering the same variable nodes must be independent. Namely, if $g(y)$ and $h(y)$ entering the same variable node $v$, then they share no common determining variable.

**Proof:** A stronger statement of the above proposition is that the youngest common ancestor of any two variable nodes with the same active inputs must be a check node. A simple proof that this new statement implies the proposition is as follows. Suppose there exist two distinct, dependent messages $g(y)$ and $h(y)$ entering the same variable node $v$. Then $g(y)$ and $h(y)$ share at least one common determining variable, denoted by $y_k$, and there must be at least one variable node with active observation $y_k$ in each of the subtrees of $g(y)$ and $h(y)$. Pick one such variable node from each subtree. The youngest common ancestor of the selected pair of variable nodes is thus $v$, which contradicts the assumption that the youngest common ancestor of any pair of variable nodes with the same active observation is always a check node.

We then prove by induction that all youngest common ancestors, if they exist, are check nodes. During the initialization, there is only one root variable node with active observation $y_0$, and there must be at least one variable node with active observation $y_k$ in $\mathcal{T}$, and the above statement obviously holds. Suppose the statement holds after $t$ iterations of the REPEAT-UNTIL loop in Line 2. For the $(t+1)$th iteration of adding a $(c_i,y_k)$ leaf unit into $\mathcal{T}$, we use the same notation as in Algorithm 2 for which $v^p$ denotes the existing variable node with active input $y_k$ and jointly $v$ (the variable node in the newly added $(c_i,y_k)$ leaf unit) and $v^s$ have a common youngest ancestor $\text{yc}(v,v^p)$. Consider two separate cases: $\text{yc}(v,v^p)$ is a check node and $\text{yc}(v,v^p)$ is a variable node. For the case in which $\text{yc}(v,v^p)$ is a check node, no pivoting is involved so one needs only to show that after adding $v$ there is no other variable node $v'$ with active observation $y_k$ such that the youngest common ancestor of $v$ and $v'$ is a variable node. We prove this statement again by contradiction. Suppose there exists such a $v'$. Since $\text{yc}(v,v^p)$ is the youngest of all common ancestors and is a check node, $\text{yc}(v,v^p)$ must be a strict descendent of $\text{yc}(v,v')$. Therefore, $\text{yc}(v,v')$ must equal $\text{yc}(v,v^p)$. The above implies that $\text{yc}(v,v')$ is a variable node, which contradicts the induction assumption that after $t$ iterations all youngest common ancestors of any pair of variable nodes with the same active observation must be check nodes.

Before proving the case in which $\text{yc}(v,v^p)$ is a variable node, we first show that if $\text{yc}(v,v^p)$ is a variable node, then before pivoting, there are exactly two messages $g(y)$ and $h(y)$ entering $\text{yc}(v,v^p)$ such that they share a single common determining variable $y_k$. A short argument is as follows. Since $\text{yc}(v,v^p)$ is a youngest common ancestor of nodes $v$ and $v^p$, there must be two interior-node-disjoint paths from $\text{yc}(v,v^p)$ to $v$ and $v^p$, which implies that $v$ and $v^p$ must contribute to different messages entering $\text{yc}(v,v^p)$. Therefore, there are at least two incoming messages having $y_k$ as their determining variables. Suppose there is another message $g(y)$ entering $\text{yc}(v,v^p)$ which also has $y_k$ as its determining variable. Then there must be a variable node $v''$ with active $y_k$ in the subtree corresponding to $g(y)$. Then $\text{yc}(v'',v')$ must equal $\text{yc}(v,v^p)$, which contradicts the induction assumption $\text{yc}(v'',v')$ being a check node. Moreover, the same argument also shows that all variable nodes with active input $y_k$ and in the subtree rooted at $\text{yc}(v,v^p)$ must be within the subtrees corresponding to the two messages $g(y)$ and $h(y)$.

To show that after pivoting (i.e., when $\text{yc}(v,v^p)$ is a variable node) the same statement holds, we first note that after pivoting, all variable nodes with active input $y_k$ are replaced either by 0 or by 1 with the only exception being the root of the left subtree; see Fig. 6 for illustration. Suppose after pivoting there exist two variable nodes $v'$ and $v''$ with active input $y_k$
and the tree structure outside the two duplicated subtrees remains unchanged, one of \( v' \) and \( v'' \) must be the root of the left subtree, say \( v' \), and the other node \( v'' \) must not be in the left and right subtrees of Fig. 6. Otherwise, the induction assumption does not hold. Since \( v'' \) cannot be a strict descendant of \( yca(v, v') \) as \( yca(v, v') \) must carry only two incoming messages, \( yca(v', v'') \) must be a strict ancestor of \( yca(v, v') \). The facts that after pivoting, \( v'' \) is not a descendant of \( yca(v, v') \) and that \( yca(v', v'') \) is a strict ancestor of \( yca(v, v') \) imply that before pivoting, the youngest common ancestor of nodes \( v' \) and \( v'' \) is also \( yca(v', v'') \), which contradicts the assumption of induction.

Another possibility is that after pivoting, there exist two active nodes \( v' \) and \( v'' \), both of which are accepting the same free observation \( y_k, \chi \neq k \), and the youngest common ancestor of \( yca(v', v'') \) is a variable node. We consider the following four cases concerning the tree configuration after pivoting: (a) neither \( v' \) nor \( v'' \) are ancestors of \( yca(v, v') \), (b) one of them, say \( v' \), is a descendant of \( yca(v, v') \) while the other is not, (c) both of them are in the same left (or right) subtree, and (d) \( v' \) and \( v'' \) are in the left and the right subtrees, respectively. For case (a), we first note that the pivoting rule affects only the descendents of \( yca(v, v') \). Therefore, \( v' \) and \( v'' \) are intact during pivoting and their youngest common ancestor must be a check node due to the induction assumption. For case (b), the youngest common ancestor of \( v' \) and \( v'' \) after pivoting must be an ancestor of \( yca(v, v') \) since \( v' \) is a descendant of \( yca(v, v') \) but \( v'' \) is not. Since \( v' \) must be obtained from a variable node with active \( y_k \) input during the tree-duplicating step of pivoting, we use \( v'' \) to denote the corresponding variable node of \( v' \) before pivoting. Then the \( yca(v', v'') \) (after pivoting) is also the youngest common ancestor of \( yca(v', v'') \) (before pivoting). Therefore \( yca(v', v'') \) must be a check node. For case (c), since \( v' \) and \( v'' \) are in the same left (or right) subtree, their youngest common ancestor must also be in the same left (or right) subtree. As a result, the relative locations among \( v' \) and \( v'' \), and their youngest common ancestor must be preserved during pivoting. By the induction assumption, \( yca(v', v'') \) is a check node as well. For case (d), the youngest common ancestor of \( v' \) and \( v'' \) is the check node of degree 2 taking the two subtrees as its children. For all cases (a)-(d), the youngest common ancestor between \( v' \) and \( v'' \) must be a check node.

From the above reasoning, after \((t+1)\) iterations, all youngest common ancestors of any pair of variable nodes with the same active observation must be check nodes. Proposition 4 is thus proved by induction.

**Proposition 5:** The UB_\( i \) computed in Algorithm 2 is an upper bound on \( E \{ f_{T,0}(y) \} \). Furthermore, UB_\( i \) is of the same asymptotic order as that of \( E \{ f_{T,1}(y) \} \).

**Proof:** By Proposition 4, all messages entering the variable nodes are independent, and one can thus use Rule 0 to compute the exact expectation of the outgoing message of a variable node. On the other hand, Rule 1 gives us an upper bound on the expectation of the outgoing message of a check node, namely

\[
E \{ f_{c}(y) \} \leq UB_{E \{ f_{c}(y) \}} = E \{ g(y) \} + E \{ h(y) \} - E \{ g(y) \} E \{ h(y) \}.
\]

Using Rule 0 for \( E \{ f_{c}(y) \} \) and Rule 1 for \( E \{ f_{c}(y) \} \), we are able to compute their upper bounds assuming we know the expectations of all input messages, which are unfortunately not available and are the quantities to be bounded. Fortunately, both Rule 0 and Rule 1 are monotonically increasing functions with respect to the input expectations. We can thus substitute all input expectations with their upper bounds and obtain the iterative upper bounding formula

\[
UB_{E \{ f_{C}(y) \}} = UB_{E \{ g(y) \}} + UB_{E \{ h(y) \}} - UB_{E \{ g(y) \}} UB_{E \{ h(y) \}}
\]

which is as if we were computing the expectation value by blindly assuming all messages were independent. Since the only inequality involved is from Rule 1, which induces no order loss, UB_\( i \) is an upper bound on \( E \{ f_{T,1}(y) \} \) tight in asymptotic order.

**APPENDIX II**

**THE PROOF OF THEOREM 3**

The proof of Theorem 3 is based on a tree-revealing argument, the description of which needs the following lemma and notation.

For any infinite-sized tree \( T \) corresponding to an iterative decoding function \( f_T(y) \), a localized subtree of \( T \) is defined as a subtree \( \mathcal{U} \) sharing the same root as \( T \). The function \( f_T(y) \) is computed by appending any open sockets of \( \mathcal{U} \) by dummy leaf units. Since for BECs, revealing more symbols always improves the performance, we have the following self-explanatory lemma.

**Lemma 1:** If \( \mathcal{U} \) is a localized subtree of \( T \), then \( f_{T,1}(y) \geq f_T(y) \) for all \( y \in \{0,1\}^n \).

**Proof of Theorem 3:** We use \( T_k \) to denote the finite tree \( T \) of Algorithm 2 after \( t \) iterations of the REPEAT-UNTIL loop. We will sequentially construct a series of infinite-sized trees \( \mathcal{T}_k \) for each \( T_k \) is a localized subtree of \( T_k \) for all \( t \). (Any infinite-sized trees are denoted with an overline.)

The first entry of the series of infinite-sized trees is defined as \( \mathcal{T}_0 = \mathcal{T} \), where \( \mathcal{T} \) denotes the infinite-sized tree corresponding to the iterative decoder \( f_T(y) \). By noting that \( \mathcal{T}_0 \), containing a \((0,0)\) leaf unit, is a localized subtree of \( T_0 \) and by Lemma 1, we have

\[
f_{T,0}(y) = f_{T,1}(y) \geq f_{T,0}(y) = f_{T,1}(y) \forall y \in \{0,1\}^n.
\]

We now consider the situation after the first iteration, which naturally consists of two cases corresponding to whether pivoting is performed or not during the first iteration. For the simpler case, in which \( yca(v, V') \) is a check node and no pivoting is performed, define \( \mathcal{T}_1 = \mathcal{T}_0 \) to be the second entry of the series of infinite-sized trees. By observing that \( \mathcal{T}_1 \) is obtained from \( \mathcal{T}_0 \) by adding another leaf unit that was previously in \( \mathcal{T}_0 \) but not in \( \mathcal{T}_0 \), we have that \( \mathcal{T}_1 \) is a localized subtree of \( \mathcal{T}_1 = \mathcal{T}_0 \), and \( \mathcal{T}_0 \) is a localized subtree of \( \mathcal{T}_1 \). Therefore

\[
f_{T,1}(y) = f_{T,0}(y) \geq f_{T,1}(y) = f_{T,0}(y) = f_{T,1}(y), \forall y \in \{0,1\}^n.
\]
The more interesting case is when pivoting is performed. Let \( \mathcal{T}_{0,5} \) denote the tree after adding another leaf unit but before pivoting. By Lemma 1, we have \( f_{\mathcal{T}_{0,5}}(\mathbf{y}) = f_{\mathcal{T}_0}(\mathbf{y}) \geq f_{\mathcal{T}_{0,5}}(\mathbf{y}) \).

Since pivoting only transforms the original tree \( \mathcal{T}_{0,5} \) into its equivalent form \( \mathcal{T}_1 \), we have \( f_{\mathcal{T}_{1,1}}(\mathbf{y}) = f_{\mathcal{T}_1}(\mathbf{y}) = f_{\mathcal{T}_{0,5}}(\mathbf{y}) \) for all possible \( \mathbf{y} \). Furthermore, the same pivoting operation can be applied to the infinite-sized \( \mathcal{T}_0 \). When applying pivoting to \( \mathcal{T}_0 \), we limit the replacement of active inputs in Line 10 to those variable nodes in \( \mathcal{T}_0 \) that are also in \( \mathcal{T}_1 \). Use \( \mathcal{T}_1 \) to denote the end result after pivoting. By the same reason that pivoting does not change the function, we will have \( f_{\mathcal{T}_{1,1}}(\mathbf{y}) = f_{\mathcal{T}_1}(\mathbf{y}) \). By noting that \( \mathcal{T}_1 \) is again a localized subtree of \( \mathcal{T}_{1,1} \), (10) holds for the case in which pivoting is performed as well. The above completes the proof of the induction from \( t = 0 \) to \( t = 1 \). The induction from \( t \)th iteration to \((t+1)\)th iteration follows analogously. The proof of Theorem 3 is complete.

\[ \square \]

APPENDIX III

PROOF OF THEOREM 4

Theorem 4 is the culmination of all analyses of Algorithm 2, the proof of which needs the following concepts/notations in addition to those established in Appendices I and II.

The Transcribed Tree \( \mathcal{T} \):

Following the same notation as in Appendix II, let \( \mathcal{T}_{v_i} \) denote the infinite-sized tree corresponding to the iterative decoder \( f_{\mathcal{T}}(\mathbf{y}) \). Denote a series of localized finite subtrees of \( \mathcal{T}_{v_i} \) by \( \{\mathcal{T}_{v_i,0}, \ldots, \mathcal{T}_{v_i,s}, \ldots\} \) such that \( \mathcal{T}_{v_i,0} \) contains only one \((\emptyset, v_i)\) leaf unit. \( \mathcal{T}_{v_i,s+1} \) can be iteratively constructed from \( \mathcal{T}_{v_i,s} \) by adding a single leaf unit to \( \mathcal{T}_{v_i,s} \). Note: Unlike Algorithm 2, no pivoting is performed this time. \( \mathcal{T}_{v_i,s} \) simply includes more and more leaf units of \( \mathcal{T}_{v_i} \) as \( s \) becomes large.

Again let \( \mathcal{T}_t \) denote the tree resulting from Algorithm 2 after \( t \) iterations of the REPEAT-UNTIL loop in Line 2. We then have the following definition.

Definition 4: For any \( t \) and \( s \), if the corresponding Boolean functions \( f_{\mathcal{T}_t}(\mathbf{y}) \) and \( f_{\mathcal{T}_{v_i,s}}(\mathbf{y}) \) are identical for trees \( \mathcal{T}_t \) and \( \mathcal{T}_{v_i,s} \), then we say the \( \mathcal{T}_t \) tree, resulted from Algorithm 2, is transcribed from the \( \mathcal{T}_{v_i,s} \) tree.

Namely, \( \mathcal{T}_t \) is of a different structure than \( \mathcal{T}_{v_i,s} \) but is equivalent to \( \mathcal{T}_{v_i,s} \) from the output value perspective. We say that Algorithm 2 transcribes \( \mathcal{T}_t \) from \( \mathcal{T}_{v_i,s} \).

The Balanced Growing SF Module:

A balanced growing socket finding (SF) module is defined as follows.

Definition 5 (The Balanced Growing SF Module): With the assumption that Algorithm 2 is combined with the pruning rules in Section V-A, an SF module is balanced growing with respect to the series \( \{\mathcal{T}_{v_i,0}, \ldots, \mathcal{T}_{v_i,s}, \ldots\} \) if there exists an increasing sequence of time instances \( t_1 < t_2 < \ldots < t_s < \ldots \), such that \( \mathcal{T}_{t_s} \) is a transcribed tree of \( \mathcal{T}_{v_i,s} \) for all \( s \in \mathbb{N} \).

Proposition 6: The balanced growing SF module exists for any sequence \( \{\mathcal{T}_{v_i,0}, \ldots, \mathcal{T}_{v_i,s}, \ldots\} \).

Proof: This proposition will be proved by explicit construction.

When \( s = 0 \), simply set \( t_0 = 0 \). Since \( \mathcal{T}_{t_0} \) contains only a \((\emptyset, v_i)\) leaf unit and is identical to \( \mathcal{T}_{v_i,0} \), \( \mathcal{T}_{t_0} \) is a transcribed tree of \( \mathcal{T}_{v_i,0} \). Proposition 6 holds for \( s = 0 \).

Suppose Proposition 6 holds for the general \( s \)th entry, i.e., \( \mathcal{T}_{v_i,s} \) is a transcribed tree of \( \mathcal{T}_{v_i,s} \). Suppose further that \( \mathcal{T}_{v_i,s+1} \) is obtained from \( \mathcal{T}_{v_i,s} \) by adding a \((c_j, v_k)\) leaf unit. Using the notation of Appendix II, let \( \mathcal{T}_t \) denote the infinite-sized tree after \( t \) iterations, of which \( \mathcal{T}_t \) is a localized subtree.

We first note that the pivoting operation involves duplicating trees, which results in a one-to-many relationship between nodes in the original tree and nodes in the pivoted tree. Due to the fact that the pivoting operation may be performed many times before arriving at \( \mathcal{T}_t \), there may be more than one leaf unit in \( \mathcal{T}_t \) but not in \( \mathcal{T}_{v_i,s} \) that correspond to the \((c_j, v_k)\) leaf unit that will be added to \( \mathcal{T}_{v_i,s} \). All these leaf units are adjacent to \( \mathcal{T}_t \) and are candidates for the next to-be-added leaf unit at the \( (t+1) \)th iteration of Algorithm 2. We denote these leaf units by \((c_j, v_k)\), \((c_j, v_k)\), \((c_j, v_k)\), \ldots \((c_j, v_k)\). If all these leaf units can be added to \( \mathcal{T}_t \) successfully, we will obtain a \( \mathcal{T}_{v_i,s+1} \) that is a transcribed tree of \( \mathcal{T}_{v_i,s+1} \), which completes the proof of Proposition 6. So the remaining question is how to add all of them successfully to \( \mathcal{T}_t \).

For the \( (t+1) \)th iteration, we design the SF module in Line 3 to choose \((c_j, v_k)\). If the resulting \( \text{SCA}(v, V') \) is a check node, no pivoting will be performed and \((c_j, v_k)\) is added to \( \mathcal{T}_t \) directly without any unexpected side effects. \((w-1)\) leaf units \((c_j, v_k), (c_j, v_k), \ldots, (c_j, v_k)\) remain. For the case in which the resulting \( \text{SCA}(v, V') \) is a variable node, pivoting will be performed and subtrees will be duplicated. Some leaf units in the previous remaining list \((c_j, v_k), \ldots, (c_j, v_k)\) are duplicated as well, and the overall effect may be a longer list of remaining leaf units \((c_j, v_k), \ldots, (c_j, v_k), (c_j, v_k), \ldots, (c_j, v_k)\). We use the last \( w_d \) nodes to denote the duplicated leaf units resulting from pivoting. This node duplication effect presents the major challenge of adding all \((c_j, v_k)\) into \( \mathcal{T}_t \). The design goal is to have an SF module that does not result in an ever-increasing list of \((c_j, v_k)\).

Without loss of generality, we assume that \((c_j, v_k), \ldots, (c_j, v_k)\) are the \( w_d \) leaf units in \( \mathcal{T}_t \) that will be duplicated by the left and the right subtrees in Fig. 6(b). After pivoting, the original leaf units are duplicated and have identical copies in the left and the right subtrees. We use the first \( w_d \) leaf units \((c_j, v_k), \ldots, (c_j, v_k)\) to represent the corresponding leaf units in the right subtree, and use \((c_j, v_k), \ldots, (c_j, v_k)\) for the corresponding leaf units in the left subtree. For the \((t+2) \)th iteration, the SF module locates \((c_j, v_k)\) as the next-to-be-added leaf. Since the root of the left subtree, denoted by \( v \), has an active observation \( y_k \), the \( \text{SCA}(v, V') \) resulted from adding \((c_j, v_k)\) is simply \( y_k \). By invoking Rule 4 instead of Rule 2, no pivoting is necessary and we can directly include \((c_j, v_k)\) by replacing its active input \( y_k \) by 1. By adding the remaining \((c_j, v_k), \ldots, (c_j, v_k)\) into \( \mathcal{T}_{v_i,s+1} \) sequentially, and noting that only Rule 4 will be invoked, we are able to shorten the list of the remaining leaf units to
In terms of function
rounds of message exchanging, the finite tree denoted the first such that the breadth-first search has completed. We have constructed an SF module that for all \( n \), its corresponding balanced growing SF module is then an optimal SF module satisfying Theorem 4, the justification of which is as follows.

Let \( \mathcal{S}_0 \) denote the first \( s \) such that the breadth-first search has visited all nodes of depth \( 2n \). Since the iterative decoder stops after at most \( n \) rounds of message exchanging, the finite tree \( \mathcal{T}_{\mathcal{S}_0, \mathcal{S}_0} \) is equivalent to the infinite tree \( \mathcal{T}_{\mathcal{S}_0} \) in terms of function outputs. The balanced growing SF module guarantees that after a finite time \( t_0 = \mathcal{S}_0 \), \( \mathcal{T}_{\mathcal{S}_0, \mathcal{S}_0} \) is a transcribed tree of \( \mathcal{T}_{\mathcal{S}_0, \mathcal{S}_0} \). Therefore, \( f_{\mathcal{S}_0}(y) = f_{\mathcal{T}_{\mathcal{S}_0, \mathcal{S}_0}}(y) = f_{\mathcal{T}_{\mathcal{S}_0}}(y) = f_{\mathcal{T}_{\mathcal{S}_0}}(y) \) for all \( y \). The proof is complete.

Proof of Theorem 4: With the concept of balanced-growing SF modules, the proof of Theorem 4 becomes straightforward. We construct a series of finite trees \( \{ \mathcal{T}_{\mathcal{S}_0, \mathcal{S}_0}, \ldots, \mathcal{T}_{\mathcal{S}_n, \mathcal{S}_n} \} \) by the breadth-first search. Its corresponding balanced growing SF module under this construction is thus balanced growing. The proof is complete.
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