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Abstract—The problem of network coding with two simple unicast sessions is considered for general directed acyclic graphs. An explicit graph-theoretic characterization is provided for the feasibility of whether two symbols at different sources can be simultaneously transmitted to the designated sinks via network coding. The existence of a routing scheme is equivalent to finding edge-disjoint paths. Similarly, in this paper it is proven that the existence of a network coding scheme is equivalent to finding paths with controlled edge overlaps, and the characterization includes the well-studied butterfly graph as a special case. Various generalizations and implications are discussed based on the constructive nature of the flow-based conditions. For example, it is shown that a linear network coding scheme using only six paths is as effective as any non-linear network coding scheme.

I. INTRODUCTION

Maximizing information exchange over communication networks has been a major subject among both the information theory and the networking societies. Network coding, a new paradigm allowing information duplicating and mixing in the intermediate nodes [1], [2], has demonstrated significant throughput advantage over routing algorithms, which traditionally regard information as unsplittable commodities.

For transmission with multiple coexisting sessions originated from different sources, coding has to be performed both within and across different sessions, and the benefit of network coding is clearly demonstrated in the butterfly graph of [1], [3]. In comparison to the single session scenario, the capacity region of multi-session network coding [4] has been less understood, and only for very special graphs can we characterize the capacity region, such as directed cycles [5], degree-2 three-layer directed acyclic networks [6], and special bipartite undirected graphs [5].

Necessary conditions for the existence of network coding solutions, also regarded as the outer bound of the capacity region, have recently been proposed based on the generalized edge cut condition of the underlying graph and the associated information-theoretic arguments, including fundamental regions in the entropy space [7], entropy calculus [8], the network-sharing bound [6], the information dominance condition [5], and the edge-cut bounds [9]. The achievability results, i.e., the inner bound of the capacity region, is generally determined by linear programming in a similar fashion to that of solving fractional multi-commodity flow, including the butterfly-based construction [10] and the pollution-treatment with powerset-based flow division [11]. The capacity region of a special conservative requirement is studied in [12].

We consider the simplest multi-session network coding over general directed acyclic networks, for which two symbols are transmitted simultaneously to the two designated sinks respectively. It is well known that the existence of a routing scheme is equivalent to finding edge-disjoint paths. In this paper, we prove an analogous result that the existence of a network coding scheme is equivalent to finding paths with controlled edge overlaps, and the characterization includes the well-studied butterfly graph as a special case. Our results show that when only inter-session coding is considered, the complexity of finding a good coding solution lies in finding the good paths rather than finding good encoding functions. The constructive nature of flow conditions also prompts new practical schemes realizing the promised improvement of network coding, including the add-up-&-reset scheme considered herein. Various implications and generalizations to linear/non-linear network coding and transmission of vectors of symbols are discussed as well.

II. THE MAIN RESULT

A. Settings

We consider finite, directed, acyclic graphs (DAGs) \( G = (V, E) \). An edge \( e = (u, v) \in E \) is an ordered pair of nodes, for which \( u \) and \( v \) are termed as the tail and the head of \( e \) respectively. A path \( P \) from node \( u \) to \( v \) is defined as an ordered set of edges \( \{(u, w_1), (w_1, w_2), \ldots, (w_n, v)\} \subseteq E \) such that the head of the previous edge is the tail of the next edge. We sometimes use the notation \( P_{u,v} \) to emphasize the terminal nodes \( u \) and \( v \). For a collection of paths \( \mathcal{P} = \{P_1, \ldots, P_k\} \) and a given edge \( e \in E \), the edge-share number
of $e$ is defined as $\text{es}_P(e) = |\{P \in P : e \in P\}|$, i.e., the number of paths that use edge $e$.

We consider the following network coding problem with two simple unicast sessions: Given a finite DAG $G = (V, E)$ and two source-sink pairs $(s_1, t_1)$ and $(s_2, t_2)$, whether two single symbols $X_1$ and $X_2$, emanating from $s_1$ and $s_2$ respectively, can be “transmitted” to $t_1$ and $t_2$ simultaneously within a single time slot. It is assumed that each edge is capable of carrying only one symbol per time slot, and there is no transmission delay.

Both $X_1$ and $X_2$ are drawn from a finite field $\text{GF}(q)$ with sufficiently large $q$, see [14], [15] and the reference therein. Since the size of $q$ is not of our primary interest, the readers may safely assume that $X_1$ and $X_2$ take integer values instead, provided a sufficiently large $q$ is adopted.

Throughout the paper, we also assume that both $P_{s_1,t_1}$ and $P_{s_2,t_2}$ exist, which can be checked within polynomial time. Otherwise simultaneous transmission is simply impossible.

In this paper, we focus solely on achieving simultaneous unsplitable transmission of two symbols within a single time slot, and therefore, time-sharing, or equivalently fractional routing/coding, is beyond the scope of consideration. The time-sharing issue will be briefly addressed in Section V-C.

B. The Main Result

A graph-theoretic characterization on the feasibility of simultaneous transmission of two symbols in one time slot using linear network coding is provided as follows.

Theorem 1: A linear network coding scheme exists if and only if one of the following two conditions holds.

- [Condition 1] There exists a collection $P$ of two paths $P_{s_1,t_1}$ and $P_{s_2,t_2}$, such that $\max_{e \in E} \text{es}_P(e) \leq 1$.
- [Condition 2] There exist a collection $P$ of three paths $\{P_{s_1,t_1}, P_{s_2,t_2}, P_{s_2,t_1}\}$, and a collection $Q$ of three paths $\{Q_{s_1,t_1}, Q_{s_2,t_2}, Q_{s_1,t_2}\}$, such that $\max_{e \in E} \text{es}_P(e) \leq 2$ and $\max_{e \in E} \text{es}_Q(e) \leq 2$.

To our knowledge, Theorem 1 is the first characterization of the feasibility of inter-session linear network coding for general DAGs, which is based on the constructive flow conditions instead of the pessimistic cut conditions. Theorem 1 serves as a first step toward generalizing the well understood min-cut max-flow characterization for the multicast network coding problem. An information-decomposition-based construction that simplifies the coding solution (similar to that for multicast network coding [16]) can thus be derived on the basis of this new necessary and sufficient condition.

The “if” and “only if” directions of Theorem 1 will be discussed in the following sections respectively, in which we will use Conditions 1 and 2 to refer to the two separate conditions in Theorem 1. The generalization of Theorem 1 to non-linear network coding will be provided in Section V-B.

III. SUFFICIENT CONDITION FOR LINEAR NETWORK CODING

A. The Butterfly

If only traditional routing algorithms are allowed, the network transmission problem is equivalent to the 2-edge-disjoint-path problem characterized by Condition 1.

The benefit of adopting coding during the network transmission is clearly demonstrated by the simple butterfly graph (Fig. 1(a)) first depicted in the seminal paper of [1]. Most of the existing (theoretical or empirical) research developments rely on identifying the butterfly sub-structure within a graph to demonstrate the capacity gain [5], proving the inner bound of the capacity region [10], [6], or on devising practical schemes for realizing the promised throughput improvement [17].

Before proving the sufficiency of Theorem 1, we first provide a graph-theoretic condition (Theorem 2) in terms of paths and the corresponding edge-share number, such that any graph satisfying Theorem 2 either admits routing algorithms or contains a butterfly as its substructure, the latter of which prompts the existence of good linear network coding schemes.

Theorem 2 (Butterfly Condition): A linear network coding scheme exists if one of the following two conditions holds.

- There exists a collection $P$ of two paths $P_{s_1,t_1}$ and $P_{s_2,t_2}$, such that $\max_{e \in E} \text{es}_P(e) \leq 1$.
- There exists a collection $P$ of four paths $P_{s_1,t_1}$, $P_{s_2,t_2}$, $P_{s_2,t_1}$, and $P_{s_1,t_2}$, such that $\max_{e \in E} \text{es}_P(e) \leq 2$.

The second condition also guarantees that the underlying graph $G$ contains a butterfly as its substructure.

Remark 1: By definition, Theorem 2 can be viewed as a corollary of the strictly stronger Theorem 1. Hence the proof of Theorem 2 is omitted.

Remark 2: Theorem 2 has converted the butterfly identification problem into a path finding problem similar to that for the traditional routing problem. Efficient coding schemes can
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Fig. 1. Two examples of graphs benefited from network coding and their corresponding network coding schemes.
then be devised based on individual paths rather than on the butterfly substructure.

B. Beyond The Butterfly

As simple as the butterfly is, not all graphs suitable for network coding can be characterized by a butterfly or have a butterfly as its substructure. One simple example is the “grail graph” and its corresponding linear network coding scheme, as depicted in Fig. 1(b). It can be easily verified that the grail graph contains no butterfly as its substructure and it does not satisfy Theorem 2. On the other hand, the following choice of six paths satisfies Condition 2 in Theorem 1:

\[
\begin{align*}
P_{s_1, t_1} &= s_1 v_1 v_2 v_3 v_4 t_1 \\
P_{s_1, t_2} &= s_2 v_1 v_2 t_2 \\
P_{s_2, t_1} &= s_2 v_3 v_4 t_1
\end{align*}
\]

and Theorem 1 guarantees the existence of a good network coding scheme, as also demonstrated in Fig. 2(a). It can be easily verified that the grail graph induces the graph” and its corresponding linear network coding scheme, butterflies is sufficient and can be easily identified by finding a “complete” butterfly to realize the throughput improvement of network coding. The existence of two “half” butterflies is sufficient and can be easily identified by finding six paths with controlled edge overlaps.

C. The Add-Up-&-Reset Scheme

If Condition 1 in Theorem 1 is satisfied, then a traditional routing scheme is sufficient for simultaneous transmission. Without loss of generality, we may thus assume that only Condition 2 is satisfied and prove the sufficiency of Theorem 1 by constructing an add-up-&-reset scheme on the subgraph \(G’\) induced by the path collections \(P\) and \(Q\). All edges not involved in the six paths will remain inactive during the transmission. Serving only as a proof of the sufficiency, we do not minimize the path selections as did in [16].

As a linear network coding scheme, the message \(M\) along any edge is a linear combination \(M = c_1 X_1 + c_2 X_2\) of the to-be-transmitted symbols \(X_1\) and \(X_2\), and we use the corresponding coding vector \(M = (c_1, c_2)\) as shorthand. To ensure the computability of network coding, the outgoing message, as a two-dimensional vector, must be in the span of all incoming messages. We use \(M_e\) to denote the message along a specific edge \(e\).

The “add-up stage” of the proposed add-up-&-reset scheme uses the following mixing rules for an edge \(e\):

- If all the incoming messages of \(e\) are identical (including the case when there is only one incoming message), then \(m_e\) is identical to the incoming messages.
- Suppose one of the incoming messages (denoted by \(M_1, \ldots, M_m\)) is different. Choose \(M_e\) such that \(M_e = a_1 M_1 + \cdots + a_m M_m\) for some strictly positive integer coefficients \(a_1\) to \(a_m\), such that \(M_e\) is linearly independent of any other messages \(M_{e’}\) for those \(e’\) not in the downstream of \(e\).

Several properties of the add-up stage, as illustrated in Fig. 2(a), can be proved and are stated as follows.

1) The integer coefficients described in the second rule always exist.
2) If two messages \(M_1\) and \(M_2\) are not identical, they are linearly independent.
3) For a message along a single edge \(e\), its originating edge is defined as an upstream edge \(e’\) of \(e\) such that \(M_e = M_{e’}\) and \(e’\) is the furthest away from \(e\).\(^1\) If two messages \(M_1\) and \(M_2\) are identical, they must have the same originating edge.
4) Along any edge that is reachable from \(s_i\), the \(i\)-th component of the corresponding message must be a strictly positive integer.

A new “reset” operation is then introduced to complete the construction, for which we use Fig. 2(a) as an illustrative example. After the add-up stage, depending on whether each receiver is receiving different messages, we have the following three cases.

Case 1: Both \(t_1\) and \(t_2\) are receiving different messages. By the second property of the add-up stage, both \(t_1\) and \(t_2\) are able to decode \(X_1\) and \(X_2\) respectively, and the simultaneous transmission is achieved. The add-up stage alone is sufficient.

Case 2: Suppose only \(t_2\) is receiving different messages generated from the add-up stage while the messages entering \(t_1\) are identical, which is the case of Fig. 2(a). The latter condition implies the messages along the last edges of the three paths \(P_{s_1, t_1}, P_{s_2, t_1}\), and \(Q_{s_1, t_1}\) must be identical. From the third property of the add-up stage, the three identical messages are originated from a common edge. We use \((u, w)\) to denote the originating edge, which is \((v_3, v_4)\) in Fig. 2(a). Then we perform the “reset-to-\(X_1’\)” operation on \((u, w)\), namely, the message along \((u, w)\) is now reset to \((1, 0)\) as illustrated in Fig. 2(b). Properties 2 and 4 ensure that this reset operation

\(^1\)The “originating edge” is similar to the root of the coding subtrees in the line graph discussed in [16].
is always possible. The messages along the downstream edges of \((u, w)\) are then re-encoded according to the two rules of the add-up stage.

Since it is \((u, w)\) that originates the three identical messages received by \(t_1\), it can be easily shown that after applying the reset operation, \(t_1\) receives \(X_1\) perfectly, as illustrated in Fig. 2(b). However, the effect of the reset operation may ripple through the network and affect the received messages of \(t_2\).

We need some new properties of the add-up-\&-reset scheme to complete the proof:

1) Property 1 of the add-up stage still holds.
2) Property 2 of the add-up stage still holds.
3) If two messages \(M_1\) and \(M_2\) are identical, they must have the same originating edges, or they must be of value \((1, 0)\).
4) Along any edge that is reachable from \(s_2\) without using edge \((u, w)\), the second component of the corresponding message must be a strictly positive integer.

If after the reset operation, \(t_2\) still receives different messages, then by Property 2, \(t_2\) is able to decode \(X_2\).

If after the reset operation, \(t_2\) begins to receive identical messages, which means either all its messages are originated from a common edge or all its messages have value \((1, 0)\) according to the new Property 3. The former case is not possible since the fact that \(t_2\) was receiving different messages before applying the reset operation implies that the messages reaching \(t_2\) must not have been originated from a single edge. The latter case is also impossible since Condition 2 in Theorem 1 implies that \(P_{s_2,t_2}\) cannot use edge \((u, w)\) and the new Property 4 thus guarantees a non-negative second component for the message along the last edge of \(P_{s_2,t_2}\). From the above reasoning, \(t_2\) must receive different messages and \(X_2\) can be decoded.

Case 3: The last case is when both \(t_1\) and \(t_2\) receive identical messages during the add-up stage. Two reset operations will be performed. By analyzing the ripple effects of the two reset operations and the properties after the add-up and reset stages, it can be shown that the two reset operations will not interfere with each other and both sinks can decode the desired symbols successfully. The detailed proof is omitted due to the lack of space.

In practice, the add-up stage can be easily implemented by probabilistic coefficient assignments, and at most two reset operations will be performed. The simplicity of the add-up-\&-reset scheme shows that similar to the routing problem, the bottleneck of the complexity of linear network coding resides in finding paths with minimal overlaps rather than in constructing effective encoding schemes.

IV. NECESSARY CONDITION FOR LINEAR NETWORK CODING

Sketch of the proof of “ECESSARY” in Theorem 1: We sketch the proof of the existence of \(P\) only and the existence of \(Q\) can be obtained by symmetry.

Since \(t_1\) and \(t_2\) are able to recover \(X_1\) and \(X_2\), the existence of \(P_{s_1,t_1}\) and \(P_{s_2,t_2}\) is certain. If \(P_{s_1,t_1}\) and \(P_{s_2,t_2}\) do not share any edge, then Condition 1 is satisfied. If they share any edge, then Condition 1 may not be satisfied but \(P_{s_2,t_1}\) must exist. Without loss of generality, the existence of \(P_{s_2,t_1}\) is assumed.

For the following, we consider a special path \(P_{s_2,t_2}\), which is constructed by tracing the non-zero \(X_2\) coefficient backward along the linear network coding. Take Fig. 1(b) as an example, the corresponding backward path is \(P_{s_2,t_2} = t_2p_2v_1s_2\).

Based on the above \(P_{s_2,t_2}\), we will construct two paths \(P_{s_1,t_1}\) and \(P_{s_2,t_1}\) such that Condition 2 is satisfied. We first find arbitrarily a pair of paths \(P^{(1)}_{s_1,t_1}\) and \(P^{(1)}_{s_2,t_1}\). If Condition 2 is not satisfied, then there exists at least one violating edge \(e\) such that all three paths share \(e\). If there exist more than one such \(e\), these violating edges can be ordered by their positions in \(P_{s_2,t_2}\). Pick the \(e\) that is the closest to \(t_2\) and denote it by \(e^{(1)}\). We can then construct another pair \(P^{(2)}_{s_1,t_1}\) and \(P^{(2)}_{s_2,t_1}\) based on \(P^{(1)}_{s_1,t_1}\) and \(P^{(1)}_{s_2,t_1}\) such that the closest violating edge \(e^{(2)}\) (if exists) is strictly further away from \(t_2\) than \(e^{(1)}\). By repeatedly applying the above construction, we can find a pair \(P^{(n)}_{s_1,t_1}\) and \(P^{(n)}_{s_2,t_1}\) within a finite number of iterations such that Condition 2 is satisfied.

V. IMPLICATIONS & GENERALIZATIONS

A. Complexity

Since the \(k\)-pair edge-disjoint path problem for DAGs can be solved in polynomial time [13], Theorem 1 implies the following complexity result.

Corollary 1: For DAGs, deciding the feasibility of simultaneous transmission of two symbols via network coding can be solved in polynomial time.

Proof: The feasibility problem can be solved by replacing each edge by two parallel edges with the same head and tail and running the polynomial time 3-pair EDP algorithm [13] two times for \(P\) and \(Q\) respectively.

It is worth mentioning that the add-up-\&-reset coding scheme can be decided in polynomial time as well. Decentralized coding scheme (given the path selections) is also possible by similar treatment of the information-decomposition technique in [16]. The NP-completeness for growing \(k\), the number of source-sink pairs, is proved in [18].

B. Generalization to Non-Linear Network Coding

Theorem 1 can be further strengthened to non-linear network coding, provided that the special \(P_{s_2,t_2}\) used in the proof in Section IV is constructed via backward tracing messages with non-zero conditional mutual information \(I(M; X_2|X_1)\). We then have the following theorem.

Theorem 3: Theorem 1 holds verbatim for non-linear network coding as well. Namely, a non-linear network coding scheme exists if and only if either Condition 1 or Condition 2 is satisfied.

The above theorem shows that in the simple setting considered herein, linear network coding is as effective as non-linear network coding.

Some corollaries of Theorems 1 and 3 are provided as follows.
Corollary 2: If there exists a linear (or non-linear) coding scheme to transmit two symbols simultaneously in a finite DAG, there exists a linear network coding scheme using only six paths during transmission.

Corollary 3: The network-sharing bound stated in [Theorem 1, [6]] is tight in the simple setting considered herein. Namely, if the simultaneous transmission is not feasible, then there exists a cut for which the corresponding network sharing bound is violated.

C. Simple Generalization to Multiple Sessions

The 2-symbol simultaneous transmission problem can serve straightforward as a building block for more complicated cases described as follows. Consider \( n \) source-&-sink pairs and each source \( s_i \) would like to transmit \( d_i \) symbols to the corresponding sink \( t_i \) within one “time frame” over a finite DAG. Each edge is capable of transmitting \( c_e \) symbols per time frame with no transmission delay. Both \( d_i \) and \( c_e \) are positive integers. This setting includes the fractional routing/network coding (resulted by time-sharing) as special cases. One analogy of viewing time-sharing as a special coding scheme is that time-division multiple-access is simply a special case of code-division multiple-access.

We then have an inner bound of the capacity region, which is a strict improvement over the previous bound in [10].

Corollary 4: The rate vector \((d_1, \ldots, d_n)\) is feasible if the original graph \( G \) can be viewed as a superposition of one graph \( G_r \) and many graphs \( G_p \)'s such that (i) routing is performed for every \((s_i, t_i)\) pair in \( G_r \), (ii) pairwise linear network coding across \((s_i, t_i)\) and \((s_j, t_j)\) is performed in each \( G_p \) individually, and (iii) the transmission rates \((d_1, \ldots, d_n)\) can be supported. The necessary and sufficient condition for \( G_r \) is the existence of a sufficiently large number of edge-disjoint paths, while the necessary and sufficient condition of each \( G_p \) is as stated in Theorem 1.

VI. CONCLUSION AND FUTURE DIRECTIONS

In this paper, we have investigated the problem of network coding for the case of two simple unicast sessions for directed acyclic graphs, and provided an explicit characterization of the simultaneous transmissions of two symbols for different source and sink pairs. We have shown that the existence of a network coding scheme is equivalent to finding paths with controlled edge overlaps. Our results show that when only inter-session coding is considered, the complexity of network coding lies in finding good paths rather than finding good encoding functions. This result may pave the way for more practical solutions for implementing network coding. We now briefly outline some related topics that are outside the scope of this paper that we are currently investigating.

1) Corollary 4 can certainly be improved by considering, in addition to pairwise inter-session coding, also the intra-session coding among symbols originated from the same source. In this case, we expect to have similar flow-based conditions, which can further push the inner bound toward the true capacity region.

2) The efficient computation of the inner bound in Corollary 4 (analogous to that provided in [10]) is critical in terms of quantifying the benefit of network coding. A linear-programming based algorithm is a straightforward byproduct of our flow-based characterization Theorem 1.

3) An elegant practical “butterfly-seeking” implementation of network coding is provided in [17] to realize the capacity region within the inner bound of [10]. An immediate extension of this work will be to develop a path-based practical scheme that will fulfill the new achievable capacity inner bound of Corollary 4.

4) A major goal of our investigation is to develop efficient distributed linear network coding schemes for arbitrary numbers of source-sink unicast pairs. We believe that the approach described herein is a precursor to being able to characterize the achievable capacity for such systems.
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