
Final Exam of ECE302, Prof. Wang’s section
3:20–5:20pm Thursday, May 5, 2011, CL50 224.

1. Please make sure that it is your name printed on the exam booklet. Enter your
student ID number, e-mail address, and signature in the space provided on this
page, NOW!

2. This is a closed book exam.

3. You have two hours to complete it. The students are suggested not spending too
much time on a single question, and working on those that you know how to solve.

4. There are 16 pages in the exam booklet. Use the back of each page for rough work.

5. Neither calculators nor help sheets are allowed.
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Question 1: [20%, Work-out question] Consider a random variable X. The probabilities
X = 1 and X = −1 are 1/2 and 1/2, respectively. We are not able to directly observe X.
Instead, we observe Y = X + N where N is a random variable with probability density
function

fN(n) = 0.5e−|n|. (1)

X and N are independent.

1. [10%] Find out the linear MMSE estimator of X given Y = y. That is, your answer
should be a function X̂lin.MMSE(y).

Note: If you do not know how to solve this problem, write down what MMSE stands
for and you will receive 4 points.

2. [10%] Find out the MMSE estimator of X given Y = y. That is, your answer should
be a function X̂MMSE(y).

Note: If you do not know how to solve this problem, answer which estimator has
better performance: a MMSE estimator or a linear MMSE estimator. You will
receive 2 points.





Question 2: [10%, Work-out question] X1, X2, and X3 are three independent standard
Gaussian random variable. Construct three new random variables by

Y1 = X1 + X2 + X3 (2)

Y2 = 2X1 −X2 −X3 (3)

Y3 = X2 −X3 (4)

1. [4%] Find the mean vector and the covariance matrix of (Y1, Y2, Y3).

2. [4%] Write down the joint pdf of (Y1, Y2, Y3).

Note: If you do not know the answer to this question, write down what type of
random is the (marginal) random variable Y1. You will receive 2 point.

3. [2%] Write down the condition pdf Y2 given Y1 = 5 and Y3 = 2.





Question 3: [5%, Work-out question]

1. [4%] X is a Poisson random variable with parameter α = 3. Y is a Poisson random
variable with parameter α = 5. X and Y are independent. Let Z = X + Y . Write
down the probability mass function pk of the Z random variable.

Also write down the characteristic function of Z.

Note: If you do not know the answer to the above question, you can instead assume
that both X and Y are independent binomial random variables with parameter
n = 2, p = 1/3. You can still get 3 point.

2. [1%] What does the acronym “i.i.d.” stand for?



Question 4: [10%, Work-out question] Demographically, 10% of the total population of
West Lafayette are Purdue students. To conduct an opinion poll, a statistician randomly
chooses 2500 residents of West Lafayette. What is the (approximate) probability that
more than 270 (out of the total 2500 samples) are Purdue students?

Note: You may need to use the facts that Q(1) = 0.1587, Q(4/3) = 0.0912, Q(5/3) =
0.0478, and Q(2) = 0.0228.





Question 5: [15%, Work-out question] A random process X(t) can be described by X(t) =
cos(π(t + Θ)), where Θ is a continuous random variable that is uniformly distributed on
the (0, 1) interval.

1. [7%] What is the probability X(0.5) > 0?

2. [6%] What is the correlation between X(0.5) and X(1)?

Note: You may need to use the following trigonometric formulas:

sin(α) sin(β) =
cos(α− β)− cos(α + β)

2
(5)

sin(α) cos(β) =
sin(α + β) + sin(α− β)

2
(6)

cos(α) cos(β) =
cos(α + β) + cos(α− β)

2
(7)

3. [2%] What is the definition of “correlation coefficient”?





Question 6: [10%, Work-out question] X is a Bernoulli random variable with parameter
p = 0.3. Conditioning on X = x0, Y is uniformly randomly distributed on the interval
(0, 1 + x0). Find the probability P (X + Y < 1).



Question 7: [10%, Work-out question]

1. [5%] X is a geometric random variable with p = 1/4. Find the conditional expecta-
tion E(X|X ≤ 2).

2. [5%] X is a binomial random variable with n = 2 and p = 1/3. Plot the correspond-
ing cdf FX(x) for the range of x = −1 to 3. Please carefully mark the solid and
empty end points of your piece-wise curve.



Question 8: [20%, Multiple choice question. There is no need to justify your answers]

1. [3%] X and Y are uniformly distributed in a unit square (0, 1) × (0, 1). We know
that Z = X + Y and W = X − Y . Are Z and W independent?

2. [3%] X and Y are independent Gaussian random variables with mX = 1, σ2
X = 1,

mY = −3, and σ2
Y = 1. We know that Z = X + Y and W = X − Y . Are Z and W

independent?

3. [3%] X is a Gaussian random variable with mX = 0.1, σ2
X = 1. Is the following

statement correct? “By the Markov inequality, we must have P (X ≥ 1) ≤ mX

1
=

0.1.”

4. [2%] Is the following statement true? “A 99% confidence interval is smaller than a
95% confidence interval.”

5. [2%] Suppose we know that a random variable X1 is independent of another random
variable X2, and X2 is independent of X3. Is the following statement true? “X1

and X3 must be independent.”

6. [2%] Suppose we know that two random variables X1 and X2 are uncorrelated; and
X2 and X3 are also uncorrelated. Is the following statement true? “X1 and X3 must
be uncorrelated.”

7. [2%] Is the following statement true? “Since a Maximum Likelihood (ML) detector
maximizes the likelihood function, it outperforms the MAP detector.”

8. [3%] Is the following statement true? “A cumulative distribution function FX(x) is
always non-decreasing and right continuous.”



ECE 302, Summary of Random Variables

Discrete Random Variables

• Bernoulli Random Variable

S = {0, 1}
p0 = 1− p, p1 = p, 0 ≤ p ≤ 1.

E(X) = p, Var(X) = p(1− p), ΦX(ω) = (1− p + pejω), GX(z) = (1− p + pz).

• Binomial Random Variable

S = {0, 1, · · · , n}
pk =

(
n
k

)
pk(1− p)n−k, k = 0, 1, · · · , n.

E(X) = np, Var(X) = np(1− p), ΦX(ω) = (1− p + pejω)n, GX(z) = (1− p + pz)n.

• Geometric Random Variable

S = {0, 1, 2, · · · }
pk = p(1− p)k, k = 0, 1, · · · .
E(X) = (1−p)

p
, Var(X) = 1−p

p2 , ΦX(ω) = p
1−(1−p)ejω , GX(z) = p

1−(1−p)z
.

• Poisson Random Variable

S = {0, 1, 2, · · · }
pk = αk

k!
e−α, k = 0, 1, · · · .

E(X) = α, Var(X) = α, ΦX(ω) = eα(ejω−1), GX(z) = eα(z−1).



Continuous Random Variables

• Uniform Random Variable

S = [a, b]

fX(x) = 1
b−a

, a ≤ x ≤ b.

E(X) = a+b
2

, Var(X) = (b−a)2

12
, ΦX(ω) = ejωb−ejωa

jω(b−a)
.

• Exponential Random Variable

S = [0,∞)

fX(x) = λe−λx, x ≥ 0 and λ > 0.

E(X) = 1
λ
, Var(X) = 1

λ2 , ΦX(ω) = λ
λ−jω

.

• Gaussian Random Variable

S = (−∞,∞)

fX(x) = 1√
2πσ2

e−
(x−µ)2

2σ2 , −∞ < x < ∞.

E(X) = µ, Var(X) = σ2, ΦX(ω) = ejµω−σ2ω2

2 .

• Laplacian Random Variable

S = (−∞,∞)

fX(x) = α
2
e−α|x|, −∞ < x < ∞ and α > 0.

E(X) = 0, Var(X) = 2
α2 , ΦX(ω) = α2

ω2+α2 .



Other Useful Formulas

Geometric series

n∑

k=1

a · rk−1 =
a(1− rn)

1− r
(1)

∞∑

k=1

a · rk−1 =
a

1− r
if |r| < 1 (2)

∞∑

k=1

k · a · rk−1 =
a

(1− r)2
if |r| < 1 (3)

Binomial expansion

n∑

k=0

(
n

k

)
akbn−k = (a + b)n (4)

The bilateral Laplace transform of any function f(x) is defined as

Lf (s) =

∫ ∞

−∞
e−sxf(x)dx.

Some summation formulas

n∑

k=1

1 = n (5)

n∑

k=1

k =
n(n + 1)

2
(6)

n∑

k=1

k2 =
n(n + 1)(2n + 1)

6
(7)
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