BERROU AND GLAVIEUX: NEAR OPTIMUM ERROR CORRECTING CODING AND DECODING
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Fig. 8. Decoding module (level p).
With the feedback decoder, the LLR A;(dj) generated by Binary
decoder DEC; is now equal to oot
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Finally, from (40), decoder DEC, extrinsic information 2, = ‘\ \ <
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The decoding delays introduced by the component decoders,
the interleaver and the deinterleaver imply that the feedback
piece of information 2, must be used through an iterative
. 0 1 2 3 4 5 Eb/No
process. theoretical (@B)
The global decoder circuit is made up of P pipelined limit

identical elementary decoders. The pth decoder DEC (Fig. 8)
input, is made up of demodulator output sequences (z), and
(y)p through a delay line and of extrinsic information (z),
generated by the (p—1)th decoder DEC. Note that the variance
o2 of (z), and the variance of Aj(d)) must be estimated at
each decoding step p.

For example, the variance o2 is estimated for each A?
interleaving matrix by the following:

M?
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o2 = e > (2| = me)? (48a)
k=1
where m, is equal to
1 M*?
me =0y |z (48b)
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Fig. 9. BER given by iterative decoding (p = 1,
encoder, memory v =
256 x 256.

~~~~~ 18) of arate R = 1/2
4, generators G1 = 37, G2 = 21, with interleaving

B. Interleaving

The interleaver is made up of an M - M matrix and bits {dy}
are written row by row and read following the nonuniform rule
given in Section III-B2. This nonuniform reading procedure
is able to spread the residual error blocks of rectangular
form, that may set up in the interleaver located behind the
first decoder DECq, and to give a large free distance to the
concatenated (parallel) code.

For the simulations, a 256.256 matrix has ben used and from
(19), the addresses of line ¢, and column 7, for reading are
the following:

ip =129(i + 5) mod - 256
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FIGURE 12.17: Simulation results for the Viterbi algorithm.
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