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Question 1: This question is regarding a sub-optimal message passing algorithm: “Gal-
lager Decoding Algorithm A.”

The “Gallager Decoding Algorithm A” works in a very similarly way as that of the
belief propagation algorithm. Basically, the output message maps for the initialization,
variable and check node message maps, and the final decision are
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where t0 is the number of total iterations and t is the index of current iteration, and fini,
fvar, fchk, and ffinal are specially designed functions.

The only difference between Gallager Decoding Algorithm A and Belief Propagation
is that instead of using the summation and the hyperbolic tangent functions, the message
maps have a simpler form, which are described as follows. Each message takes value in
one of the two values {−1, 1}. For the initialization map:
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For the final decision rule, in which we use m0 to denote m
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And if the final message is m
(t0)
i,final = 1, we declare X̂i = 0. If m
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X̂i = 1.
Considering the regular (3,6) LDPC code ensemble, please answer the following ques-

tions:

1. Consider binary symmetric channels with crossover probability p, write down the
density evolution formula for Gallager Decoding Algorithm A.

2. Use the binary search plus density evolution to determine the largest threshold p∗

that a Gallager Decoding Algorithm A can decode.

(For your information, the belief propagation decoder can decode p∗ = 0.084. The
Gallager Decoding Algorithm A (GDAA) is a suboptimal decoder that has inferior
performance but much lower complexity. Many people also consider it as a quantized
version of the BP algorithm. Please think about why the GDAAmight be considered
as a quantization of the BP algorithm.)


