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Abstract

Linear motors offer several advantages over their rotary counterparts in many precision manufacturing applications requiring linear motion: linear motors can achieve a much higher speed and have the potential of gaining a higher load positioning accuracy due to the elimination of mechanical transmission mechanisms. However, these advantages are obtained at the expense of added difficulties in controlling such a system. Specifically, linear motors are more sensitive to disturbances and parameter variations. Furthermore, certain types of linear motors such as the iron core are subject to significant nonlinear effects due to periodic cogging force and force ripple. To address all these issues, the recently proposed adaptive robust control (ARC) strategy is applied and a discontinuous projection based ARC controller is constructed. In particular, based on the special structures of various periodic nonlinear forces, design models consisting of known basis functions with unknown weights are used to approximate these unknown nonlinear forces. On-line parameter adaptation is then utilized to reduce the effect of various parametric uncertainties such as unknown weights, inertia, and motor parameters while certain robust control laws are used to handle the uncompensated uncertain nonlinearities effectively for high performance. The resulting ARC controller achieves a guaranteed transient performance and a guaranteed final tracking accuracy in the presence of both parametric uncertainties and uncertain nonlinearities. In addition, in the presence of parametric uncertainties, the controller achieves asymptotic output tracking. Extensive simulation results are shown to illustrate the effectiveness of the proposed algorithm.
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1 Introduction

Modern mechanical systems, such as machine tools, semiconductor manufacturing equipment, and automatic inspection machines, often require high-speed/high accuracy linear motions. These linear motions are usually realized using rotary motors with mechanical transmission mechanisms such as reduction gears and lead screw. Such mechanical transmissions not only significantly reduce linear motion speed and dynamic response, but also introduce backlash, large frictional and inertial loads, and structural flexibility. Backlash and structural flexibility physically limit the accuracy that any control system can achieve. As an alternative, direct drive linear motors, which eliminate the use of mechanical transmissions, show promise for widespread use in high-speed/high accuracy positioning systems [1, 2, 3]. In general, the linear motor has the following advantages over its rotary-motor counterpart: (a) no backlash and less friction, resulting in very high accuracy; (b) no mechanical limitations on achievable accelerations and velocities; achievable velocities are only limited by the encoder bandwidth or by the power electronics; (c) bandwidths are only limited by encoder resolution, measurement noise, calculation time, and frame stiffness; and (d) mechanical simplicity, higher reliability, and longer lifetime.

The direct-drive linear motor gains high-speed/high-accuracy potential by eliminating mechanical transmission [1, 2, 3]. However, it also loses the advantage of using mechanical transmissions - gear reduction reduces the effect of model uncertainties such as parameter variations (e.g., uncertain payloads) and external disturbance (e.g., cutting forces in machining). Furthermore, certain types of linear motors such as the iron core have significant uncertain nonlinearities due to electro-magnetic force ripple and magnetic cogging force [3]. These uncertain nonlinearities are directly transmitted to the load and thus have significant effect on the motion of the load. Thus, in order for a linear motor system to be able to function and to deliver its high performance potential, a controller which can achieve the required high accuracy in spite of various parametric uncertainties and uncertain nonlinear effects, has to be employed.

A great deal of effort has been devoted to solving the difficulties in controlling linear motors [1, 2, 4, 5, 3, 6]. In [1], Alter and Tsao presents a comprehensive design approach for the control of linear motor driven machine tool axes. $H_\infty$ optimal feedback control is used to provide high dynamic stiffness to external disturbances (e.g., cutting forces in machining). Feedforward is also introduced in [2] to improve tracking performance. Practically, $H_\infty$ design may be conservative for high-speed/high-accuracy tracking control and there is no systematic way to translate practical information about plant uncertainty and modeling inaccuracy into quantitative terms that allow the application of $H_\infty$ techniques. In [4], a disturbance compensation method based on disturbance observer (DOB) [7, 5] was proposed to make the linear motor system robust to model uncertainties. It was shown both theoretically and experimentally in [8] that DOB design may not handle discontinuous disturbances such as Coulomb friction well and cannot deal with large extent of parametric uncertainties. To reduce the nonlinear effect of force ripple and cogging force, in [3], feedforward compensation terms, which are based on an off-line experimentally identified model of first-order approximation of ripple force, were added to the position controller. Since not all magnets in a linear motor and not all linear motors of the same type are identical, feedforward compensation based on off-line identification model may be too sensitive and costly to be useful. In [6], a neural-network-based learning feedforward controller was proposed to reduce positional inaccuracy due to reproducible ripple
forces or any other reproducible and slowly varying disturbances over different runs of the same desired trajectory (or repetitive tasks). However, overall closed-loop stability is not guaranteed. In fact, it was observed in [6] that instability may occur at high-speed movements. Furthermore, learning process may take too long to be useful due to the use of a small adaptation rate for stability.

In [9, 10, 11, 12], Yao and Tomizuka proposed an adaptive robust control (ARC) approach for the high performance robust control of uncertain nonlinear systems in the presence of both parametric uncertainties and uncertain nonlinearities. The approach effectively combines the design techniques of adaptive control (AC) [13, 14] and those of deterministic robust control (DRC) [15, 16] (e.g., sliding mode control, SMC) and improves performance by preserving the advantages of both AC and DRC. Comparative experimental results for trajectory tracking control of robot manipulators [10] have shown the advantages of the proposed ARC and the improvement of performance. A general theoretical framework is recently formalized by Yao in [17].

In [8], the ARC approach is applied to the high-speed/high-accuracy motion control of machine tools driven by conventional AC rotary motors. Comparative experimental results obtained on a Matsura 500V SS high-speed machining center show that compared to a conventional disturbance observer (DOB) design, the proposed ARC results in better handling of the discontinuous disturbances and the improvement of overall tracking performance. Large parameter variation, such as the variation of inertia, is also allowed in the ARC design as in contrast to the limited range of parameter variation that the DOB can handle. In addition, ARC has a better ability in dealing with the control saturation problem since the ARC design has a built-in anti-integration windup mechanism.

This paper generalizes the ARC approach to the high-speed/high-accuracy motion control of iron core linear motors. In addition to the conventional design difficulties due to large variation of inertia load, unknown friction, and disturbance forces, there are several particular problems associated with the control of iron core linear motors. First, different from other types of linear motors such as epoxy core linear motors, the iron core linear motors have a large magnitude of ripple forces and the effect of these nonlinear ripple forces has to be considered in the controller design stage (e.g., the LCK type linear motors in [18]). Second, the electrical time constant of the internal current feedback loop for an iron core linear motor is not so small due to the large inductance associated with the iron core. Thus, the electrical current feedback loop cannot be neglected in the controller design stage as opposed to the control of conventional machine tools in [8]. This added electrical dynamics increases the controller design difficulties significantly since the resulting system is of higher "relative degree" [11] and backstepping design [14] via ARC Lyapunov functions [17, 12] has to be employed. Third, due to variations of the inertia load and the motor force constant, parametric uncertainties will appear in the input channels of the intermediate design steps. This further complicates the problem and prohibits the direct application of the discontinuous projection based ARC backstepping design in [17]. All these issues will be addressed in the paper. An ARC controller that can handle various parametric uncertainties as well as uncertain nonlinearities will be constructed. The paper thus advances the control of linear motors considerably since none of the published papers deal with all these aspects all together at once. In addition, the proposed ARC controller is able to achieve a guaranteed transient as well as final tracking accuracy in general while
being able to achieve asymptotic output tracking in the presence of parametric uncertainties. Various simulation results will be shown to illustrate the effectiveness of the proposed method.

The paper is organized as follows. Dynamic model of iron core linear motors is presented in Section II. The proposed ARC controller is shown in Section III. Simulation results are presented in Section IV, and conclusions are drawn in Section V.

2 Problem Formulation and Dynamic Models

An iron core brushless DC linear motor (LCK series in [18]) is shown in Fig.1. It consists of a permanent magnet stator, a translator (the counterpart of the rotor in a rotary motor) formed by a number of iron-core coils and a Hall effect position sensor mounted on the translator. Essentially, the motor is a synchronous permanent magnet motor with electronic commutation. The goal is to have the inertia load mounted on the translator track any specified motion trajectory as closely as possible; examples like a machine tool axis [8] and the load carrying systems.

![Figure 1: An Iron Core Brushless DC Linear Motor System](image)

The dynamic equation of the inertia load can be described by

\[ M\ddot{x}_L = F_m - B\dot{x}_L + f_{friction}(\dot{x}_L) + f_{dis}(t, x_L, \dot{x}_L) \] (1)

where \( x_L \) represents the displacement of the inertia load, \( M \) is the mass of the inertia load plus the iron core translator, \( F_m \) is the total electro-magnetic force generated by the linear motor, \( B \) is the combined coefficient of the damping and viscous friction on the load, \( f_{friction} \) represents the combination of stiction and Coulomb friction, and \( f_{dis}(t, x_L, \dot{x}_L) \) represents the external disturbances such as cutting force in machining. A simple mathematical model for friction \( f_{friction} \) that takes into account of stiction, Coulomb friction, and Stribeck effect can be written as [19, 20]

\[ f_{friction}(\dot{x}_L) = -[f_c + (f_s - f_c)e^{\frac{|\dot{x}_L|}{x_s}}]|sgn(\dot{x}_L) \] (2)
where $f_s$ is the level of static friction, $f_c$ is the minimum level of Coulomb friction, and $\dot{x}_s$ and $\xi$ are empirical parameters used to describe the Stribeck effect.

For the application studied, an analog power amplifier with built-in electronic commutation is used to generate the three-phase voltages necessary to drive the linear motor’s three-phase motor windings to produce the needed electro-magnetic force $F_m$. Without going into the details of the working mechanisms of the amplifier and the motor, a popular simplified model that relates the generated $F_m$ to the control input voltage $u$ of the amplifier is given by [21]

$$F_m = K_{F0} i$$

$$L \frac{d^2 i}{dt^2} + iR + K_E \dot{x}_L = u$$

(3)

where $K_{F0}$ is the average force constant, $i$ is the motor current amplitude, $R$ and $L$ are the armature resistance and inductance respectively, $K_E$ is the electromotive force coefficient. Such a simplified model has been successfully used by many researchers in the control of rotary motors and certain types of linear motors [22].

For iron-core linear motors, the simplified linear motor model (3) may not be sufficient since iron-core linear motors have relatively larger magnitude of nonlinear cogging force and force ripple, which are neglected in the simplified model (3). These nonlinear forces are generated due to the particular structure of the iron-core linear motors [3, 6, 23]:

- **Cogging or dentent force** is a magnetic force developed due to the attraction between the permanent magnets and the iron cores of the translator. It depends only on the relative position of the motor coils with respect to the magnets, and is independent of the motor current. Thus, this force can be described as a position dependent function $f_{\text{cogging}}(x_L)$. If the permanent magnets of the same linear motor are all identical and are equally spaced at a pitch of $P$, then, $f_{\text{cogging}}(x_L)$ is a periodic function with a period of $P$, i.e., $f_{\text{cogging}}(x_L + P) = f_{\text{cogging}}(x_L)$, which is assumed in the paper.

- **Force ripple** is developed due to the periodic variation of the force constant; when the position of the translator (or load) changes, the winding self inductance varies, which in turn results in the variation of the force constant. Thus, when current flows through the coils, a position dependent periodic force is resulted. To take this effect into account, a position dependent term can be added to modify the force constant in (3) to $K_F(x_L) = K_{F0} + K_{Fx}(x_L)$, in which $K_{Fx}(x_L)$ is a periodic function with a period of $P$, i.e., $K_{Fx}(x_L + P) = K_{Fx}(x_L)$.

By taking into account the effect of cogging force and force ripple, the motor force is given by

$$F_m = K_F(x_L)i + f_{\text{cogging}}(x_L), \quad K_F(x_L) = K_{F0} + K_{Fx}(x_L)$$

(4)

where $i$ is related to the control input $u$ by (3). Defining the position, velocity, and current as the state variables, i.e., $x = [x_1, x_2, x_3]^T \triangleq [x_L, \dot{x}_L, i]^T$, from Eqs. (1), (3), and (4), the entire system can be
expressed in state space form as:
\[
\begin{align*}
\dot{x}_1 &= x_2 \\
\dot{x}_2 &= \frac{1}{M} \left[ (K_{F0} + K_{Fx}(x_1))x_3 - Bx_2 + f_{friction}(x_2) + f_{cogging}(x_1) + f_{dis}(t,x_1,x_2) \right] \\
\dot{x}_3 &= -\frac{k_F}{J} x_3 - \frac{k_p}{J} x_2 + \frac{1}{J} u
\end{align*}
\]  
(5)

Given the desired motion trajectory \(x_{Ld}(t)\), the objective is to synthesize a control input \(u\) such that the output \(y = x_1\) tracks \(x_{Ld}(t)\) as closely as possible in spite of various model uncertainties.

**Remark 1** If not considered in the design, cogging force and force ripple can be thought of external disturbances which vary with the translator position, and thus cause tracking errors. At very high speeds, they are of high frequency and are usually filtered out by the system inertia. But at low speeds, they produce noticeable effects that may not be tolerable [3, 6].

## 3 Adaptive Robust Control of Linear Motor Systems

### III.1 Design Models and Assumptions

To start the controller design, practical and reasonable assumptions on the system have to be made. As we discussed in Section II, iron core linear motor is subject to various parametric uncertainties, external disturbances, and largely reproducible nonlinearities such as cogging, force ripple, and friction force. For the reproducible cogging, force ripple, and friction force, although feedforward compensation techniques based on off-line identified models can be used to cancel their effects (e.g., force ripple compensation in [3] and friction compensation in [24]), such a procedure may be time consuming and sometimes may not be so practical since they cannot handle the variations among different motors and different runs. In the following, instead of using these off-line techniques, based on the structural properties of these reproducible nonlinear forces, we will use some simple models with unknown weights to approximate them; the unknown weights will be adjusted on-line via certain parameter adaptation law to achieve an improved model compensation and the model approximation error will be handled via certain robust control law to achieve a guaranteed robust performance. Specifically, since \(f_{cogging}(x_1)\) and \(K_{Fx}(x_1)\) are periodic functions with a known period \(P\), they can be approximated quite accurately by their first several harmonics, which are denoted as \(\tilde{f}_{cogging}(x_1)\) and \(\tilde{K}_{Fx}(x_1)\) respectively and represented by
\[
\begin{align*}
\tilde{f}_{cogging}(x_1) &= A_c^T S_c(x_1) \\
\tilde{K}_{Fx}(x_1) &= A_k^T S_K(x_1)
\end{align*}
\]  
(6)

where \(A_c = [A_{c1}, A_{c2}, \ldots, A_{cq1}, A_{cq2}]^T \in \mathbb{R}^{2q_1}\) and \(A_K = [A_{K1}, A_{K2}, \ldots, A_{Kq1}, A_{Kq2}]^T \in \mathbb{R}^{2q_2}\) are the unknown weights, \(S_c(x_1) = [\sin(\frac{2\pi i}{P} x_1), \cos(\frac{2\pi i}{P} x_1), \ldots, \sin(\frac{2\pi q_2}{P} x_1), \cos(\frac{2\pi q_2}{P} x_1)]^T\) and \(S_K(x_1) = [\sin(\frac{\pi f_1}{P} x_1), \cos(\frac{\pi f_1}{P} x_1), \ldots, \sin(\frac{2\pi q_2 f_1}{P} x_1), \cos(\frac{2\pi q_2 f_1}{P} x_1)]^T\) are the known basis shape functions, and \(q_1\) and \(q_2\) are the numbers of harmonics used for compensation. The larger \(q_1\) and \(q_2\) are, the better \(\tilde{f}_{cogging}(x_1)\) and \(\tilde{K}_{Fx}(x_1)\) approximate \(f_{cogging}(x_1)\) and \(K_{Fx}(x_1)\), but the larger number of parameters to be adapted.
So a trade-off has to be made based on the particular structure of a motor. For example, in [3], it was experimentally observed that the first and the third harmonics are sufficient for approximation.

The friction model (2) is discontinuous at $x_1 = 0$. Thus one cannot use the model (2) for friction compensation since, as evident from (5), one cannot generate a discontinuous motor force to accomplish the job. To by-pass this technical difficulty, we will use a simple continuous friction model to approximate the actual discontinuous friction model (2) for model compensation; the model used in the paper is represented by $\tilde{f}_{friction} = A_f S_f(x_2)$, where the amplitude $A_f$ may be known or unknown, and $S_f(x_2)$ may be chosen as any differentiable function which approximates the shape of friction curve well. The second equation of (5) can thus be written as:

$$\dot{x}_2 = \frac{1}{M}\left[(K_{F0} + A^T_F S_K(x_1))x_3 - Bx_2 + A_f S_f(x_2) + A^T_F S_c(x_1) + \tilde{f}(t, x_1, x_2, x_3)\right]$$  \quad (7)

where $\tilde{f}$ represents the lumped external disturbances and model approximation errors and is given by

$$\tilde{f} = (K_{Fx}(x_1) - \hat{K}_{Fx}(x_1))x_3 + (f_{friction} - \hat{f}_{friction}) + (f_{cogging} - \hat{f}_{cogging}) + f_d(t, x_1, x_2)$$  \quad (8)

In general, the system is subjected to parametric uncertainties due to the variations of $M$, $B$, $A_c$, $A_K$, $A_f$, $K_F$, $L$, $R$, and the nominal value of the lumped disturbance $\tilde{f}$, $\hat{f}_n$. In order to use parameter adaptation to reduce parametric uncertainties to improve performance, it is necessary to linearly parameterize the state space equations in terms of a set of unknown parameters. For this purpose, define the unknown parameter set $\theta$ as $\theta = [\theta_1, \theta_2, \theta_3, \theta_4, \theta_5, \theta_6, \theta_7, \theta_8]^T \in \mathbb{R}^{2q_1 + 2q_2}$ as $\theta_1 = \frac{K_{F0}}{M}$, $\theta_2 = \frac{1}{M} A_K \in \mathbb{R}^{2q_1}$, $\theta_3 = -\frac{B}{M}$, $\theta_4 = \frac{A_f}{M}$, $\theta_5 = \frac{1}{M} A_c \in \mathbb{R}^{2q_2}$, $\theta_6 = \frac{\tilde{f}_n}{M}$, $\theta_7 = \frac{1}{L}$, $\theta_8 = -\frac{R}{L}$, and $\theta_9 = -\frac{K_F}{L}$. The state space equations (5) and (7) can thus be linearly parameterized in terms of $\theta$ as

$$\dot{x}_1 = x_2$$
$$\dot{x}_2 = [\theta_1 + \theta_2 S_K(x_1)]x_3 + \theta_3 x_2 + \theta_4 S_f(x_2) + \theta_5 S_c(x_1) + \theta_6 + \tilde{d}$$
$$\dot{x}_3 = \theta_8 x_3 + \theta_9 x_2 + \theta_7 u$$

where $\tilde{d}(t, x_1, x_2, x_3) = \frac{1}{M} [\tilde{f} - \hat{f}_n]$ represents the uncompensated disturbances and modeling errors. For simplicity, the following notations will be used: $\bullet_i$ for the $i$-th component of the vector $\bullet$, $\bullet_{\min}$ for the minimum value of $\bullet$, and $\bullet_{\max}$ for the maximum value of $\bullet$. The operation $<$ for two vectors is performed in terms of the corresponding elements of the vectors. The following practical assumptions are made

A1. **The extents of the parametric uncertainties and uncertain nonlinearities are known, i.e.,**

$$\theta \in \Omega_\theta \triangleq \{\theta : \theta_{\min} < \theta < \theta_{\max}\}$$

where $\theta_{\min} = [\theta_{1\min}, \theta_{2\min}, \ldots, \theta_{9\min}]^T$, $\theta_{\max} = [\theta_{1\max}, \ldots, \theta_{9\max}]^T$, and $\delta_d(t, x_1, x_2)$ are known.

A2. $\forall \theta \in [\theta_{\min}, \theta_{\max}]$, $K_F = \theta_1 + \theta_2 S_K(x_1)$ is positive, i.e., there exists $K_{F_{\min}} > 0$ such that $K_F > K_{F_{\min}}$. \hspace{1cm} \Box
Note that Assumption A2 is merely a re-phrase of the fact that the actual motor force constant $K_F$ is positive.

III.2 Discontinuous Projection Based ARC Controller

Compared to the problem studied in [8], it is ready to see that the additional theoretical difficulties in controlling (9) are: (a). The "relative degree" from the input $u$ to the output $x_1$ is three and the system has unmatched model uncertainties since parametric uncertainties and uncertain nonlinearities appear in equations that do not contain control input $u$ (the second equation of (9)); and (b). Input channels of each design step have parametric uncertainties, i.e., the term $(\theta_1 + \theta_2^T S_k(x_1)) x_3$ in the second equation (9) and the term $\theta_1 u$ in the third equation contain parametric uncertainties. Both difficulties increase the controller design complexity significantly. In principle, both difficulties may be solved by applying the ARC strategies in [11, 12]. However, the design in [11, 12] is based on the tuning function based adaptive backstepping design [14], which needs to incorporate the adaptation law in the design of control functions at each step. As a result, smooth projections have to be used to solve the design conflicts between adaptive control technique and robust control technique, which is technical and may not be so convenient for practical implementation. Here, instead of using the smooth projection, the widely used discontinuous projection method in adaptive systems [25, 26] will be used to solve the conflicts between the robust control design and adaptive control design. This type of ARC strategy has been developed by Yao in [17] for higher "relative degree" SISO nonlinear systems in a semi-strict feedback form. However, input channel parametric uncertainties were not considered in [17]. Thus, the following design will also advance the theory of the discontinuous projection based ARC design.

Notations and Discontinuous Projection

Let $\hat{\theta}$ denote the estimate of $\theta$ and $\hat{\theta}$ the estimation error (i.e., $\hat{\theta} = \hat{\theta} - \theta$). Viewing (10), a simple discontinuous projection can be defined [25, 26] as

$$Proj_{\hat{\theta}}(\bullet) = \begin{cases} 
0 & \text{if } \hat{\theta}_i = \theta_{\text{max}} \text{ and } \bullet > 0 \\
0 & \text{if } \hat{\theta}_i = \theta_{\text{min}} \text{ and } \bullet < 0 \\
\bullet & \text{otherwise}
\end{cases}$$

(11)

By using an adaptation law given by

$$\dot{\hat{\theta}} = Proj_{\hat{\theta}}(\Gamma \tau)$$

(12)

where $\Gamma > 0$ is a diagonal matrix, $\tau$ is an adaptation function to be synthesized later. It can be shown [9] that for any adaptation function $\tau$, the projection mapping used in (12) guarantees

$$(\text{P1}) \quad \hat{\theta} \in \hat{\Omega}_\theta \triangleq \{ \hat{\theta} : \theta_{\text{min}} \leq \hat{\theta} \leq \theta_{\text{max}} \}$$

$$(\text{P2}) \quad \hat{\theta}^T (\Gamma^{-1} \text{Proj}_{\hat{\theta}}(\Gamma \tau) - \tau) \leq 0, \quad \forall \tau$$

(13)

Controller Design
The design parallels the recursive backstepping design procedure via ARC Lyapunov functions in [12, 17] as follows.

**Step 1**

Noting that the first equation of (9) does not have any uncertainties, an ARC Lyapunov function can thus be constructed for the first two equations of (9) directly. Define a switching-function-like quantity as

\[ z_2 = \dot{e}_1 + k_p e_1 = x_2 - x_{2eq}, \quad x_{2eq} \triangleq \bar{x}_{id} - k_p e_1 \tag{14} \]

where \( e_1 = x_1 - x_{id}(t) \), in which the desired trajectory \( x_{id}(t) \) will be specified later to achieve a guaranteed transient performance, \( k_p \) is any positive feedback gain. If \( z_2 \) is small or converges to zero exponentially, then the output tracking error \( e_1 \) will be small or converge to zero exponentially since \( G_s(s) = \frac{e_1(s)}{z_2(s)} = \frac{1}{s + k_p} \)

is a stable transfer function. So the rest of the design is to make \( z_2 \) as small as possible with a guaranteed transient performance. Differentiating (14) and noting (9)

\[ \dot{z}_2 = \dot{x}_2 - \dot{x}_{2eq} = \dot{K}_F x_3 + \theta_3 x_2 + \theta_4 S_f(x_2) + \theta_4^{T} S_c(x_1) + \theta_6 + \ddot{d} - \dot{x}_{2eq} \tag{15} \]

where \( \dot{x}_{2eq} \triangleq \ddot{x}_{id} - k_p \dot{e}_1 \). In (15), if we treat \( x_3 \) as the input, we can synthesize a virtual control law \( \alpha_2 \)

for \( x_3 \) such that \( z_2 \) is as small as possible. Since (15) has both parametric uncertainties \( \theta \) and uncertain nonlinearity \( \ddot{d} \), the ARC approach proposed in [17] will be generalized to accomplish the objective.

The control function \( \alpha_2 \) consists of two parts given by

\[ \alpha_2(x_1, x_2, \dot{\theta}, t) = \alpha_{2a} + \alpha_{2s} \]

\[ \alpha_{2a} = \frac{1}{K_F} \{ \dot{\theta}_3 x_2 - \dot{\theta}_3 S_f(x_2) - \dot{\theta}_3^{T} S_c(x_1) - \dot{\theta}_6 + \dot{x}_{2eq} \} \tag{16} \]

where \( \dot{K}_F = \dot{\theta}_1 + \dot{\theta}_3^{T} S_K(x_1) \) is the estimated motor force constant, \( \alpha_{2a} \) functions as an adaptive control law used to achieve an improved model compensation through on-line parameter adaptation given by (12), and \( \alpha_{2s} \) is a robust control law to be synthesized later. Noting PI of (13) and Assumption A2, \( \dot{K}_F > 0 \). Thus the control function (16) is well defined no matter what type of adaptation function to be used. Let \( z_3 = x_3 - \alpha_2 \) denote the input discrepancy. Substituting (16) into (15) leads to

\[ \dot{z}_2 = \dot{K}_F(z_3 + \alpha_{2s}) + \dot{K}_F \alpha_{2a} - \dot{K}_F \alpha_{2a} + \dot{\theta}_3 x_2 + \dot{\theta}_4 S_f(x_2) + \dot{\theta}_4^{T} S_c(x_1) + \dot{\theta}_6 + \ddot{d} - \dot{x}_{2eq} \]

\[ = \dot{K}_F(z_3 + \alpha_{2a}) - \dot{\theta}_3 \phi_2 + \ddot{d} \tag{17} \]

where \( \phi_2 \triangleq [\alpha_{2a}, S_K^T(x_1) \alpha_{2a}, x_2, S_f(x_2), S_f^T(x_1), 1, 0, 0, 0]^T \) In the tuning function based backstepping adaptive control [14], the key point is to incorporate the adaptation function (or tuning function) in the construction of control functions to compensate the destabilizing effect of the time-varying adaptation law. Here, due to the use of discontinuous projection (11), the adaptation law (12) is discontinuous and thus cannot be used in the control law design at each step since backstepping design needs the control function synthesized at each step to be sufficiently smooth in order to obtain its partial derivatives. In the following, it will be shown that this design difficulty can be overcome by strengthening the robust control law design.
The robust control function $\alpha_{2i}$ consists of two terms given by

$$\alpha_{2i} = \alpha_{2i1} + \alpha_{2i2}, \quad \alpha_{2i1} = -\frac{1}{K_{F_{\min}}} k_{2i1} z_2$$

where $\alpha_{2i2}$ is a robust control function designed in the following and $k_{2i1}$ is any nonlinear feedback gain satisfying

$$k_{2i1} \geq \| C_{\phi_2} \Gamma \phi_2 \|^2 + k_2, \quad k_2 > 0$$

in which $C_{\phi_2}$ is a positive definite constant matrix to be specified later and $k_2$ is a positive design parameter. Substituting (18) into (17),

$$\dot{z}_2 = K_F(x_1) z_3 - \frac{K_F(x_1)}{K_{F_{\min}}} k_{2i1} z_2 + K_F(x_1) \alpha_{2i2} - \dot{\theta}^T \phi_2 + \tilde{d}$$

Define a positive semi-definite (p.s.d.) function $V_2$ as $V_2 = \frac{1}{2} w_2 z_2^2$ where $w_2 > 0$ is a weighting factor. From (20), its time derivative is

$$\dot{V}_2 = K_F(x_1) w_2 z_2 z_3 - w_2 \frac{K_F(x_1)}{K_{F_{\min}}} k_{2i1} z_2^2 + w_2 z_2 \{ K_F(x_1) \alpha_{2i2} - \dot{\theta}^T \phi_2 + \tilde{d} \}$$

The robust control function $\alpha_{2i2}$ is now chosen to satisfy the following conditions

**condition i** \[ z_2 \{ K_F(x_1) \alpha_{2i2} - \dot{\theta}^T \phi_2 + \tilde{d} \} \leq \varepsilon_2 \]

**condition ii** \[ z_2 \alpha_{2i2} \leq 0 \]  

where $\varepsilon_2$ is a design parameter which can be arbitrarily small. Essentially, condition i of (22) shows that $\alpha_{2i2}$ is synthesized to dominate the model uncertainties coming from both parametric uncertainties $\dot{\theta}$ and uncertain nonlinearities $\tilde{d}$, and condition ii is to make sure that $\alpha_{2i2}$ is dissipating in nature so that it does not interfere with the functionality of the adaptive control part $\alpha_{2a}$.

**Remark 2** One smooth example of $\alpha_{2i2}$ satisfying (22) can be found in the following way. Let $h_2$ be any smooth function satisfying $h_2 \geq \| \Theta_M \|^2 \| \phi_2 \|^2 + \delta_d^2$ where $\Theta_M = \theta_{\max} - \theta_{\min}$. Then, $\alpha_{2i2}$ can be chosen as

$$\alpha_{2i2} = -\frac{h_2}{2K_{F_{\min}} \varepsilon_2} z_2$$

**Remark 3** It can be shown that (22) is satisfied [11]. Other examples of $\alpha_{2i2}$ can be found in [9, 11, 17].

**Step 2**

Noting the last equation of (9), **Step 2** is to synthesize an actual control law for $u$ such that $i$ tracks the desired control function $\alpha_2$ synthesized in **Step 1** with a guaranteed transient performance, which can be done by using the same ARC design techniques as in **Step 1**. From (16) and (9),

$$\dot{\alpha}_2 = \frac{\partial \alpha_2}{\partial x_2} x_2 + \frac{\partial \alpha_2}{\partial \dot{x}_2} \dot{x}_2 + \frac{\partial \alpha_2}{\partial \theta} \dot{\theta} + \frac{\partial \alpha_2}{\partial t} = \dot{\alpha}_2c + \dot{\alpha}_2u$$

\[ (24) \]
where
\[
\dot{\phi}_3 = \frac{\partial \phi_3}{\partial x_2} x_2 + \frac{\partial \phi_3}{\partial x_3} (K_F x_3 + \theta_3 x_2 + \theta_1 S_f(x_2) + \theta_2 S_c(x_1) + \dot{\theta}_0) + \frac{\partial \phi_3}{\partial \theta}
\]
\[
\dot{\phi}_3 = \frac{\partial \phi_3}{\partial x_2} [ - \theta_1 + \theta_2 S_c(x_1)] x_3 - \theta_3 x_2 - \theta_1 S_f(x_2) - \theta_2 S_c(x_1) - \theta_0 + \ddot{d} + \frac{\partial \phi_3}{\partial \theta}
\]
(25)

In (24), \(\dot{\phi}_3\) is calculable and can be used in the design of control functions but \(\dot{\phi}_3\) cannot due to various uncertainties. Therefore, \(\dot{\phi}_3\) has to be dealt with in this step design. From (9),
\[
\dot{z}_3 = \dot{x}_3 - \dot{\phi}_2 = \theta_1 x_3 + \theta_2 x_2 + \theta_1 u - \dot{\phi}_2 - \dot{\phi}_3
\]
(26)

Consider the augmented p.s.d. function \(V\) given by
\[
V = V_2 + \frac{1}{2} w_3 z_3^2, \quad w_3 > 0
\]
(27)

Noting (21) and (26),
\[
\dot{V} = K_F w_2 z_3 + \dot{V}_2 |_{\alpha_2} + w_3 z_3 \dot{z}_3 = \dot{V}_2 |_{\alpha_2} + w_3 z_3 \left\{ \frac{w_3}{w_3} K_F z_2 + \theta_1 x_3 + \theta_2 x_2 + \theta_1 u - \dot{\phi}_2 - \dot{\phi}_3 \right\}
\]
(28)

where \(\dot{V}_2 |_{\alpha_2}\) denotes \(\dot{V}_2\) under the condition that \(x_3 = \alpha_2\) (or \(z_3 = 0\)). Similar to (16), the actual control input \(u\) to be synthesized consists of two parts given by
\[
u = u_a(x, \hat{\theta}, t) + u_s(x, \hat{\theta}, t)
\]
\[u_a = -\frac{1}{\theta_1} \left[ \frac{w_3}{w_3} K_F z_2 + \theta_1 x_3 + \theta_2 x_2 - \dot{\phi}_2 \right] \]
\[u_s = u_s + u_s, \quad u_s = -\frac{1}{\theta_{s_{\text{min}}}} k_{s_{\text{min}}} \dot{z}_3, \quad k_{s_{\text{min}}} \geq k_3 + \| \frac{\partial \phi_2}{\partial \theta} C_{\phi} \|^2 + \| C_{\phi} \Phi \|^2
\]
(29)

where \(k_3 > 0\) is a constant, \(C_{\phi}\) and \(C_{\phi}\) are positive definite constant diagonal matrices, and \(u_{a,2}\) is a robust control function to be chosen later. Substituting (29) and (25) into (28) and using similar techniques as in (17)
\[
\dot{V} = \dot{V}_2 |_{\alpha_2} + w_3 z_3 \left\{ \theta_1 u_s - \dot{\theta}^T \phi_3 - \frac{\partial \phi_3}{\partial x_2} \dot{d} - \frac{\partial \phi_3}{\partial \theta} \right\}
\]
(30)

where \(\phi_3\) is defined as
\[
\phi_3 = \left[ \frac{w_3}{w_3} x_2 - \frac{\partial \phi_3}{\partial x_2} x_3, \ S_f^T (x_1) \left( \frac{w_3}{w_3} x_2 - \frac{\partial \phi_3}{\partial x_2} x_3, \ S_f^T (x_1), \ -\frac{\partial \phi_3}{\partial x_2} x_2, \ -\frac{\partial \phi_3}{\partial x_2} S_f (x_2), \ -\frac{\partial \phi_3}{\partial x_2} S_c^T (x_1), \ -\frac{\partial \phi_3}{\partial x_2} x_2 \right)^T \right]
\]

Similar to (22), the robust control function \(u_{a,2}\) is chosen to satisfy
\[
\begin{align*}
\text{condition i} & \quad z_3 \left[ \theta_1 u_s - \dot{\theta}^T \phi_3 - \frac{\partial \phi_3}{\partial \theta} \right] \leq \varepsilon_3 \\
\text{condition ii} & \quad z_3 u_s \leq 0
\end{align*}
\]
(31)

where \(\varepsilon_3\) is a design parameter. As in Remark 1, one example of \(u_{a,2}\) satisfying (31) is given by
\[
u_{a,2} = -\frac{1}{\theta_{s_{\text{min}}}} \frac{w_3}{w_3} h_3 z_3
\]
(32)

in which \(h_3\) is any continuous function satisfying \(h_3 \geq \| \theta_M \|^2 \| \phi_3 \|^2 + \delta_d^2
\)

**Theorem 1** Let the parameter estimates be updated by the adaptation law (12) in which \(\tau\) is chosen as
\[
\tau = w_2 \dot{\phi}_2 z_2 + w_3 \dot{\phi}_3 z_3
\]
(33)

If controller parameters \(C_{\phi_2} = \text{diag}\{C_{\phi_21}, \ldots, C_{\phi_2p}\}\), \(C_{\phi_3} = \text{diag}\{C_{\phi_31}, \ldots, C_{\phi_3p}\}\), and \(C_{\phi_3} = \text{diag}\{C_{\phi_31}, \ldots, C_{\phi_3p}\}\) are chosen such that, for \(L_i\), \(C_{\phi_2i} C_{\phi_3} \geq \sqrt{2} w_2 w_3\) and \(C_{\phi_2} C_{\phi_3} C_{\phi_3} \geq \sqrt{2} w_3\), where \(C_{\phi_2}, C_{\phi_3}\) and \(C_{\phi_3}\) are the \(L\)-th diagonal elements of \(C_{\phi_2}, C_{\phi_3}\) and \(C_{\phi_3}\) respectively. Then, the control law (29) guarantees that
A. In general, the control input is bounded and the closed-loop system is globally stable with $V$ bounded above by

$$V(t) \leq \exp(-\lambda_V t)V(0) + \frac{\varepsilon_V}{\lambda_V} [1 - \exp(-\lambda_V t)]$$

(34)

where $\lambda_V = 2\min\{k_2, k_3\}$ and $\varepsilon_V = w_2\varepsilon_2 + w_3\varepsilon_3$.

B. If after a finite time $t_0$, $\bar{d} = 0$, i.e., in the presence of parametric uncertainties only, then, in addition to results in A, asymptotic output tracking (or zero final tracking error) is also achieved. △

Proof: Proof of the Theorem is given in Appendix.

Remark 3 Results in A of Theorem 1 indicate that the proposed controller has an exponentially converging transient performance with the exponentially converging rate $\lambda_V$ and the final tracking error being able to be adjusted via certain controller parameters freely in a known form; it is seen from (34) that $\lambda_V$ can be made arbitrarily large, and $\frac{\varepsilon_V}{\lambda_V}$, the bound of $V(\infty)$ (an index for the final tracking errors), can be made arbitrarily small by increasing feedback gains $k_2$ and $k_3$ and/or decreasing controller parameters $\varepsilon_2$ and $\varepsilon_3$. Such a guaranteed transient performance is especially important for the control of linear motors since execute time of a run is short. Theoretically, this result is what a well-designed robust controller can achieve. In fact, when the parameter adaptation law (12) is switched off, the proposed ARC law becomes a deterministic robust control law and Results A of the Theorem remain valid [9, 11].

$B$ of Theorem 1 implies that, compared to DRC, the proposed ARC achieves an improved tracking accuracy due to the reduced parametric uncertainties. Theoretically, Result B is what a well-designed adaptive controller can achieve. ◇

III.3 Desired Trajectory Initialization and Generation

It is seen from (34) that transient tracking error is affected by the initial value $V(0)$, which may depend on the controller parameters also. To further reduce transient tracking error, the desired trajectory initialization can be used as follows. Namely, instead of simply letting the desired trajectory for the controller be the actual desired trajectory or position (i.e., $x_{ld}(t) = x_{Ld}(t)$), we can generate $x_{ld}(t)$ using a filter. For example, $x_{ld}(t)$ can be generated by the following 3rd order stable system

$$x_{ld}^{[3]} + \beta_1x_{ld}^{[2]} + \beta_2x_{ld}^{[1]} + \beta_3x_{ld} = x_{ld}^{[3]} + \beta_1x_{Ld}^{[2]} + \beta_2x_{Ld}^{[1]} + \beta_3x_{Ld}$$

(35)

The initial conditions of the system (35) can be chosen to render $V(0) = 0$ to reduce transient tracking error.

Lemma 1 If the initials $x_{1d}(0), \ldots, x_{ld}^{(3)}(0)$ are chosen as

$$x_{ld}(0) = x_1(0)$$
$$\dot{x}_{ld}(0) = x_2(0)$$
$$\ddot{x}_{ld}(0) = \left\{ \hat{K}_F x_3 + \hat{\theta}_3 x_2 + \hat{\theta}_1 S_f(x_2) + \hat{\theta}_6^T S_r(x_1) + \hat{\theta}_6 \right\}_{t=0}$$

(36)
then, \( e_1(0) = 0, z_i(0) = 0, i = 2, 3 \) and \( V(0) = 0 \).

**Proof:** The Lemma can be proved in the same way as in [11]. \( \square \)

**Remark 4** It is seen from (36) that the above trajectory initialization is independent from the choice of controller parameters such as \( k = [k_2, k_3]^T \) and \( \varepsilon = [\varepsilon_2, \varepsilon_3]^T \). Thus, once the initial position of the linear motor is determined, the above trajectory initialization can be performed off-line. \( \diamond \)

**Remark 5** By using the trajectory initialization (36), \( V(0) = 0 \). Thus, from (34), the controller output tracking error \( e_1 = x_1 - x_{1d} \) is within a ball whose size can be made arbitrarily small by increasing \( k \) and/or decreasing \( \varepsilon \) in a known form. From (35) and (36), the trajectory planning error, \( e_d(t) = x_{1d}(t) - x_{La}(t) \), can be guaranteed to possess any good transient behavior by suitably choosing the Hurwitz polynomial \( G_d(s) = s^3 + \beta_1 s^2 + \beta_2 s + \beta_3 \) and is known in advance. Therefore, any prescribed transient performance of the actual output tracking error \( e_y = e_1(t) + e_d(t) \) can be achieved by selecting controller parameters properly. \( \diamond \)

### 4 Simulation Results

To illustrate the above designs, simulation results are obtained for a linear motor system shown in Fig. 1 with motor physical parameters obtained from the specifications of the iron core LCK-S-1 linear motor by Anaroad Company [18]. Nominal values of the system are: an inertia of \( M = 10kg \), a damping coefficient of \( B = 0.5N/m/s \), a motor back EMF of \( K_E = 18.5V/m/s \), a force constant of \( K_{F0} = 55.5N/A \), a coil resistance of \( R = 3.9\Omega \), an inductance of \( L = 30mH \), and a magnet pitch of \( P = 30mm \). The actual friction force used for simulation is given by (2), where \( f_s = 10 \), \( f_c = 6 \), \( \dot{x}_s = 0.001 \) and \( \xi = 1 \).

The following situation is considered: The shape function for friction compensation is chosen as \( S_f(x_2) = \tanh(1000x_2) \) and the friction amplitude \( A_f \) is assumed to vary from 5\( N \) to 10\( N \). Cogging amplitude is assumed to be any value less than 30\( N \), and the amplitude of \( K_{Fx}(x_1) \) is less than 1.11\( N/A \). For simplicity, in the simulation, only the first harmonics are used in the controller to approximate the periodic cogging force and \( K_{Fx}(x_1) \), i.e., \( q_1 = q_2 = 1 \) in (6). Other parameter variations are as following: \( M = 5 \sim 30kg \), \( B = 0.2 \sim 0.7N/m/s \), \( K_E = 15 \sim 20V/m/s \), \( R = 2 \sim 5\Omega \), \( L = 20 \sim 40mH \) and \( \dot{f} = -40 \sim 40N \). As such, the bounds describing the uncertain ranges in (10) are given by \( \theta_{\min} = [1.85, -0.22, -0.22, -0.14, 0.17, -6, -6, -8, 25, -250, -1000]^T \), \( \theta_{\max} = [11.1, 0.22, 0.22, -0.0067, 2, 6, 6, 8, 50, -50, -375]^T \), and \( \delta_d = 3 \). The initial parameter estimates are \( \hat{\theta} = [1.85, 0, 0, -0.1, 1.67, 0, 0, 0, 31.25, -133, -667]^T \), which are different from the nominal values of \( \theta = [5.55, 0.089, 0.089, -0.05, 0.6, 1.5, 1.5, 0, 33.3, -130, -616.7]^T \) to test the effect of parametric uncertainties. A sampling rate of 0.2\( ms \) is used in the simulation. The following two controllers are compared:
ARC: the proposed ARC law with the discontinuous projection synthesized in section III. The controller parameters are: $k_p = 200$, $k_{21} = 200$, $u_2 = 1$, $\varepsilon_2 = 5 \times 10^4$; $k_{311} = 300, u_3 = 0.1, \varepsilon_3 = 1 \times 10^7$. The adaptation rate matrix is $\Gamma = \text{diag}[342,0.39,0.39, 3.5 \times 10^{-3}, 0.67, 288, 288, 51.2, 125, 8 \times 10^3, 7.8 \times 10^4]$. Trajectory planning parameters are $\beta_1 = 120, \beta_2 = 4800$ and $\beta_3 = 64000$ respectively.

DRC: Deterministic Robust Control- the same control law as the above ARC but without using parameter adaptation.

To test the tracking capability of the proposed algorithm, a sinusoidal desired trajectory given by $x_{ld} = 0.01 \sin(2\pi t)$ and the trajectory initialization (36) are used. To show the nominal learning capability of the proposed ARC, simulations are first run for the case when model uncertainties are dominated by parametric uncertainties as follows. Actual cogging force $f_{\text{cogging}}(x_1)$ and the position dependent force constant $K_F(x)$ used for plant simulation are assumed to be of first harmonics only, i.e., $F_{\text{cogging}} = 25 \sin(2\pi x_1/P + \pi/4)$ and $K_{F} = 1.11 \sin(2\pi x_1/P + \pi/4)$, and there is no external disturbance ($d_{dis} = 0$). In such a case, the design models (6) are the same as their actual models to minimize the lumped disturbance (8). Thus, model uncertainties are mainly due to parametric uncertainties (Note that the magnitudes of the above cogging force and force ripples are assumed unknown and different initial estimates are used for controllers). Tracking errors are shown in Fig. 2. As seen, both controllers have very small tracking errors but the final errors of ARC are much smaller than that of DRC due to parameter adaptation.

The simulation is then run for the case that actual models of $f_{\text{cogging}}(x_1)$ and $K_F(x_1)$ are much different from their design models (6). Specifically, both $f_{\text{cogging}}(x_1)$ and $K_F(x_1)$ are assumed consisting of the first and the third harmonics [3] as $F_{\text{cogging}} = 12 \sin(2\pi x_1/P + \pi/4) + 30 \sin(6\pi x_1/P + 0.09\pi)$ and $K_F = K_F(0.016 \sin(2\pi x_1/P + \pi/4) + 0.02 \sin(6\pi x_1/P + 0.09\pi))$. Tracking errors are shown in Fig.3. As seen, the large mismatch between the design models and the actual models for ripple forces does not degrade the performance of the proposed ARC much. This verifies the performance robustness of the proposed ARC to uncompensated uncertain nonlinearities.

To test performance robustness of the proposed ARC to external disturbances, an external disturbance force $d_{dis} = 30 + 5 \text{rand}$ (N) is then added to the system during the period $0 < t < 1$sec. Tracking errors are shown in Fig.4. As seen, during the period of the appearance of external disturbance (the first second), tracking error is the almost same level as that without external disturbance. This is because that the proposed ARC can adapt to the nominal value of the lumped disturbance ($\theta_i$) very quickly. Compared to non-adapting DRC design, the proposed ARC achieves a much better tracking accuracy.

The simulation is also run for fast changing desired trajectories and similar trends have been observed. For example, for a 4Hz desired trajectory given by $x_{ld} = 0.01 \sin(8\pi t)$, tracking errors shown in Fig.5 are very small and exhibit similar trends as in Fig.2.

Finally, simulation is run for Point-to-Point movement of the linear motor. Given the start and the final position of the motor, a desired trajectory $x_{ld}(t)$ with a continuous velocity and acceleration is first planned. For a travel distance of 0.4m, the planned $x_{ld}(t)$ and $\dot{x}_{ld}(t)$ are shown in Fig.6. As seen, the
desired trajectory has a maximum speed of 2m/s and has a maximum acceleration of 20m/s², which are around their physical limits. An adaptation rate of \( \Gamma = \text{diag}[342.0, 39.0, 3.5 \times 10^{-5}, 6.7 \times 10^{-3}, 288, 288, 0.51, 1.25, 80, 7.8 \times 10^2] \) is used. Tracking errors are shown in Fig.7. As seen, due to large acceleration and very high speed during transient period, transient tracking error becomes larger but the final tracking error is only 1.4µm. It is interesting to note that during the maximum speed period (around 0.1-0.21sec), ripple forces have a frequency of \( \frac{2m/s}{0.06m} = 66.67Hz \), which is beyond the bandwidth of the controller. As a result, parameter adaptation could not catch the periodic ripple forces and their effects are evident in the transient tracking error. The results also show that the proposed ARC is robust to very high frequency ripple forces as contrast to the instability phenomenon observed in other learning techniques [6]. All these results verify the effectiveness of the proposed algorithm.

5 Conclusions

In this paper, an ARC controller based on discontinuous projection method has been constructed for the high performance adaptive robust motion control of an iron core linear motor. The controller takes into account the effect of parametric uncertainties coming from the inertia load, friction, cogging, force ripple, and electrical parameters as well as uncertain nonlinearities due to external disturbances, uncompensated friction and force ripple. In particular, design models consisting of known basis functions with unknown weights are used to approximate the unknown nonlinear ripple forces. On-line parameter adaptation is then utilized to reduce the effect of various parametric uncertainties while the uncompensated uncertain nonlinearities are handled effectively via certain robust control laws for high performance. As a result, time-consuming and costly rigorous off-line identification of friction and ripple forces is avoided while without sacrificing tracking performance. Extensive simulation results illustrated the effectiveness of the proposed scheme - a fast parameter adaptation process, performance robustness to uncompensated model errors and external disturbances, and robust to very high frequency ripple forces.
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Proof of Theorem 1: Substituting (29) into (30) and noting (19) and (21)

\[
\dot{V} \leq w_3z_3 \left\{ \tilde{R}_F \alpha_{\phi_2} - \tilde{\theta}^T \phi_2 + \tilde{d} \right\} - w_2 \tilde{R}_F \alpha_{\phi_2} - (k_3 + \| \tilde{C}_\phi \Gamma_{\phi_3} \|^2)z_2^2 \\
+ w_3\dot{z}_3 \left( \tilde{\theta}_\phi + \tilde{\theta}^T \phi_3 - \frac{\partial \alpha_{\phi_2}}{\partial \phi_2} \right) - w_3 \frac{\partial \alpha_{\phi_2}}{\partial \phi_2} \left( k_3 + \| \tilde{C}_\phi \Gamma_{\phi_3} \|^2 + \| \tilde{C}_\phi \Gamma_{\phi_3} \|^2 \right)z_2^2 - w_3 \dot{z}_3 \frac{\partial \alpha_{\phi_2}}{\partial \phi_2} \tilde{\theta}
\]

By completion of square

\[
| w_3z_3 \frac{\partial \alpha_{\phi_2}}{\partial \phi_2} \tilde{\theta} | \leq w_3 | \tilde{\theta}_\phi + \tilde{\theta}^T \phi_3 - \frac{\partial \alpha_{\phi_2}}{\partial \phi_2} | \left\| \tilde{C}_\phi \Gamma_{\phi_3} \right\|^2z_2^2 + \frac{\partial \alpha_{\phi_2}}{\partial \phi_2} \left\| \tilde{C}_\phi \Gamma_{\phi_3} \right\|^2 \tilde{\theta}^2 
\]

Noting that \( \tilde{C}_\phi^{-1} \) and \( \Gamma \) are diagonal matrices, from (12) and (33),

\[
\left\| \tilde{C}_\phi^{-1} \tilde{\theta} \right\|^2 \leq \left\| \tilde{C}_\phi^{-1} \Gamma \tilde{\theta}_c \right\|^2 \leq \left\| \tilde{C}_\phi^{-1} \Gamma \tilde{\theta} \right\|^2 \leq 2 \left( \left\| \tilde{C}_\phi^{-1} \Gamma \tilde{\theta} \right\|^2, w_3^2, z_2^2 \right)
\]

Thus, if \( \tilde{C}_\phi, \tilde{C}_\phi, \text{ and } \tilde{C}_\phi \) satisfy the conditions in the theorem, from (38) and (39),

\[
| w_3z_3 \frac{\partial \alpha_{\phi_2}}{\partial \phi_2} \tilde{\theta} | \leq w_3 \left\| \tilde{C}_\phi \Gamma_{\phi_3} \right\|^2w_2z_2^2 + \frac{\partial \alpha_{\phi_2}}{\partial \phi_2} \left\| \tilde{C}_\phi \Gamma_{\phi_3} \right\|^2w_3^2z_2^2
\]

Noting the conditions \( i \) of (22) and (31), from (37) and (40),

\[
\dot{V} \leq \sum_{j=2}^{3} (-w_j \dot{z}_j \dot{z}_j + w_j \dot{z}_j \dot{z}_j) \leq -2\lambda V + \varepsilon V
\]

which leads to (34). A of the theorem is thus proved.

In the presence of parametric uncertainties only, i.e., \( \dot{d} = 0 \), noting conditions \( ii \) of (22) and (31), from (37), (40), and (33),

\[
\dot{V} \leq - \sum_{j=2}^{3} [w_j \dot{\theta}^T \phi_j z_j + w_j \dot{z}_j \dot{z}_j] = - \sum_{j=2}^{3} w_j \dot{z}_j \dot{z}_j - \dot{\theta}^T \tau
\]

Define a new p.d. function \( V_\phi \) as

\[
V_\phi = V + \frac{1}{2} \dot{\theta}^T \Gamma^{-1} \dot{\theta}
\]

Noting P2 of (13), from (42), the derivative of \( V_\phi \) is

\[
\dot{V}_\phi \leq - \sum_{j=2}^{3} w_j \dot{z}_j \dot{z}_j - \dot{\theta}^T \tau + \dot{\theta}^T \Gamma^{-1} \dot{\theta} \leq - \sum_{j=2}^{3} w_j \dot{z}_j \dot{z}_j
\]

Therefore, \( z \in L_2^2 \). It is also easy to check that \( z \) is bounded. So, \( z \to 0 \) as \( t \to \infty \) by the Barbalat’s lemma, which leads to B of Theorem 1.

\( \square \)
Figure 2: Tracking errors in the presence of parametric uncertainty

Figure 3: Tracking errors with model mismatch
Figure 4: Tracking errors in the presence of parametric uncertainty and external disturbances
Figure 5: Tracking errors for a higher frequency desired trajectory
Figure 6: Desired trajectory and velocity for a travel distance of 0.4m
Figure 7: Tracking error of the whole travel distance