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Abstract—The aggressive scaling of NAND flash memories has caused significant degradation in their reliability and endurance. One of the dominant factors in this degradation is the inter-cell-interference (ICI), by which the programming of a cell can affect near-by neighboring cells corrupting the information that they store. This paper proposes a new data representation scheme which increases endurance and significantly reduces the probability of error caused by ICI. The method is based on using an orthogonal code to spread each bit across multiple cells, resulting in a more uniform distribution of voltages being programmed in the cells.

I. INTRODUCTION

NAND Flash is a non-volatile memory technology which offers significantly higher speeds and power efficiency than hard drives, but its higher cost is still an obstacle for its widespread use. Manufacturers have aggressively scaled the technology to pack more cells in the same silicon real state, while they also increased the number of bits stored in each cell. These techniques succeeded in reducing the cost of flash memories to the same order of magnitude as that of hard drives, but they brought other problems, mainly related to the reliability of the stored information.

A flash cell is a floating gate transistor whose threshold voltage can be adjusted by injecting charges into its floating gate. Information is stored by setting this voltage threshold to specific values. In its simplest form, one bit is stored in each cell, depending on whether it is charged or discharged. Memories of this type are known as SLC. In order to increase the capacity (and reduce their cost accordingly) most applications now use MLC memories, which can be programmed to four different voltage levels and store two bits in each cell. Some manufacturers have gone even further, producing memories which store three (TLC) or even four bits in each cell [1].

As flash memory technology scales and more bits are stored in each cell, the signal to noise ratio observed in the programmed voltages decreases. One of the main sources of noise, which is becoming increasingly important as the technology scales and for the forthcoming 3D flash structures, is inter-cell interference (ICI). ICI noise is due to the parasitic capacitance-coupling effect, by which the shift in threshold voltage of one cell can change the threshold voltage of its neighbors [2].

Additionally, flash cells have a limited lifetime. Before data can be written to a page, the block must have been erased\(^1\). The tunneling of charges into and out of the floating gate causes damage to the dielectric barrier that holds the charges, limiting the range of programmed voltages and the number of times that each cell can be written. The amount of damage that a cell suffers in a single write operation increases super-linearly with the programmed voltage. Hence, writing data patterns that are represented by a lower threshold voltage could prolong the lifetime of the flash [3], [4], [5].

This paper studies a new data representation scheme which, among other features, reduces ICI and extends the lifetime of the memory by reducing the frequency with which the largest voltage levels are programmed. It is based on using an orthogonal code to spread each information symbol across multiple cells, similar to how DS-CDMA is used in wireless communications.

Unfortunately, the voltage of the cells in a Flash memory cannot be measured directly. Reading the cells in a page is done by comparing their stored voltage with an adjustable reference voltage \(t\). The read operation returns a binary vector with one bit for each cell: 1 if the cell has voltage lower than \(t\) and 0 otherwise. Section III-B and Fig. 1 will show that the proposed scheme increases the number of voltage levels for each cell, so reading a page might take longer than with the usual data representation scheme. However, many memory manufacturers now incorporate dedicated hardware to perform multiple reads of the same page with different values of \(t\) to obtain a finer quantization of the voltages. These commands are generally used to perform soft reads for LDPC decoding, but they can also be used to accelerate the read of additional levels that our scheme proposes. The penalty in terms of read speed might therefore not be as severe as it seems at first.

The rest of the paper is organized as follows. Section II introduces the system model used in the rest of the paper. Section III explains and analyzes the spreading data representation approach, which is then improved in Section IV. Finally, Section V presents simulation results to validate the method and Section VI summarizes and concludes the paper.

II. SYSTEM MODEL

In order to better illustrate the features of the proposed scheme, this paper will consider multiple scenarios with different noise distributions and memory types. From a high level perspective, it will be assumed that in a write operation the host provides a vector of (possibly encoded) information symbols \(b \in \mathcal{X}^m\) from an alphabet \(\mathcal{X}\), which are then mapped to a vector of voltages \(v^0\) to be programmed on the cells.
By the time that the cells are read, the voltages $v^0$ will have suffered some amount of white Gaussian noise, denoted $n^w$, as well as inter-cell interference (ICI), denoted $n^{ICI}$. Therefore, the voltage actually stored in the cells at read time is

$$v = v^0 + n, \quad n = n^w + n^{ICI}. \tag{1}$$

The noise due to leakage is also assumed to be Gaussian and is therefore absorbed into the $n^w$ term.

ICI occurs when a shift in the threshold voltage of one cell changes the threshold voltage of its neighbors due to the parasitic capacitance between cells, known as "floating-gate interference" [6]. Extensive measurements have shown that the change in threshold voltage suffered by the victim cell is proportional to the threshold voltage of the aggressor cell, with a proportionality factor that depends on the parasitic capacitance between the aggressor cell and the victim cell.

Damage to flash memory cells can be caused by program/erase (P/E) cycling. According to [3], most of the damage happens when cells are programmed to the largest voltage, so writing patterns that are represented by a lower threshold voltage could prolong the lifetime of the flash [3], [4], [5].

The proposed data representation scheme uses a different linear mapping between the symbols $b$ and the nominal voltages $v^0$, to be described in the next section. This mapping will extend the number of nominal voltages to be programmed, but also reduce the number of cells programmed to large voltages, attenuate the ICI, and increase robustness to impulsive noise. This will result in increased capacity and extended lifetime for the memory.

In practice it is not possible to program NAND flash cells with a negative voltage. The discharged state in which the cells are left after being erased sets a lower limit for the range of programmable voltages and the write procedure can only push the cells towards higher voltages. However, for our derivations it will be useful to shift the reference system so that the range of programmable voltages is symmetric and the voltages $v^0$ and symbols $b$ can take both positive and negative values. SLC cells will therefore have their voltage levels relabeled as $-0.5$ and $+0.5$, while MLC cells will be assumed to take voltage levels $-1.5$, $-0.5$, $0.5$, and $1.5$. In general, if there are $2S$ symbols in the alphabet $\mathcal{X}$, they will be labeled as $\mathcal{X} = \{\pm 0.5, \pm 1.5, \ldots, \pm (S - 0.5)\}$. The largest symbol in the alphabet will be denoted by $V_{\text{max}} = S - 0.5$. The rest of the paper assumes that the symbols $b_i$ and voltages $v_i^0$ have zero mean.

### III. The Spreading Approach

In a traditional flash memory, each cell stores a fixed number of bits. There is usually some redundant bits introduced by the ECC or RAID schemes but, ultimately, each bit is stored in a specific cell. Cells have a fixed number of voltage levels to which they can be programmed and all the levels are written with the same frequency. This section proposes a new data representation scheme which uses orthogonal codes to spread each bit across multiple cells, similar to DS-CDMA transmission in wireless communications.

Instead of mapping each symbol $b_i$ to a fixed voltage $v_i^0$, the proposed scheme uses a matrix with orthogonal columns $C$ (e.g., a Walsh matrix) to map the symbols $b_i$ into voltages $v_i^0$ to be programmed. For example, when mapping four symbols $b_i \in \mathcal{X}^4$ into four cells, the voltages to be programmed are:

$$\begin{bmatrix} v_1 \\ v_2 \\ v_3 \\ v_4 \end{bmatrix} = \frac{k}{4} \begin{bmatrix} 1 \\ 1 \\ 1 \\ 1 \end{bmatrix},$$

where $k$ is an adjustable parameter that controls the range of voltages being programmed. Increasing $k$ introduces more separation between the programmed voltage levels, but also increases the damage suffered by the cells and the power consumed. In general, when $M$ symbols are to be programmed into $N \geq M$ cells,

$$v^0 = \frac{k}{M} Cb,$$ \tag{2}

where $C$ is a $\{1, -1\}^{N \times M}$ matrix with orthogonal columns. We will refer to this operation as spreading.

By spreading each information symbol across multiple cells, we increase the number of possible programmed voltages in each cell, so symbols and nominal voltages no longer share the same alphabet. For example, for the SLC case where $b_i \in \{-0.5, 0.5\}$, Eq. 2 yields five possible levels for each cell: $v_i^0 \in \{-\frac{k}{2}, -\frac{k}{4}, 0, \frac{k}{4}, \frac{k}{2}\}$. In general, if $V_{\text{max}}$ is the largest symbol in the alphabet $\mathcal{X}$, the voltage levels after spreading are in the range $[-kV_{\text{max}}, kV_{\text{max}}]$.

When the read operation is performed, the voltages are multiplied by a de-spreading matrix $C^T$, which is the left inverse of the spreading matrix. Because of the properties of Walsh sequences, the de-spreading matrix is the transpose of the spreading matrix. Continuing with the previous example, when $N = M = 4$

$$\begin{bmatrix} b_1 \\ b_2 \\ b_3 \\ b_4 \end{bmatrix} = \frac{1}{k} \begin{bmatrix} 1 \\ 1 \\ 1 \\ 1 \end{bmatrix},$$

$$\begin{bmatrix} v_1 \\ v_2 \\ v_3 \\ v_4 \end{bmatrix} = \begin{bmatrix} 1 \\ 1 \\ 1 \\ 1 \end{bmatrix} \begin{bmatrix} b_1 \\ b_2 \\ b_3 \\ b_4 \end{bmatrix}.$$
with the spreading and the regular scheme, respectively. Then, the spreading scheme. Denote $T_{\text{shifted to Section II}}$, cell voltages must be non-negative so they are reduced the probability of programming the maximum voltage, the scaling constant $k$ it is easy to increase $SNR$ where $P_b$ consumes more power. This subsection studies such tradeoff.

The noise can be arbitrarily attenuated by decreasing $\frac{\sqrt{k}}{N}$, but that involves sacrificing capacity by decreasing $\frac{\sqrt{k}}{N}$ or using a wider range of programmed voltages by increasing $k$. Since most practical applications are not willing to compromise capacity, the rest of the paper assumes $M = N$, which means that the storage space efficiency is the same as in the regular scheme.

A. Effect of Gaussian noise

For fixed voltage range ($k = 1$) and signal-independent Gaussian noise, spreading actually decreases the signal-to-noise ratio ($SNR$) at read time. Assuming independent and identically distributed noise components $n_i \sim N(0, \sigma^2)$ [7], the SNR of the regular and spreading schemes are:

$$SNR_{\text{regular}} = \frac{P_s}{\sigma^2} \quad SNR_{\text{spread}} = \frac{P_s}{Nk\sigma^2},$$

where $P_s = E[b_i^2]$ represents the power of the stored symbols. It is easy to increase $SNR_{\text{spread}}$ when needed by increasing the scaling constant $k$, but doing so widens the range of programmed voltages and thus causes more damage and consumes more power. This subsection studies such tradeoff.

One of the advantages of the spreading scheme is that it reduces the probability of programming the maximum voltage, thus reducing the damage to the flash memory. The amount of damage suffered by the memory is approximately proportional to the square of the voltage programmed. As mentioned in Section II, cell voltages must be non-negative so they are shifted to $b_i + V_{\text{max}}$ in the regular scheme and to $v_i^0 + kV_{\text{max}}$ in the spreading scheme. Denote $T_{\text{spread}}$ and $T_{\text{regular}}$ the damage with the spreading and the regular scheme, respectively. Then,

$$T_{\text{regular}} = a \cdot E \left[ (b_i + V_{\text{max}})^2 \right] = a(E[b_i^2] + V_{\text{max}}^2)$$
$$T_{\text{spread}} = a \cdot E \left[ (v_i^0 + kV_{\text{max}})^2 \right] = a \left( \frac{k^2}{N} E[b_i^2] + k^2 V_{\text{max}}^2 \right),$$

for some constant $a$. For $k = 1$ (i.e., both schemes have identical programming range), spreading causes less damage than the regular scheme but it lowers the SNR. For $k = \sqrt{N}$ both schemes have the same SNR, but spreading causes more damage. Section IV will elaborate how to choose an optimal $k$ in between.

B. Effect of inter-cell interference

The previous section showed that when the noise is independent from the voltages being programmed in the cells, our spreading scheme does not provide any improvement in terms of SNR unless $k \geq \sqrt{N}$. However, the main source of noise in new memory generations is ICI, which is proportional to the aforementioned voltages.

In most memories, flash cells are organized in an array structure, where all the cells in a wordline are programmed simultaneously and wordlines are programmed in increasing order. The ISPP [6] algorithm used to program wordlines can compensate for the inter-cell interference caused by previously programmed wordlines, but not for the interference of subsequent program operations. Hence, most of the ICI suffered by a specific cell is caused by the direct-above-neighbor. This will be the only ICI component considered in our analysis, but the simulations in Section V will include 3 neighbors.

Assuming $n_{\text{ICI}} \gg n_w$, we can write Eq. (4) to be:

$$\hat{b}_i = b_i + \frac{1}{k} \sum_{j=1}^{N} \pm n_j, \quad i = 1, 2, \ldots, M,$$

where $n_{\text{ICI}}$ is proportional to the programmed voltages,

$$n_{\text{ICI}} = \gamma v_0^i = \frac{k\gamma}{N} \sum_{j=1}^{N} \pm b_j,$$

So the estimated symbol can be represented as $\hat{b}_i = b_i + \Delta b_{\text{spread}}$, where

$$\Delta b_{\text{spread}} = \frac{\gamma}{N} \sum_{j=1}^{N^2} \pm b_j.$$

If the distance between the symbols is $d$, errors happen only when $\Delta b_{\text{spread}} \geq \frac{d}{2}$. The distribution of $\Delta b_{\text{spread}}$ is approximately $N(0, \gamma^2 E[b_i^2])$ according to the Central Limit Theorem. Then the probability of error for non-extreme symbols is approximately

$$P_e^{\text{spread}} \approx 2\phi \left( \frac{-d}{2\gamma \sqrt{E[b_i^2]}} \right),$$

where $\phi(u) = \int_{-\infty}^{u} \frac{1}{\sqrt{2\pi}} e^{-y^2/2} dy$. Note that in Eq. (6), the scaling parameter $k$ has no effect on ICI.

In the regular scheme, the estimated symbol is:

$$\hat{b}_i = b_i + \gamma b_j,$$

with probability of error for non-extreme symbols

$$P_e^{\text{regular}} = P \left( |b_j| \geq \frac{d}{2\gamma} \right).$$

The main advantages of our spreading scheme come from the fact that the voltages being programmed in the cells have smaller variance than in the regular scheme. As shown in Fig. 1, spreading leads to a distribution with less variance. As $\gamma$ increases, the regular scheme introduces much more
memories, however are perfect for satellite applications. Their fly appropriately. DRAM memories are volatile and require

\[ C \] Effect of impulsive noise

have the form of a scaled codeword, and would therefore not Gaussian noise. The lowest and highest symbol would suffer the grouping of cells into spreading blocks must be done performance. It is also important to take into account that the same voltage value, regardless of what it was meant to cell effectively breaks and will henceforth be read as storing the correct value, so the probability of error is 1 with probability \( 2 \). If a cell is broken, it has a stop the programming of the other cells in the page.

Let \( P \) denote the probability of a cell breaking. We assume that the controller knows which cells are broken, and can therefore assign them an arbitrary voltage at read time, independently from the actual state they are in. In order to minimize the resulting noise, broken cells will be read as having a voltage of 0, the average voltage stored by a healthy cell.

Equation (2) shows that the nominal voltage programmed in the \( i \)-th cell is \( v_i = c_i^T b \), where \( c_i^T \) represents the \( i \)-th row of the spreading matrix \( C \). If the \( i \)-th cell is broken, the controller interprets \( v_i = 0 \), which is equivalent to replacing \( i \)-th column of the de-spreading matrix by zeros when the read operation is performed. The estimated data symbols can then be represented as:

\[
\begin{bmatrix}
\hat{b}_1 \\
\hat{b}_2 \\
\vdots \\
\hat{b}_N
\end{bmatrix} = \frac{1}{N} \begin{bmatrix}
N - 1 & \pm 1 & \cdots & \pm 1 \\
\pm 1 & N - 1 & \cdots & \pm 1 \\
\vdots & \vdots & \ddots & \vdots \\
\pm 1 & \pm 1 & \cdots & N - 1
\end{bmatrix} \begin{bmatrix}
b_1 \\
b_2 \\
\vdots \\
b_N
\end{bmatrix},
\]

where all the noise except the broken cell has been neglected. In other words, the estimated information symbol \( \hat{b}_i \) can be represented as:

\[
\hat{b}_i = \frac{N - 1}{N} b_i + \frac{1}{N} \sum_{j \neq i} \pm b_j \quad i = 1, 2, \ldots, N,
\]

where the signs of the error terms depend on the spreading matrix and the signs of the different bits.

In SLC flash memories, an error will occur if the sign of \( \hat{b}_i \) is different from the sign of \( b_i \). This can only happen if the signs of the other bits align just right so that the \( N - 1 \) error terms cancel out the correct \( \frac{N - 1}{N} \) contribution. It happens with probability \( \frac{1}{\binom{N - 1}{N/2}} \). Moreover, even when the signs align just right, which means \( \hat{b}_i = 0 \), we still have a 50% chance of guessing the sign correctly. So the probability of error due to broken cells is \( \frac{1}{N} P(1 - P)^{N-1} + O(P^2) \).

However, for the regular scheme, whatever bits were stored in the broken cells are completely lost. The ECC will have to recover them if possible. If a cell is broken, it has a \( \frac{1}{2} \) chance of storing the correct value, so the probability of error is \( \frac{1}{2} \) for the regular scheme, which is much larger than with the spreading scheme.
In MLC flash memories, however, our scheme does not always offer advantages towards impulsive noise. Since there are more programming voltage levels, the error terms may play a more important role because it may contain some large voltage levels. But space applications generally use SLC memories because they are more reliable than MLC.

IV. CHOICE OF $k$

Increasing $k$ can improve SNR through noise attenuation, but the range of programmed voltages becomes wider. It was shown in Fig. 1 that the probability of programming a very large or small voltage with the spreading scheme is very low, so it could be helpful to increase $k$ and then crop those extremes. If the gains in terms of noise attenuation obtained by increasing $k$ make up for the cropping noise, the overall SNR will increase.

Instead of increasing $k$ and then cropping the largest voltages, our scheme crops both high and low voltages symmetrically, so as to minimize the cropping noise. Assuming that the desired range of programmed voltages is $[-V_{\text{max}}, V_{\text{max}}]$, the quantization noise introduced by cropping is

$$q = \min\{0, V_{\text{max}} - \frac{k}{N} Cb\} + \max\{0, -V_{\text{max}} - \frac{k}{N} Cb\}.$$  

The information symbols read can be represented as:

$$\hat{b} = b + \frac{1}{k} C^T n + \frac{1}{k} C^T q,$$

where $q$ is the quantization noise. In other words, for each estimated information value $b_i$:

$$\hat{b}_i = b_i + \frac{1}{k} \sum_{j=1}^{N} \pm(n^{1\text{CI}} + n^{w}) + \frac{1}{k} \sum_{j=1}^{N} \pm q_j.$$  

To minimize the overall distortion introduced by cropping, we want to crop only the largest and smallest voltages in our scheme, $\pm kV_{\text{max}}$. These levels are programmed with probability $\frac{2}{L^N}$, where $L = |X|$ is the number of possible information symbols, hence $q$ can be represented as:

$$q = \begin{cases} 
(k-1)V_{\text{max}} & \text{with probability } \frac{2}{L^N} \\
0 & \text{with probability } \frac{L^N - 2}{L^N}.
\end{cases}$$

The Gaussian noise, ICI, and quantization noise are uncorrelated, so the total noise power $P_N$ can be found by a simple sum of the components $P_N = P_w + P_{\text{ICI}} + P_q$, where:

$$P_w = \frac{N}{k^2}\sigma^2$$

$$P_{\text{ICI}} = \gamma^2 E[b_i^2]$$

$$P_q = \frac{2N(k-1)^2}{k^2 L^N} V_{\text{max}}^2.$$  

As $k$ increases the write noise decreases but the quantization noise increases. There is a trade-off between quantization noise and write noise. As shown in Fig. 2, the optimal $k$ which minimizes the total noise power and consequently maximizes the SNR is:

$$k^* = \arg\min_k \frac{2N(k-1)^2}{k^2 L^N} V_{\text{max}}^2 + \frac{N}{k^2}\sigma^2.$$  

For some memories, it may be hard to control the small voltage increments between the levels in the spreading scheme, specially if $k$ is small. The over-programming could introduce Gaussian noise, but the total power of this noise would still be lower than that in the regular scheme, since the programming pulses would also be smaller.

V. SIMULATION RESULTS

This section compares the proposed data representation scheme with the regular one through simulations. It evaluates both of them in terms of BER and damage caused to the memory. We simulate 10 memory blocks with 128 pages per block and 8096 cells in each page. Each cell is assumed to suffer ICI from 3 neighbors in the next wordline, with coefficient $\gamma = 0.3\alpha$ for the direct neighbor (the one in the same bitline) and $\gamma = 0.25\alpha$ for the other two. The write noise is assumed to be Gaussian with zero mean and $\sigma = 0.1$ and cells are assumed to break with probability $P_{\text{broken}} = 0.001$.

First, we study how BER increases with ICI when $M = N = 4$, $k = 1.4$, and the voltages $v^0$ are cropped to be in the range $[-0.5, 0.5]$ for SLC memory and $[-1.5, 1.5]$ for MLC memory. Figure 3 shows the results for an SLC memory (i.e. $b \in \{-0.5, 0.5\}^4$) and Figure 4 for an MLC memory (i.e. $b \in \{-1.5, -0.5, 0.5, 1.5\}^4$). When ICI is small the regular scheme performs better in both SLC and MLC cells, but when ICI increases, the spreading scheme provides lower BER.

Then, we study the trade-off curves between damage and BER in both schemes. Gaussian noise, ICI, and breaking probability are kept constant at $\sigma = 0.1$, $\alpha = 1$, and $P_{\text{broken}} = 0.001$ while the programmed voltage levels are scaled. In the regular scheme, the scaling is done by changing
the distance between the levels and in the spreading scheme, it is done by means of parameter $k$. In both cases, the damage is represented by the expected value of the squared programmed voltage. As the distance between levels increases, Gaussian noise becomes comparatively weaker and the probability of error decreases but the memory suffers more damage due to the larger programmed voltages. Figure 5 illustrates the advantages of the spreading scheme: for a fixed probability of error, the spreading scheme causes much less damage and for a fixed damage, the spreading scheme offers a lower probability of error. Only for extreme separations between the levels, when the expected voltage squared is higher than 10, does the regular scheme offer an advantage. Spreading is generally better in terms of both damage and BER.

VI. CONCLUSION

This paper proposed a novel data representation scheme where orthogonal codes are used to store the information in a NAND flash memory, so that each symbol is spread out over multiple cells. By increasing the number of possible voltage levels in each cell, disregarding the fact that these levels could overlap, the proposed scheme can provide significant gains in terms of robustness towards inter-cell interference and impulsive noise. Additionally, higher levels are used less frequently than in the usual scheme, reducing the damage suffered by the cells and thereby extending the endurance of the memory. The paper provides analytical expressions for the SNR and BER of this spreading scheme under Gaussian noise, ICI, and impulsive noise. Its performance is then studied through simulations.

In future work, we will study the best way to combine this spreading scheme with error correcting codes and will try to find ways to overcome the penalty in terms of read speed that the additional number of levels poses.
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