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ABSTRACT Unmanned Aerial Vehicle (UAV) technology is being increasingly used in a wide variety of
applications ranging from remote sensing, to delivery and security. As the number of UAVs increases, there
is a growing need for UAV to UAV detection and tracking systems for both collision avoidance and coordi-
nation. Among possible solutions, autonomous “see-and-avoid” systems based on low-cost high-resolution
video cameras offer important advantages in terms of light weight and low power consumption. However, in
order to be effective, camera based “see-and-avoid” systems require sensitive, robust, and computationally
efficient algorithms for autonomous detection and tracking of UAVs from a moving camera. In this article,
we propose a general architecture for a highly accurate and computationally efficient UAV to UAV detection
and tracking (U2U-D&T) algorithm from a camera mounted on a moving UAV platform. The system is based
on a computationally efficient pipeline consisting of a moving target detector, followed by a target tracker.
The algorithm is validated using video data collected from multiple fixed-wing UAVs that is manually
ground-truthed and is publicly available. Results indicate that the proposed algorithm can be implemented on
commodity hardware and robustly achieves highly accurate detection and tracking of even distant and faint
UAVs. Open source code for the U2U-D&T algorithm is available at: https://github.com/jingliinpurdue/
Fast-and-Robust-UAV-to-UAV-Detection-and-Tracking.git.

INDEX TERMS UAV tracking, sense-and-avoid, temporal detection, collision avoidance

I. INTRODUCTION

Unmanned Aerial Vehicle (UAV) technology is being
increasingly used in a wide variety of applications ranging
from remote sensing, to delivery and security [1]–[3]. As
UAVs have become more popular, there is a growing need
for UAV to UAV detection and tracking systems for both
collision avoidance and coordination of multiple UAVs [4],
[5]. While active sensors such as Lidar or Radar can provide
relatively accurate 3D point clouds, active sensors are typi-
cally not practical for small UAVs due to their heavy weight
and high power requirements [6].
Alternatively, passive optical sensors such as high-defini-

tion digital cameras are light weight and low power sensors
that can be used to implement a more traditional “see-and-
avoid” system [7]–[9]. We will refer to such automated UAV
to UAV see-and-avoid systems as autonomous see and

avoid. However, in order to be effective, autonomous see
and avoid systems will require sensitive, robust, and compu-
tationally efficient algorithms for detection and tracking of
UAVs from a camera mounted on a moving UAV platform.
We will refer to such systems as UAV to UAV detection and
tracking (U2U-D&T).
Real-time moving object detection and tracking has been

widely studied in the computer vision community [10].
While early object detection methods were based on simple
feature extraction [11], more recent algorithms such as deep
convolutional neural networks have been broadly accepted
as having the best accuracy for the problem of detecting gen-
eral objects in cluttered scenes [12]. More recently, there has
been particularly high interest in the detection of pedestrians
and cars for applications ranging from intelligent highways
to the safety of autonomous vehicles. Many pedestrian and
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car detection algorithms have been developed for surveil-
lance monitoring and even used in commercial products, in
which video is captured from a camera on a fixed platform
[13]–[15]. More recently, there has been a variety of research
on object detection algorithms for video taken from cameras
mounted on moving platforms [16].
The design of U2U-D&T systems presents many unique

challenges that necessitate specialized object detection and
tracking solutions [7]–[9]. First, in U2U-D&T detection,
both the camera platform and the object being detected are
rapidly moving and usually with different motion profiles.
This is because both the UAV with the camera and the UAV
to be detected are typically moving independently.1 Conse-
quently, object detection and tracking algorithms must be
robust to background motion that is non-planar and complex
[17], [18]. Second, robust detection and tracking requires
that algorithms work reliably for both near and distant
UAVs. This means that in some cases, distant targets may be
very small and often obscured by the background. For exam-
ple, Figure 1 illustrates how distant UAVs may only occupy
a small number of pixels within the image, and can be
occluded by the clouds or other background clutter. How-
ever, in other cases, nearer targets may occupy a much larger
field of view. Therefore, appearance by itself may not be a
reliable feature for robust detection [19]. Finally, training
data for the problem of U2U-D&T detection is scarce and its
collection is difficult since it requires the simultaneous coor-
dination, flight, and video capture of multiple UAVs [20].
The problem of detecting small ground objects from wide

angle aerial images taken from UAVs has been recently
explored with exciting results [21]. For example, in [7] Meier
et al. used computer vision methods to detect static markers on
the ground to assist in UAV localization. Other research has
focused on the problem of tracking and estimating the geo-
location of ground targets from moving UAVs using computer

vision [22]–[24]. In particular, Khanapuri et al. estimated the
geo-localization of multiple ground targets with multiple
UAVs using neural networks and extended Kalman filters [25].
Ammour et al. proposed an algorithm for detecting and count-
ing cars from UAV imagery [26], and Teutsch et al. detected
moving vehicles in videos taken from a UAV by using frame
differencing together with appearance classification. Finally, in
[26], LaLonda et al. presented a spatio-temporal algorithm to
detect small objects in videos taken from UAVs flying high
above targets. This method can detect both moving and station-
ary objects that are on the ground by using a two-stage neural
network in which the first stage detects a region of interest, and
the second stage detects the specific location. However, detec-
tion of objects flying in the sky is more challenging due to the
larger variation in both the motion and the appearance than typ-
ically occurs for objects on the ground.
There have been a number of works that specifically treat

the problem of detection and tracking of moving objects
using UAV mounted cameras [27], [28]. Rozantsev et al.
proposed an algorithm for detecting other flying UAVs by
first performing motion compensation to center the moving
object, and then using a deep neural network (DNN) to detect
the flying target [27], [28]. While this method was effective,
it assumed that the UAVs were relatively close so that the
target UAV occupied a large number of pixels in the field-of-
view (FOV). This allowed the DNN to accurately detect the
appearance of the target UAV. Moreover, they used a sliding
window to detect the moving target, so that the computation
required was large compared to what would likely be avail-
able on a small UAV for real-time detection and tracking.
Saribas et al. [29] proposed a UAV detection and tracking
algorithm which combines an appearanced based detector,
YOLOv3 [30], and a kernelized correlation filter (KCF) [31]
based tracker. However, this algorithms was primarily
designed for the detection of UAVs that fill a sufficiently
large region of the image so that appearance can be used as a
significant discriminator. In addition, the YOLOv3 algorithm
requires substantial computational resources.
Since many modern detection algorithms depend on train-

ing, high quality video training data is also crucial to success-
ful U2U-D&T design. There are a number of datasets taken
from cameras mounted on UAVs looking down at ground-
based objects. For example, Campus [32] is a dataset taken
from a UAV looking at a campus with objects such as cars,
pedestrains, bicycles and other objects on a university cam-
pus. DOTA [33] is a more general data set containing videos
of public areas in multiple cities. In the videos, there are
objects, such as cars, ships, and helicopters, all of which are
static. UAVDT [34] is a data set primarily consisting of
ground-based moving objects taken from cameras mounted
on flying UAVs. UAV123 [35] and UAVDT [34] include
some videos of other moving UAVs. However, the number
of UAVs in an image is typically small, and the UAV videos
are taken at close distance.
In this paper, we present a low complexity algorithm for

U2U-D&T that is capable of robustly detecting and tracking

FIGURE 1. Challenges in detecting other UAVs: In some cases

distant UAVs may be very small and occluded by similar or clut-

tered backgrounds. In this case, UAVs may not be easily recog-

nizable to human observers.

1We note that fixed wing UAVs, which will be the primary focus of this
research, must maintain a minimum airspeed above their stall speed. So they
also typically maintain a non-zero ground velocity.
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target UAVs from cameras mounted on a flying UAV plat-
form. This paper builds on our previous publications of [36],
[37]. Key innovations in our approach are that we use a mod-
ular structure formed by a moving target detector, and target
tracker in order to minimize computation while achieving
high accuracy. Moreover, by integrating our motion and
appearance into the classification process, we are able to
increase detection probability while reducing false alarms.
Finally, we utilize tracking to increase accuracy of detecting
faint, distant, and obscured UAVs with intermittent single
frame detection.
We also present a publicly available data set of UAV to

UAV video suitable for training of U2U-D&T algorithms.2

The data is unique in that it was taken with multiple UAVs
flying simultaneously [20] and is available with associated
ground-truth. When tested with this real video data, we find
that our proposed U2U-D&T algorithm has a high probabil-
ity of detection and low false alarm rate even in complex and
clustered environments and can detect distant and faint
UAVs even when they are difficult to be detected by human
viewers.

II. UAV TO UAV DETECTION AND TRACKING

ALGORITHM (U2U-D&T)

The overall architecture of our U2U-D&T algorithm is illus-
trated in Figure 2. The algorithm has two stages: the Target
Detector and the Target Tracker. The Target Detector gener-
ates candidate points that correspond to possible targets by
detecting regions with local motion and appearance that is
consistent with flying UAVs. Next the Target Tracker uses
optical flow together with Kalman tracking to recover

accurate continuous tracks of detected targets even in the
presence of clutter and missed detections. This structure
greatly reduces computation since the computationally inten-
sive classifiers need only be applied to sparse regions of the
image. In the following sections, we describe each stage of
our algorithm in detail.

A. TARGET DETECTOR

The function of the Target Detector stage is to generate can-
didate points corresponding to objects that are moving rela-
tive to the background. To do this, we first estimate the
background motion using a global motion model, and then
we subtract subsequent frames after aligning with the esti-
mated global motion parameters. We then detect salient
points in this background subtracted image, and use a hybrid
detector to classify these points as candidate points or false
alarms. Importantly, generating this background subtracted
image dominates computation because it requires every pixel
to be processed. So to reduce overall computation, the Target
Detector is only applied to every Lth0 frame.
The Target Detector is implemented in the following

five steps detailed below: optical flow estimation on sparsely
distributed points, global motion estimation, background
subtraction, salient point extraction, and UAV Target
classification.

1) OPTICAL FLOW ESTIMATION ON SPARSELY

DISTRIBUTED POINTS

In this step, we estimate the optical flow at a sparse set of fea-
ture points distributed across the image. To do this, we start
by selecting K feature points at uniformly distributed random
points across the previous image frame Xn�1. For each of the
selected points, we compute its saliency using the Shi-Tom-
asi corner detector’s criteria [38] in frame Xn�1. We then

FIGURE 2. An overview of the U2U-D&T algorithm: In the first stage, the Moving Target Detector a) estimates optical flow at sparsely dis-

tributed points, b) estimates global motion by fitting the points into the background motion model using a perspective transform, c)

computes a background subtracted image, d) extracts salient points, and then e) the Hybrid Classifier I uses both appearance and

motion information to select candidate points from the salient points. In the second stage, the Target Tracker f) initiates tracks from

the candidate points, g) propagates flow points using optical flow and prunes inaccurate propagation using the Hybrid Classifier II,

and then h) uses a Kalman Tracking to improve temporal consistency of the detected UAVs (shown with magenta boxes).

2 https://engineering.purdue.edu/�bouman/UAV_Dataset/
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discard points for which there is a more salient point within a
specified distance D0. This results in a set of Kn feature
points from the previous frame Xn�1. These feature points
are denoted by pn;i 2 <2 for i ¼ 1; . . . ;Kn, where each pn;i is
a 2D vector that determines a discrete pixel location in the
frame.
Next, we estimate both the forward and backward optical

flow vectors at each feature point. More specifically, we use
the Lucas-Kanade method [39] to estimate the forward opti-
cal flow vector to subpixel accuracy by solving the least
squares problem

un;i ¼ argmin
u

X
s2Nðpn;iÞ

Xnðsþ uÞ � Xn�1ðsÞk k2; (1)

where Nðpn;iÞ is a neighborhood around the point pn;i. From
this, we can compute the corresponding feature points in the
frame Xn given by

~pn;i ¼ pn;i þ un;i:

Notice, that in this case, ~pn;i is a continuous 2D position spec-
ified to subpixel accuracy. Using this feature point, we can
compute the backward optical flow vector given by

vn;i ¼ argmin
v

X
s2Nð~pn;iÞ

XnðsÞ � Xn�1ðs� vÞk k2: (2)

In principle, the forward and backward optical flow vectors
should be the same as they represent local motion of the rigid
body, so we will discard any point such that jjun;i � vn;ijj2 >
Md for some fixed threshold parameterMd.

2) GLOBAL MOTION ESTIMATION BY PERSPECTIVE

TRANSFORM

Our next step is to fit optical flow vectors into the global
background motion using a 2D perspective transform [40].
We use the perspective transform because it exactly models
the 2D background motion in the special case when the back-
ground results from the relative motion of a 2D plane in the
3D world and the camera image is formed by a perspective
projection (See appendix, which can be found on
the Computer Society Digital Library at http://doi.
ieeecomputersociety.org/10.1109/TETC.2021.3104555 for
proof). In practice, this is often a reasonable approximation
since the ground can often be approximated as planar. How-
ever we note that high buildings or towers can significantly
violate this approximation and generate false targets.
The 2D perspective transform y ¼ Tðx;HÞ transforms a

point x 2 <2 to a point y 2 <2 and is parameterized by the
3� 3 matrix H. The transform can be computed as

Tðx;HÞ ¼
h11�x1þh12�x2þh13
h31�x1þh32�x2þh33
h21�x1þh22�x2þh23
h31�x1þh32�x2þh33

" #
; (3)

where hij is the ði; jÞth element of the matrix H, and xk is the
kth component of x. Typically, the matrix H can be

normalized so that h33 ¼ 1; so there are only 8 degrees of
freedom to the parameter space.
We estimate, Hn, the parameters of the perspective trans-

form from frame n� 1 to n by solving the following optimi-
zation problem.

Hn ¼ argmin
H

X
i2Sn

~pn;i � Tðpn;i;HÞ
�� ��2

2
; (4)

where the optimization is performed using an iterative least
squares method [41], and Sn denotes a subset of original Kn

detected points designed to remove outliers. The subset, Sn,
is constructed by first removing points using the bi-direc-
tional pruning method described above. Then iterative RAN-
SAC [42] processing is then used to remove any additional
outliers from the set.

3) BACKGROUND SUBTRACTION

In this step, we compute the background subtracted image by
subtracting the subsequent frames after global background
motion correction. This highlights objects that are not mov-
ing along with the background clutter. To do this, we first
estimate the previous frame using the current frame along
with the estimated global transformation parameters. This is
given by

X̂n�1ðsÞ ¼ XnðTðs;HnÞÞ; (5)

where X̂n�1 is the estimated previous frame and s 2 <2

denotes a point on the discrete 2D grid. When components of
Tðs;HnÞ are not integer, we use bi-linear interpolation to
compute the estimated pixel value. Then the background sub-
tracted image is then computed as

En�1 ¼ jXn�1 � X̂n�1j: (6)

4) SALIENT POINT EXTRACTION

In this step, we identify a sparse set of salient patches in the
background subtracted image, En�1, that are passed on for
further processing. Salient points are detected using the Shi-
Tomasi corner detector [38] algorithm. The three parameters
that control the corner point detection are 1) quality level, �c,
2) minimum distance between two points, dc, and 3) maxi-
mum number of detected points, mc. We denote the Qn

selected salient points as qn;� ¼ fqn;igQn
i¼1. For each salient

point, we extract a 40� 40 patch in both the background
subtracted image and original image to form a salient patch.

5) UAV TARGETCLASSIFICATION BY THE HYBRID

CLASSIFIER

Hybrid Classifier I is used to classify the salient points as
either “targets” or false alarms based on a combination of
local motion and appearance features. Figure 3 shows the
structure of the Hybrid Classifier which consists of a Appear-
ance Classifier, a Motion Classifier and an AdaBoost algo-
rithm used to fuse the outputs into a single hard decision.
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The Appearance Classifier is a convolutional neural net-
work as shown in Figure 4. The input to the classifier is a 40�
40� 6 tensor corresponding to ðr; g; bÞ color patches
extracted around the salient point from both the image, Xn,
and the background subtracted image, En�1. We use 3� 3
convolution filters with 16-channels for layer 1, 32-channels
for layer 2, and 64-channels for layer 3. Each convolution
layer uses ReLU activation followed by max pooling with 2�
2 receptive fields to reduce the image size. We also use drop-
out and batch normalization to stabilize the training process.
The final layer uses a fully connected network with a softmax
activation into two classes corresponding to target and no-tar-
get. In the end, we compute the probability Pa

n;i that the patch
of each salient point, qn;i, corresponds to a moving target.
The Motion Classifier is a dense neural network that is

trained to detect targets based on their motion features. To do
this, we first compute forward and backward optical flow
vectors for each salient point in a manner similar to what was
done in Section 1. For the salient point, qn;i, we denote the
forward motion estimate as mn;i and the backward motion
estimate as nn;i. Both estimates are computed using equations
and methods as were used for the feature points specified in
Equations (1) and (2). We also define the local background
motion for the salient point to be

hn;i ¼ Tðqn;i;HnÞ � qn;i;

where Hn is the estimated global background motion parame-
ter matrix. Intuitively, hn;i represents the local motion that
would have occurred for any object in the background at that
salient point location. The target motion is then defined by

dn;i ¼ mn;i � hn;i; (7)

is then the velocity of the moving target relative to the back-
ground motion for the ith salient point. Typically, the motion
of a target UAV will not be the same as the background
motion, so then the resulting non-zero value of dn;i can be
used to detect moving targets. Table 1 lists out the 6 motion
features we use to describe each salient point. Since the first
feature, dn;i, is a 2D vector, this leads to a 7D motion feature
vector that we will use as input to the motion classifier.
Figure 5 shows the network architecture for the motion

classifier. It consists of three fully connected layers of size 8,
16, and 32. Like the appearance classifier, we use dropout
and batch normalization in training. The final output is gener-
ated using a softmax activation with two output classes corre-
sponding to target and non-target. The final output is the
probability Pm

n;i that the patch corresponding to a salient point
qn;i is a moving target.
Finally, we classify each salient point as “target” or false

alarm by integrating the outputs of the appearance and
motion classifier. To do this, we used the AdaBoost-
SAMME [43] algorithm with decision tree [44] classifiers
implemented in the sklearn package. The input to the Ada-
Boost classifier is the 2D vector ðPm

n;i;P
a
n;iÞ, and the parame-

ters dm and M0 were used to specify the maximum tree depth
and the maximum number of decision trees, respectively. We
discard any salient points that are classified as false alarms.
The remaining points are passed on as candidate points
denoted by cn;i 2 <2 for i ¼ 1; . . . ;Cn. We also note that
since the Target Detector is only run every L0 frames, candi-
date points can only be generated every L0 frames.

FIGURE 3. The Hybrid Classifier uses AdaBoost to compute a

classification decision based on the combined results of an

appearance and motion classifier.

FIGURE 4. Appearance classifier architecture: The input to the

network is a 40� 40� 6 salient input patch corresponding to a

two color images. The output represents the probability that the

patch is a moving target.

TABLE 1. Table of motion features.

Equation Description

1 dn;i ¼ mn;i � hn;i Target motion
2 ln;i ¼ kdn;ik Magnitude of target motion
3 an;i ¼ arctan dn;i Angle of target motion
4 �n;i ¼ kmn;i � nn;ik Bi-directional verification distance
5 hn;i ¼ arctan hn;i � arctanmn;i Angle difference between global and local motion
6 dn;i ¼ khn;ik � kmn;ik

�� �� Magnitude difference between global and local motion
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B. TARGET TRACKER

The function of the Target Tracker is to take candidate
points, cn;i, that are produced every Lth0 frame and to accu-
rately track the target through the intermediate L0 � 1
frames. The target tracker can also add new tracks starting
with new candidate points, or remove tracks where targets
are no longer detected. We refer to every Lth0 frame in which
the Target Detector generates a candidate point as a “detec-
tion frame”, and we refer to the Lth0 � 1 intermediate frames
as “tracking frames”.
The Target Tracker is implemented in the following three

steps detailed below: track initiation, flow point propagation
& pruning and Kalman tracking.

1) TRACK INITIATION

This operation of track initiation is only performed on the
detection frames that occur every Lth0 frames. In this opera-
tion, candidate points are used to initiate new tracks when-
ever they are determined to be distinct from established
tracks.
The set of established tracks are denoted by tn;j 2 <2,

where tn;j denotes the 2D position of the jth track in the nth
frame. The relative motion estimated by the Kalman tracker
for the jth target in the nth frame is denoted by kn;j. The
details of how kn;j is estimated are given below.
A candidate point, cn;i is only used to start a new track if it

represents a new target (i.e. there is no existing track) or it
does not match with any existing track. To determine this,
we first check if the following conditions hold for all tracks j,

New Track if
kcn;i � tn;jk > Td

or
kdn;i � kn;jk > Tv

8<
: ;

where Td and Tv are position and velocity thresholds, and dn;i is
the relative velocity of the candidate point computed in Equa-
tion (7). These conditions ensure that the new candidate point
has a position or velocity that is distinct from existing tracks.

Once the decision is made to start a new track, then a set of
points are extracted about the target that we call flow points.
Intuitively, the flow points identify distinct features of the
object that can be tracked individually.
We denote the flow points for the jth target in the nth

frame by rn;j;l where l indexes the particular flow point. The
goal of using flow points is to improve robustness by track-
ing a set of feature points in the target, rather than tracking a
single centroid point [45].
To do this, we first extract an Nc � Nc patch about the can-

didate point, and from this patch a set of flow points are
extracted using the Shi-Tomashi algorithm as was done in
Section 4. However, since we require multiple flow points
for each candidate point, we use different values of the 3 tun-
able parameters of the Shi-Tomasi algorithm to get more
points as shown in Table 2. The three parameters are, quality
level �t, minimum distance between two points dt and maxi-
mum number of detected points mt.

2) FLOW POINT PROPAGATION AND PRUNING

Flow point propagation and Pruning is run for every frame.
Its function is to propagate the set of all flow points at time n
to the next frame at time nþ 1 and to remove any flow points
that do not correspond to true target features. Notice, that the
set of flow points includes any points generated in track initi-
ation as well as flow points that have been propagated from
previous frames.
For each flow point, rn;j;l, we compute a corresponding

local motion vector, un;j;l, using the Lucas-Kanade method
(Section 1). Then we propagate rn;j;l to the next frame using,

rnþ1;j;l ¼ rn;j;l þ un;j;l: (8)

Next, we use a second hybrid classifier to prune the flow
points based on appearance and motion information with the

FIGURE 5. Motion classifier architecture: The network takes a 7D

motion feature vector as input. Given the input feature, a 3-layer

neural network followed by fully connected layer are trained to

identify moving objects. A softmax layer is utilized at the output

to compute Pm
n;i.

TABLE 2. Table of parameters.

Notaion Description Value

K Number of selected feature points 600
D0 Minimum distance between feature point 25
Md Bidirectional check threshold for local motion 1
�c Quality level of salient patch 0.01
dc Minimum distance between salient patches 50
mc Maximum number of salient patches 600
L0 Detection interval 6
dm Maximum depth of decision tree 2
Nc Size of candidate patch 40
M0 Number of estimator in AdaBoost 20
�t Quality level of flow points 0.001
dt Minimum distance between flow points 1
mt Maximum number of flow points 50
sv Transition modelling error level 0.1
s� Measure error level 1.0
Td Minimum distance to initiate new track 20
Tv Minimum motion difference to initiate new track 0.5
L Maximum unseen frames for Kalman tracking 6
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goal of removing inaccurately propagated flow points. We
refer to this second hybrid classifier as the Hybrid Classifier II.
For each flow point, rn;j;l, we extract a Nc � Nc patch cen-

tered at rn;j;l from Xn. Then, for each flow point we compute
a motion feature vector fn;j;l 2 <7 listed in Table 1 using the
same method we used to extract motion feature vectors for
salient points in Section 5.
Next, we use the Hybrid classifier II to classify the flow

points as either “target” (class = 1) or “no target” (class = 0).
The inputs to the classifier are the motion feature vector, fn;j;l,
and an Nc � Nc � 3 sized patch centered on the flow point
that is extracted from the ðr; g; bÞ color image Xn. It is impor-
tant to note that, in this case we do not have access to the
background subtracted image as we did in the Hybrid classi-
fier I, and therefore, cannot use it as an input to the classifier.
Any flow point that is classified as “no target” is pruned

from the set of available flow points and is no longer propa-
gated forward or used for tracking. If all flow points are
deleted from a track, then the track is designated as “empty”.
If a track remains empty for L frames, then the track is
removed and is no longer tracked by the Kalman filter.

3) KALMAN TRACKING

The function of the Kalman tracker is to better estimate the
position of the target, tn;i, and to track the target through the
tracking frames. Importantly, we use a Kalman Filter to track
the relative velocity of the target denoted rather than tracking
the relative position of the target. We do this because in
experiments we found it to be both simpler and more robust
to target motion.
To do this we start by computing a preliminary track loca-

tion, ~tnþ1;j, for the jth track using the previously selected
valid flow points,

~tnþ1;j ¼
1

jT n;jj
X
l2T n;j

rnþ1;j;l; (9)

where T n;j is the set of current flow points for jth track in
frame n.
Next, we compute the global motion at the track location

as

vgn;j ¼ Tðtn;j;HnÞ � tn;j; (10)

and local motion of the candidate point as

vln;j ¼ ~tnþ1;j � tn;j: (11)

Then, we compute the measured velocity for tn;i relative to
the background motion is given by,

kn;j ¼ vln;j � vgn;j: (12)

We use the Kalman filter to track the kn;j and _kn;j the deriv-
ative of kn;j with respect to time, using the following model.
We use the simple constant velocity model to obtain the

estimated motion of the target to have smooth motion and to
try to recover from any intermittent missed detections.

bn;j ¼ Abn�1;j þ vn;j;
kn;j ¼ Mbn;j þ �n;j;

(13)

where A is state transition matrix, M is the observation
matrix, bn ¼ kn;j _kn;j

� �T
is the state variable, vn;j �

Nð0; s2
vIÞ is the transition modeling error, and �n;j �

Nð0; s2
� IÞ represents the measurement error. Here I is the

identity matrix.
For the choice of A and M, we use the “constant velocity

model”, where

A ¼

1 0 1 0
0 1 0 1
0 0 1 0
0 0 0 1

2
664

3
775; (14)

M ¼ 1 0 0 0
0 1 0 0

� �
: (15)

It is important to note that, we are in fact tracking a velocity,
kn;i, and therefore the ”constant velocity” refers to the veloc-
ity of kn;i and corresponds to constant relative acceleration of
the target.
Finally, we estimate the location of candidate point at time

nþ 1 as,

tnþ1;j ¼ tn;j þ vgn;j þ kn;j: (16)

We fix the size of detection as Nc.

III. DATASET FOR UAV TO UAV DETECTION AND

TRACKING

We created a dataset referred as U2U-D&TD which contains
50 video sequences with up to 8 UAVs in one frame, chosen
from approximately 100 hours of videos. All the videos was
taken from a camera a GoPro camera mounted on a single
UAV flying with a larger group of multiple UAVs flying
simultaneously. The videos were taken outdoor with real-
world challenges such as illumination variation, background
clutter, and small target objects. The data set comprises 50
video sequences with 30 fps frame rate. Each video is
approximately one minute in duration. They are recorded by
a GoPro 3 camera (HD resolution: 1920� 1080 or
1280� 960) mounted on a custom delta-wing airframe. As a
preprocessing step, we masked out the pitot tube which is
mounted on the aircraft and in the cameras field of view. For
each video, there are multiple target UAVs (up to 8) which
have various appearances and shapes. We manually anno-
tated the targets in the videos by using VATIC software [46]
(see Figure 6) to generate a ground-truth dataset for training
and performance evaluation.
The data set contained some challenging detection cases

that are very hard to detect visually (see Figure 7). In some
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cases, our algorithm detected UAV’s that were not detected
as ground truth, but could be visually detected after they
were identified. In these cases, we refined the ground truth
annotation by adding these additional tracks once identified
(see Figure 7).

IV. EXPERIMENTAL RESULTS

In this section, we investigate the accuracy and robustness
of our algorithm and compare results to existing state-of-
the-art methods. The accuracy comparisons are based pri-
marily on Recall, Precision and F-scores, and computation
times are measured on two platforms: a GPU platform and
and Odroid board based on an Arm processor. The GPU
platform consists of two Sky Lake CPUs (2.60GHz) with
one Tesla P100 GPU and 96 GB of RAM; while the
Odroid board consists of a Samsung Exynos5 Octa ARM
CortexTM-A15 Quad 2GHz, along with a CortexTM-A7
Quad 1.3 GHz CPU and 2 GB of LPDDR3 RAM clocked
at 933MHz. We implemented our algorithm in Python
without custom low-level optimization using a combina-
tion of OpenCV libraries for general purpose computer
vision operations and Keras/TensorFlow libraries for neu-
ral networks.
In our experiments, we report the recall, precision and

F-score as defined below

Recall ¼ Number of Detected Targets in all Frames
Number of Ground-Truth Targets in all Frames

:

Precision ¼ Number of Detected Targets in all Frames
Number of Detected Objects in all Frames

:

F ¼ 2 � Recall � Precision
Recall + Precision

:

We define a “detected target” as one for which IoU � 0:5
where the Intersection over Union (IoU) is defined by

IoU ¼ Ao

Au
; (17)

Ao is the area of intersection of detected bounding box and
ground-truth, and Au is the area of union of detected bound-
ing box and ground-truth. All parameters for our U2U-D&T
algorithm are listed in Table 2.
We bench-marked our results against a state-of-the-art

method which we denote as “EPFL” [28] using the the opti-
mized parameter setting provided in [28]. We note that the
EPFL algorithm was implemented with Matlab and used
Caffe for the deep learning portion.
In all our experiments, we used the U2U-D&TD dataset

described in Section III. All experiments used 5-fold cross-
validation where we randomly divided the 50 videos into 5
subsets. For each fold, we trained on 4 subsets and tested on
the remaining subset.
The training patches in Hybrid Classifier I are the Nc � Nc

patch centered at the salient points in both background sub-
tracted image and the original image. The training patches in
Hybrid Classifier II are the Nc � Nc patch centered at the
flow points in the original image. The labels of the training
patch are obtained by using the same criteria as computing
detection by computing the IoU with ground-truth using
Equation (17).
Figure 8 shows an example of training patches on the

background subtracted image. It is worth noting that patches
of true moving objects look very different from those of false
alarms. True moving objects tend to have the shape of a high
contrast doublet V-shape, while false alarms have an indis-
tinct form. The V-shape is likely due to the delta wing shape
of the UAVs, and the doublet form is caused by the motion
of the UAVs between frames. Therefore, appearance infor-
mation is a powerful feature for the differentiation of moving
UAVs from false alarms.
For both neural networks used in the appearance and

motion classifiers, we followed the following procedure. We

FIGURE 6. Vatic Annotation interface: first let annotator

initiate object to be annotated and give label and index to the

object. Then the software will provide detected object in con-

sequential frames. The Annotator need manually correct the

detection.

FIGURE 7. Missed annotation in the first round of annotations.

Left is original ground truth, Right is U2U-D&T’s detection

results (Green box is detection). U2U-D&T detects UAVs missed

by human eye.
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used categorical cross-entropy as the loss function, and we
divided the training data into a training set (9/10) and valida-
tion set (1/10). During training we minimize the validation
loss, used the Adam optimizer, and perform the optimization
on the Tesla P100 GPU. For the appearance classifier, the
learning rate was set to 0.001 for 150 epochs with a batch
size of 256; and for the motion classifier, the learning rate
was set to 0.001 for 1500 epochs with a batch size of 256.
The training took approximately 5 hours for 40 videos for
the appearance classifier; and it took approximately 2 hours
for 40 videos for the motion classifier.

A. COMPARISONWITH EXISTING METHODS

For comparison, we bench-marked our method, U2U-D&T,
against the EPFL algorithm as described above [28] tested
on 5 videos randomly selected from our data set. Both algo-
rithms were run on the GPU platform.
Figure 9 shows the detection results for some typical

frames. Notice that our algorithm has many fewer false

alarms but detects all the ground-truthed targets compared
with EPFL. This observation is consistent with the classifica-
tion accuracy results of Table 3 which show that the U2U-
D&T algorithm has much higher precision and recall. Table 4
shows that the computation time for the U2U-D&T algorithm
is much lower than the EPFL algorithm and is also consistent
with real-time operation at 30 fps.
The U2U-D&T algorithm has two major advantages over

the EPFL algorithm in this application. First, the EPFL algo-
rithm is designed to both detect targets and their motion
based on appearance. However, distant UAV may be very
small, in this case, appearance-based processing may be
unreliable. Second, the EPFL algorithm detects targets using
a sliding window. This requires that the appearance classifier
to be run at every location, which is much more computation-
ally intensive than sparse application of the classifiers used in
the U2U-D&T algorithm.

B. CLASSIFICATION & TRACKING ROBUSTNESS

In this section, we analyze the importance of motion classifi-
cation, appearance classification, Kalman Tracking, and
tracked-point pruning to the accuracy and robustness of our
U2U-D&T algorithm.
To do this, we compare our based line method with the fol-

lowing modified algorithms:

FIGURE 8. Example of training patches (Background subtracted image): [Left] True Moving Targets, [Right] False Alarms: We note that

true moving targets have different appearance in the background subtracted images compared with false alarms. True moving objects

tend to be distinctly highlighted while false alarms contain blurred edges.

FIGURE 9. UAV detection results of U2U-D&T and “EPFL”: [Top-

Row] Ground-truth annotation (Green), [Mid-Row] “EPFL” (Red),

[Bottom-Row] Our proposed U2U-D&T (Red). Green boxes repre-

sent the groundtruth annotations, red boxes denote the detec-

tion results. ”EPFL” turns to detect a lot false alarms and misses

the true moving targets.

TABLE 3. Comparison of precision, recall and F-score on GPU.

EPFL U2U-D&T

Precision 0.648�0.16 0.887�0.10

Recall 0.427�0.15 0.892�0.06

F-Score 0.515�0.14 0.890�0.07

TABLE 4. Comparison of computation time (ms) on GPU.

EPFL U2U-D&T

Time per Frame 167580.93 29.09
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w/o Motion: U2U-D&T without motion classifier
w/o Appearance: U2U-D&T without appearance classifier
w/o Kalman: U2U-D&T without Kalman tracking
w/o Hybrid classifier II: U2U-D&T without Hybrid classi-

fier II
Figure 10 compares the results of the baseline U2U-D&T

algorithm to the modified algorithms without motion classifi-
cation and without appearance classifier for three representa-
tive example frames in the video. Table 5 lists the
performance increases compared to motion based classifier.
w/o Motion: The third row of Figure 10 compares the

results of the baseline U2U-D&T algorithm to the modified
algorithm without motion classification for three representa-
tive example frames in the video. Notice that this algorithm
fails when the moving target is far away and only occupies a
few pixels. Table 5 supports this conclusion by showing a
significant reduction in recall when the motion classifier is
removed. This is important since detecting distant targets can
be critical in collision avoidance applications.

w/o Appearance: The fourth row of Figure 10 compares
the results of the baseline U2U-D&T algorithm to the modi-
fied algorithm without appearance classification for the same
examples. Notice that the number of false alarms increases
dramatically in this case perhaps due to the inaccuracy of
Lucas-Kanade optical flow matching. Again, Table 5 sup-
ports this conclusion with a corresponding dramatic reduc-
tion in precision for the “w/o Appearance” algorithm. This
demonstrates that purely motion-based classification is not
sufficient to robustly detect moving targets while rejecting
spurious noise.
w/o Kalman: Figure 11 illustrates the effect of remov-

ing Kalman filtering on a representative sequence of
frames, and Table 5 shows the corresponding effect on
the accuracy for the full set of test videos. The reduction
in accuracy “w/o Kalman” is not as dramatic as resulted

FIGURE 10. Ground-Truth and detection results from U2U-D&T,

w/o Motion, w/o Appearance. [Top-Row] Ground-truth annota-

tions in Green boxes, [Second-Row] U2U-D&T detection results,

[Third-Row] w/o Motion and [Bottom-Row] w/o Appearance.

Three examples of detection results: when use appearance to

classification, moving target with few pixels is challenging. For

motion based method, too many false alarms due to motion’s

lack of robustness. By combining motion and appearance, U2U-

D&T successfully picked up most of the moving targets. (Note:

we cropped the image in order to show moving targets which

are too small if we use original frame.)

TABLE 5. Precision, recall and F-score for robustness

investigation.

U2U- w/o w/o w/o

D&T Motion Appearance Kalman

Precision 0.888 0.829 0.263 0.871

Recall 0.890 0.723 0.674 0.830

F-Score 0.889 0.774 0.379 0.850

FIGURE 11. Results of moving object detection and tracking algo-

rithms sequential frames in a testing video: [Top-Row] Ground-

truth annotation (Green), [Second-Row] U2U-D&T detection,

[Third-Row] U2U-D&KCF detection, [Bottom-Row] w/o Kalman

results. Horizontal line denotes time. Without Kalman tracking,

there is intermitent missed detections while U2U-D&T recovers

the missed detections. Kalman Tracking helps recover intermit-

tent missed detection. Kalman Tracking performs very close to

KCF Tracking [31].

FIGURE 12. Results of using Hybrid classifier II during flow point

propagation. Blue boxes are the ground truth annotation, green

dots are the tracked flow point. First row is the results having

Hybrid classifier II to prune flow points and second is the result

using optical flow matching directly to propagate the flow

points.
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from the removal of the appearance or motion classifiers,
but it still is significant and primarily effects the recall.
Typically, the errors occur in sequences of missed detec-
tions when the target is obscured by clutter and the track
is lost. Here we also compare against a more recent track-
ing algorithm, kernelized correlation filter (KCF) [31], but
the results indicate that the simpler Kalman filtering based
method can achieve the goal of recovering intermediate
missed detections.
w/o Hybrid classifier II: Figure 12 illustrates that if we

propagate the flow points using optical flow matching only,
then there are an excessive number of residual points in the
background. This is caused by the inaccuracy of optical flow
matching. To solve this, we add the Hybrid classifier II to
prune the flow points, then the propagation is improved by
deleting spurious noise from the background clutter.

C. COMPUTATION TIME

Table 6 breaks out the measured computation time for each
component of the U2U-D&T algorithm on the GPU plat-
form. Notice that the moving target proposer is the most time
consuming component. In order to achieve real-time perfor-
mance at 30 fps, we run this component every 6 frames, so
that the time per frame is less than the required 30 ms.
We then analyze computation time for each component

which boosts accuracy in our algorithm. Notice that the
Hybrid Classifier takes about 12 percent of the total computa-
tion time. So the additional computation for both appearance
and motion classifiers is not large. The Target Tracker
requires less than 2ms per frame, which is also very time effi-
cient given the increased accuracy it provides.
Table 7 breaks out the computation time required to run on

the Odroid board using the ARM processors. The Odroid board
has very limited computational power and memory compared

to the GPU and implementing the deep neural network is diffi-
cult since the associated software packages are not available for
the ARM architecture on our OdroidXU4 board. Therefore, we
implemented the algorithm without the neural network classi-
fiers and listed the computation time for the remaining opera-
tions. The results show that, even without the neural network
classifiers, the algorithm cannot run at real-time rates with the
full resolution images using the Odroid board. However,
Figure 13 shows that near real-time processing can be achieved
by reducing the spatial resolution of the video; however, this is
at the price of a decreased F-Score. It is worth mentioning that
the computational complexity of the EPFL algorithm is much
higher compared to our algorithm. So EPFL algorihtm is not
feasible to be run on Odroid board.

TABLE 6. GPU computation time.

TABLE 7. Odroid computation time.

FIGURE 13. Trade off between accuracy and computation time by

downsampling the video.
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V. CONCLUSION

In this paper, we present a framework for a low complexity
U2U-D&T algorithm for autonomous see-and-avoid sys-
tems. The U2U-D&T algorithm is designed for robustly
detecting and tracking target UAVs from cameras mounted
on a flying UAV platform. Our U2U-D&T algorithm is based
on two phases: A Target Detector and a Target Tracker. The
moving target detector accurately subtracts the background
from subsequent frames by using a sparsely estimated global
perspective transform. We find that the recall and precision
can be greatly improved with approximately a 10 percent
increase in computation through the inclusion of a Hybrid
Classifier which uses Adaboost to combine both appearance
and motion classifiers. Kalman tracking is shown to further
improve accuracy with little increase in computation.
Experimental results using a publicly available ground-

truthed video data set with multiple fixed wing UAVs shows
that the U2U-D&T algorithm is both robust and effective.
Importantly, the algorithm is efficient enough to be run in near
real time on a low power arm board, albeit with reduced resolu-
tion video. In future work, the algorithm can be extended for effi-
cient unmanned ground vehicles (UGA) detection and tracking.
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