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ABSTRACT
Computed tomography (CT) image reconstruction is a crucial technique for many imaging applications. Among various reconstruction methods, Model-Based Iterative Reconstruction (MBIR) enables super-resolution with superior image quality. MBIR, however, has a high memory requirement that limits the achievable image resolution, and the parallelization for MBIR suffers from limited scalability. In this paper, we propose Asynchronous Consensus MBIR (AC-MBIR) that uses Consensus Equilibrium (CE) to provide a super-resolution algorithm with a small memory footprint, low communication overhead and a high scalability. Super-resolution experiments show that AC-MBIR has a 6.8 times smaller memory footprint and 16 times more scalability, compared with the state-of-the-art MBIR implementation, and maintains a 100% strong scaling efficiency at 146880 cores. In addition, AC-MBIR achieves an average bandwidth of 3.5 petabytes per second at 587520 cores.

CCS CONCEPTS
• Computing methodologies → Massively parallel algorithms;  
• Image processing;

ACM Reference format:
https://doi.org/10.1145/3295500.3356142

1 INTRODUCTION
A computed tomography (CT) system is an imaging modality to produce a 3D reconstruction of a scanned object. As one of the most popular imaging systems, CT is heavily used for medical imaging, with 72 million scans per year in the US alone, and is also widely used in security imaging [12], scientific imaging [18, 24, 25, 27, 28], and industrial imaging for inspecting manufacturing parts [19].

An important goal for CT imaging is super-resolution, namely to improve image resolution beyond the limit of detector resolution. CT super-resolution is not only used to detect early-stage cancers [13], but is also used to study microscopic structure, such as brain neurons and synthetic material micro-structures [8]. To accomplish super-resolution, interpolation methods produce a Filtered-Back Projection (FBP) image through an inverse radon transform, and then interpolate the FBP image to super-resolution. Interpolation-based methods, however, fail to provide more image detail than the uninterpolated FBP images [17]. Example-based methods, such as deep learning and dictionary learning [11], are another popular choice for super-resolution. They extract image details from similar example images and apply these details to new images. In many cases, unfortunately, example-based methods require an unattainably large training database. More importantly in the presence of unusual image outliers such as metal, image details learned from example images are not always consistent with the object’s taken X-ray measurements and example-based methods fail to truthfully reconstruct.

In contrast, Model-Based Iterative Reconstruction (MBIR) [23, 29] is a Bayesian based method that not only achieves good super-resolution quality consistent with X-ray measurements [9, 21], but also reduces the radiation doses by up to 80% for certain applications [14]. At a high level, MBIR has better image quality because it incorporates complex mathematical models to preserve X-ray acquisition information, while estimating image details and suppressing noise from image spatial property.

Despite of the benefits described above, the realistic but complex models for MBIR have a very large memory requirement to store a physics-related geometry system matrix, whose size grows linearly with image size. Any naive way to shrink or distribute the models among distributed nodes corrupts the CT physics-geometry system matrix. Therefore, the high memory requirement restricts the image resolution that MBIR can achieve, as such geometry system matrix information has to be broadcast to and stored on all nodes. In addition to an excessive memory requirement, the parallel scalability of MBIR is another performance bottleneck. With its complex models, MBIR often has much longer reconstruction times and is computationally much more expensive than other methods.
by several orders of magnitude. Therefore, four parallelization levels have been proposed to reduce computation times: (1) parallelizing SIMD operations for a voxel update \cite{27}, where a voxel is a three-dimensional pixel in the reconstruction volume; (2) parallelizing across voxels \cite{6, 31}; (3) parallelizing across super-voxels (SVs), where an SV is a group of spatially-close voxels in the shape of a rectangular cuboid \cite{26, 27}; and (4) parallelizing across slices \cite{3, 7, 18}, where a slice is defined as a cross-section of the scanned object with a fixed thickness. Unfortunately, these four levels of parallelization are insufficient to fully utilize a large supercomputer. With all four parallelization levels, the scalability for the state-of-the-art MBIR implementation is still limited to a small portion of a supercomputer \cite{27}.

This paper proposes the Asynchronous Consensus MBIR Algorithm (AC-MBIR) that significantly reduces MBIR’s memory footprint and achieves better scalability. Without AC-MBIR, MBIR has a limited super-resolution and cannot scale to a large supercomputer. AC-MBIR allows each node to perform an individual reconstruction using a subset of measurements, and then uses a lossless Consensus Equilibrium Method (CE) to merge the individual reconstructions asynchronously into a consensus solution. But unlike the previous work on CE that has no memory footprint reduction or distributed node implementation \cite{4, 22}, AC-MBIR uses a new technique, grouped-view partition, to optimize memory footprint reduction. Furthermore, parallelism for AC-MBIR is not only achieved by dividing a reconstruction volume into slices and SVs, but also by dividing models and measurements into data subsets without corrupting their information, and performing parallel individual reconstructions with a low communication overhead.

In summary, this paper makes three contributions: (1) proposing a novel grouped-view partition technique to distribute the CT geometry model and measurements among nodes, and optimizing memory footprint reduction; (2) introducing the AC-MBIR algorithm that enables parallel asynchronous consensus updates for a high scalability on a supercomputer with a low communication overhead; and (3) applying the CE Method to AC-MBIR to ensure a convergence to the global optimum. Super-resolution experiments show that AC-MBIR has a 6.8 times smaller memory footprint and 16 times more scalability, compared with the state-of-the-art MBIR implementation \cite{27}, and maintains a 100% strong scaling efficiency at 146880 cores. In addition, AC-MBIR achieves an average bandwidth of 3.5 petabytes per second at 587520 cores.

2 BACKGROUND

2.1 CT System Setup

A CT system places the sample object in the center and the CT system has a gantry that rotates around the sample object with an X-ray source at one end of the gantry and an X-ray detector at the other end. At each view angle of a rotation, the X-ray source emits X-rays that pass through the sample object and project onto an X-ray detector, whose horizontal sensor units are channels and vertical sensor units are rows. Each received CT measurement on the X-ray detector corresponds to the integral of radio density of the sample.
Figure 2: (a) Two nodes update two sub-volumes simultaneously and each core of a node updates a different SV in its assigned sub-volume. (b) Two private SV buffers for efficient data operations and each SV buffer consists of blocks of measurements. (c) Shows the memory layout for a block with completely regular access pattern.

object along the path of X-rays at the current view angle. Figure 1(a) shows the CT system setup at view angle of 45° with a single slice depicted in yellow and a voxel, \( x_1 \), in that slice depicted in red. In addition, detector channels and rows are represented as short dashes in the detector. Figure 1(e) shows an X-ray that passes through voxel \( x_1 \), and \( x_1 \)’s neighbor voxels, \( x_2, x_3 \) and \( x_4 \), at 45° view angle and hits the right side of the detector with a CT measurement, \( y_1 \). We define the length of intersection between the X-ray in Figure 1(e) and voxel \( x_2 \) as \( A_{1,2} \), shown as a blue line segment. Similarly, the lengths of intersection for the X-ray in Figure 1(e) and voxels \( x_1, x_3 \) and \( x_4 \) are denoted as \( A_{1,1}, A_{1,3} \) and \( A_{1,4} \) respectively. Since \( y_1 \) is a line integral of all voxels’ radio density on the path of the X-ray, \( y_1 \) can be written as \( y_1 = A_{1,1}x_1 + A_{1,2}x_2 + A_{1,3}x_3 + A_{1,4}x_4 + e_1 \), where \( e_1 \) is \( y_1 \)’s data error and represents the data corruption from scanner noise and detector artifacts.

Figure 1(b), (c) and (d) are the CT system setup rotated to view angles of 90°, 135° and 180° respectively, and Figure 1(f), (g) and (h) show measurements, \( y_2, y_3 \) and \( y_4 \) for the X-rays that pass through voxel \( x_1 \) at corresponding view angles. Note that the X-rays for \( y_2, y_3 \) and \( y_4 \) pass through a different set of voxels with different lengths of intersections at each view angle. For example, \( A_{2,1} \) is longer than \( A_{3,1} \) and \( A_{1,1} \). In addition, X-rays hit different detector channels at different view angles. In this example, a right detector channel receives measurement \( y_1 \) at 45° and a center detector channel receives measurement \( y_4 \) at 180°. If we use \( e_2, e_3 \) and \( e_4 \) to represent the data errors for \( y_2, y_3 \) and \( y_4 \), then voxel \( x_1 \) can then be computed as the solution to the following linear equations:

\[
y_1 = A_{1,1}x_1 + A_{1,2}x_2 + A_{1,3}x_3 + A_{1,4}x_4 + e_1 ,
\]

\[
y_2 = A_{2,1}x_1 + A_{2,2}x_2 + A_{2,3}x_3 + A_{2,4}x_4 + e_2 ,
\]

\[
y_3 = A_{3,1}x_1 + A_{3,2}x_2 + A_{3,3}x_3 + A_{3,4}x_4 + e_3 ,
\]

\[
y_4 = A_{4,1}x_1 + A_{4,2}x_2 + A_{4,3}x_3 + A_{4,4}x_4 + e_4 ,
\]

If we generalize the above equations for all voxels, then we need to compute the solution to the following linear system:

\[
y = Ax + e ,
\]

where reconstruction \( x \) is an \( N_x \times N_y \times N_z \) matrix (\( N_x \times N_y \) voxels in a slice and \( N_z \) slices); measurements \( y \) is an \( N_r \times N_x \times N_y \) matrix, also called Sinogram, with \( N_r \) detector rows, \( N_x \) detector columns, and \( N_y \) view angles; \( A \) is a 6 dimensional geometry system matrix and the size of \( A \) increases proportionally with the sizes of \( x \) and \( y \). For simplicity, all following equations in this paper vectorize \( x \) matrix as an \( N \) dimensional vector, where \( N = N_x \times N_y \times N_z \), \( y \) matrix as an \( M \) dimensional vector, where \( M = N_r \times N_x \times N_y \), and \( A \) as an \( M \times N \) system matrix. Each element of \( A \) matrix, \( A_{i,j} \), represents the length of intersection between the X-ray for measurement \( y_i \) and voxel \( x_j \). \( A_{i,j} \) is zero when \( x_j \) is not on the path of the X-ray for \( y_i \). To show how large \( A \) matrix is and why it leads to a large memory footprint, consider an \( x \) and an \( y \) of size 1000 \( \times \) 1000 \( \times \) 1000 for both. In addition, we assume that the \( A \) matrix is stored in memory in floating point sparse matrix format with 0.1% non-zero elements. In this example, the entire \( A \) matrix then requires a memory size of 3638 terabytes!

In addition, if we trace out the memory locations of each voxel’s measurements in Sinogram, the memory locations follow a sinusoidal trace in Sinogram as X-rays that pass through the same voxel hit different detector channels at different views. To update each voxel, cache lines must read and write data for the voxel following the same sinusoidal trace in memory. Cache lines, however, has a high cache miss rate as no cache lines can efficiently operate on data following a sinusoidal path in memory. In addition, each voxel has a unique trace in Sinogram and different voxel’s traces often overlap at some intersections in Sinogram. Spatially close voxels have highly overlapped traces and more intersections. Spatially separated voxels have fewer overlapped traces with few or no intersections. Figure 1(j) shows an intersection colored in white between two voxel traces. To read and write data for voxel updates, locks or atomic operations must be applied to data at the intersections.

### 2.2 MBIR Formulation

Unfortunately, the solution to Equation (5) cannot be directly computed by taking a linear inverse, given that the data error \( e \) is unknown and cannot be measured. In addition, the size of reconstruction for super-resolution, \( N \), is often much bigger than the size of measurements, \( M \), leading to undetermined solutions to Equation (5). For example, Equations (1-4) have 4 measurements but 7 voxels to be computed. Therefore, voxels are undetermined with many possible solutions. For reconstruction \( x \) to be a determined solution, the size of measurements, \( M \), must be at least as large as the size of reconstruction, \( N \). To have a larger \( M \) size, the
To address the above problems without spending millions of dollars on a scanner for a higher detector resolution, the super-resolution MBIR is the solution to the following cost function:

$$x = \arg\min_x \left\{ \frac{1}{2} \| y - Ax \|_2^2 + R(x) \right\}$$  (6)

where $A$ is a diagonal weighting matrix that models the CT system statistical noise. $R(x)$ is a prior model to estimate image details when measurements $y$ are insufficient. In Equation (6), $\frac{1}{2} \| y - Ax \|_A^2$ is the forward model to fit reconstruction $x$ from measurements $y$. The prior model, $R(x)$, is to penalize irregular image spatial property, suppress noise and estimate image details based on prior information. In this paper, we use a strictly convex Generalized Markov Random Field (GMRF) prior model to estimate each voxel’s image details based on its neighboring voxels [23, 30] and Equation (6) has a unique global optimum given that both the forward and the prior models are strictly convex. Equation (6) can be viewed as a supervised machine learning problem that trains on a high variance dataset with limited size, whose forward model is the mean-square-error (MSE) of a weighted linear regression model and the prior model is a regularizer to prevent data over-fitting.

### 2.3 Related Work

To compute Equation (6) efficiently, there are two approaches: the volume partition and measurement partition methods. The volume partition methods include Grouped Coordinate Descent [6, 31], Parallel Iterative Coordinate Descent [10, 16, 20], and the Non-Uniform Parallel Super-Voxel (NU-PSV) algorithm [27]. To achieve parallelism, the volume partition methods split the reconstruction volume $x$, into smaller voxel groups and assign each core with a voxel group to be updated in parallel. The scalability in such methods, however, is limited by the number of voxels in a reconstruction. In addition, the volume partition methods often have a high communication overhead with little speedup [6, 31]. Furthermore, the volume partition method cannot reduce the memory footprint for MBIR and the attainable image resolution is therefore limited.

The measurement partition methods, such as Parallel Mini-Batch Gradient Descent [15] and Ordered-Subset methods [1, 5], split measurements $y$, and the system matrix into subsets and distribute them among cores. Each core reconstructs a private volume using its assigned subset, and then the private reconstruction volumes from all cores are merged into a consensus reconstruction. The measurement partition methods, however, are approximation methods and a convergence to the global optimum is not guaranteed. If measurements $y$ are uniformly sampled among subsets, the methods converge close to the global optimum. If $y$ are partitioned non-uniformly, the converged solution is far from the global optimum. In addition to the convergence issue, the amount of parallelism for the measurement partition methods is very limited as the number of parallel cores is at most the number of subsets, and subsets are usually few ($\leq 40$) as too many subsets slow down convergence [1].

Recently, the Consensus Equilibrium Method (CE) shows that it can partition measurements in any order and always converge to the global optimum with a proof in [4]. The paper in [4], however, only discusses CE mathematical theory and does not have any application to massive parallelism, memory footprint reduction or image reconstruction. The Multi-Agent Consensus Equilibrium (MACE) algorithm in [22] uses the CE Method for CT image reconstruction and partitions measurements into uniform sparse-view subsets, which are subsets of interleaved view angles. Taking Figure 1 as an example with 2 uniform sparse-view subsets, measurements for Figure 1(a) and (c) are in a subset, and measurements for Figure 1(b) and (d) are in the other subset. The MACE algorithm, however, is for single slice 2D reconstruction, and does not have a distributed node implementation or experiments to measure the reduction in the memory footprint.

In comparison, AC-MBIR utilizes both volume partition and measurement partition for a fully 3D reconstruction. AC-MBIR not only scales to a large supercomputer with little communication overhead, but also guarantees a convergence to the global optimum. In addition, AC-MBIR proposes a new measurement partition method, grouped-view partition, that optimizes memory footprint reduction for super-resolution CT reconstruction.

### 2.4 The State of The Art Implementation

This paper compares AC-MBIR with the NU-PSV algorithm, which is currently the fastest MBIR implementation and scales to hundreds of thousands of cores, and was selected as a Gordon Bell Prize finalist [27]. We do not compare AC-MBIR with Mini-Batch Gradient Descent or Ordered-Subset (except convergence experiments in Figure 7) because their reconstructions are approximated and incomparable with AC-MBIR’s exact solution. AC-MBIR is not compared with the MACE algorithm as MACE is for 2D single-slice reconstruction but AC-MBIR is for fully 3D reconstruction.

NU-PSV achieves its scalability by dividing a full volume $x$ into sub-volumes, where a sub-volume is a consecutive group of slices. Nodes update different sub-volumes simultaneously, and different cores in a node update spatially separated super-voxels (SVs) in a sub-volume in parallel. Figure 2(a) shows an example volume divided into 2 sub-volumes and two SVs in a sub-volume, and each SV is a group of neighboring voxels in the shape of a $3 \times 2 \times 2$ rectangular cuboid. Since both spatially separated SVs and different
sub-volumes have little shared data to access and update in Sinogram, as explained in Section 2.1. NU-PSV has a low communication overhead by minimizing shared data among nodes and cores.

To achieve a high performance core, each core updates voxels in its assigned AV in sequence using the Coordinate Descent method [26, 27]. Note that measurements for an AV are closely grouped together in the shape of a sinusoidal band in the Sinogram, as shown in Figure 2(b), and each voxel in the AV follows a sinusoidal trace within the band. Example voxels and their corresponding traces in Sinogram are colored in red in Figure 2(a) and (b). Different voxels in an AV follow different, but highly overlapped, traces in the same band with many shared data in common. Therefore, measurements for voxels in an AV are close in memory and updating voxels in an AV in sequence is cache efficient with up to 187 times speedup on 20 cores [26].

Furthermore, NU-PSV reorganizes the sinusoidal memory layout for an AV into blocks of memory, called super-voxel buffer (SV buffer), that reads and writes data from memory in a completely regular pattern. To reorganize the memory layout for a good hardware pre-fetching and SIMD performance, NU-PSV introduces redundant measurements to the SV buffers and pads zero-value elements to the system matrix rows related to AVs in any order, and the memory footprint for MBIR reduces significantly as a memory overhead by minimizing shared data among nodes and cores.

In this section, we will apply the CE Method to super-resolution MBIR, so that the system matrix and the consensus HR solution, x, is to find a balance between an LR reconstruction, v̄i, and the consensus HR solution, x.

3 METHODS

3.1 Reducing Memory Footprint and Ensuring Convergence

To reduce the memory footprint, the system matrix A and measurements y should be partitioned and stored in distributed memory without corrupting their information. In this section, we will apply the CE Method to super-resolution MBIR, so that the system matrix and the measurements can be partitioned in any order, including any non-uniform sampling, and the final reconstruction from a partitioned system matrix and measurements is exactly the same as the solution to unpartitioned measurements. With the CE Method, the memory footprint for MBIR reduces significantly as a memory only needs to hold data for a partitioned subset.

To use the CE Method, we first partition measurements y into G subsets in any order, and the i-th measurement subset is denoted as ȳi. Similarly, the system matrix A is partitioned in the same order, and the system matrix rows related to ȳi is denoted as Ai. For each subset ȳi, MBIR produces a low-resolution (LR) reconstruction, denoted as v̄i. More precisely, an MBIR LR reconstruction from the i-th subset is the solution to a sub-problem, f̄i(v̄i), defined below:

\[
v̄i \leftarrow \arg\min_{v_i} f̄i(v̄i) = \arg\min_{v_i} \left\{ \frac{1}{2} \|y - A_i v_i\|_2^2 + \frac{R(v̄i)}{G} \right\} \tag{7}.
\]

where Equation (7) is the same as Equation (6), except that v̄i is not a reconstruction from all measurements, but from the i-th subset. Then LR reconstructions from all subsets are merged into a consensus high-resolution (HR) reconstruction. Figure 3(a) shows an LR image reconstructed from 1/4 of the uniformly sampled measurements. Figure 3(b) shows a consensus HR solution after merging all LR reconstructions. Figure 3(a) has much image noise and lacks image details while Figure 3(b) suppresses noise and recovers image details.

A crucial question is how to merge LR reconstructions into a consensus HR solution, x. A popular method is Parallel Mini-Batch Gradient Descent with its pseudo-code in Algorithm 1 [15], where \( \alpha \) is a fixed learning rate and \( \nabla f_i \) is the gradient of \( f_i \) with respect to \( v_i \). In step 4, \( v_i \) is updated along the direction of \( \nabla f_i \). After all LR reconstructions are updated, the consensus solution, x, is updated in step 6 by averaging all LR reconstructions. In step 8, the averaged LR reconstruction is used as the input to update \( v_i \) in the next iteration. If each subset only holds a single measurement, then Algorithm 1 is the Parallel Stochastic Gradient Descent [32]. If the learning rate, \( \alpha \), is replaced with a relaxed learning rate that diminishes across iterations, then Algorithm 1 is the Ordered-Subset algorithm [1]. To converge to an approximated solution close to the global optimum, Mini-Batch Gradient Descent requires that measurements and the system matrix are partitioned uniformly and the gradient, \( \nabla f_i \), needs to be approximately the same across different subsets. Otherwise, Mini-Batch Gradient Descent converges to a solution far from the actual global optimum.

Algorithm 1 Parallel Mini-Batch Gradient Descent Algorithm

INPUT: Uniformly partitioned measurements y and matrix A.
LOCAL: G: the number of subsets. \( \alpha \): A fixed learning rate. \( \nabla f_i \): A gradient of \( f_i \), v̄i: the i-th LR reconstruction.
OUTPUT: x: the consensus HR solution.

1: Initialize x, v̄i
2: while Not Converged do
3: for each measurement subset i from 1 to G do in parallel
4: \( v̄i \leftarrow v̄i - \alpha \nabla f_i(v̄i) \)
5: end for
6: x ← Average(v̄1, · · · , v̄G)
7: for each measurement subset i from 1 to G do in parallel
8: v̄i ← x
9: end for
10: end while

To ensure a convergence to the global optimum of Equation (6) and enable non-uniform subsets, we introduce the CE Method’s proximal function to MBIR, denoted as \( F_i(x) \), whose goal is to find a balance between an LR reconstruction, v̄i, and the consensus HR solution, x:

\[
v̄i \leftarrow \arg\min_{v_i} F_i(x) = \arg\min_{v_i} \left\{ f_i(v̄i) + \frac{\|v̄i - x\|_2^2}{2\sigma^2} \right\} \tag{8},
\]

where the proximal map function input is x and output is v̄i. The goal of \( f_i(v̄i) \) is to find v̄i that fits the measurements for the subset,
Algorithm 2 Consensus Equilibrium MBIR

INPUT: Measurements $y$ and matrix $A$ partitioned in any order.
LOCAL: $w^j$: a temporary copy for $v^j$, $u^j$: input change to proximal map function, $F^j(x)$. Other variables are the same as in Algorithm 1.
OUTPUT: $x$: the consensus HR solution.

1: Initialize $x$, $v^1$, $w^1$, and $u^1$
2: while $x \neq v^j$, $j = 1, 2, ..., G$ do
3:     for each subset $i$ from 1 to $G$ do in parallel
4:         $v^j \leftarrow \text{argmin}_{v^j} F^j(x + u^j)$
5:         $(w^j)^i \leftarrow w^j$
6:         $w^j \leftarrow (2v^j - x - u^j)$
7:         $w^j \leftarrow pw^j + (1 - p)(w^j)^i$, $0 \leq p \leq 1$
8:     end for
9:     $x \leftarrow \text{Average}(w^1, \cdots, w^G)$
10:    for each subset $i$ from 1 to $G$ do in parallel
11:        $u^i \leftarrow x - w^i$
12:    end for
13: end while

Algorithm 2 summarizes how to apply the CE Method to MBIR and what the fusing operation does. For each subset, step 4 adds the proximal function input with $u^i$ and produces an LR reconstruction. Step 6 adjusts the LR reconstruction and stores the new value in $w^j$. Step 7 damps the adjustment in step 6, where $\rho$ is a constant scalar between 0 and 1 to control the degree of damping for fast convergence. The optimal value for $\rho$ is chosen through convergence experiments and in general, more parallelism requires a smaller $\rho$ for fastest convergence. Step 9 updates the consensus solution, $x$, by averaging $w^j$ across all subsets. If $x \neq v^j$, the proximal function input change, $u^j$, is updated and iterations repeat until a convergence is reached, and a convergence proof is provided in Appendix A.

Note that Algorithm 2 allows the measurements and the system matrix to be partitioned in any order. In the special case of a uniform sparse-view partition, Algorithm 2 is the same as the MACE algorithm [22]. To show convergence rate comparison between Algorithm 1 and Algorithm 2, experiments in Figure 7 show that AC-MBIR has a much faster convergence than Mini-Batch Gradient Descent for both the uniform sparse-view and the non-uniform partitions. In addition, Mini-Batch Gradient Descent with few sparse-view subsets converges closer to the global optimum than the same algorithm with non-uniform partition. In contrast, AC-MBIR always converges to the global optimum for both the uniform and non-uniform partitions.

3.2 More Memory Footprint Reduction

The uniform sparse-view partition is widely used but does not optimize memory reduction. This section proposes a non-uniform grouped-view partition that further reduces memory footprint.

Figure 4(a) zooms in on an SV’s 3D sinusoidal band in Sinogram and the band curves up and down in Sinogram, as explained in Section 2.1, with a varying width at different view angles [27]. In addition, neighboring view angles have similar widths and distant
view angles have dissimilar widths. Figure 4(b) copies data from the sinusoidal band to an SV buffer column by column (in channel direction) and every 4 view angles is a block. Each block is padded with redundant data to make the block a rectangular cuboid. For each redundant data, its corresponding system matrix row is also padded with zeros so that computations on the redundant data do not change the final reconstruction. In the example of Figure 4(b), redundant data are colored in yellow and the essential data for reconstruction are colored in blue. In addition, Figure 4(b) has 8 blocks and neighboring blocks are separated by short vertical dash lines. Columns in the same block have a constant width, although the width varies across different blocks. To have a good data vectorization, cache lines operate on data in the SV buffer block by block with a completely regular data access pattern.

Figure 4(c) uniformly partitions the SV buffer into 4 subsets across view-angles. Subset 1, for example, takes the first column of each block in the SV buffer and groups these columns into 2 new blocks in the shape of rectangular cuboids. Subset 2 takes the second column of each block in the SV buffer and group columns into 2 new blocks. Note that Figure 4(c) has 31\% more redundant data than in the SV buffer. This phenomenon is due to the fact that uniformly partitioned subsets consist of data from distant view angles and have widely varying widths in each block. Therefore, significant amounts of redundant data are needed to pad each block into rectangular cuboids and the benefit of memory footprint reduction diminishes. To make matters even worse, the uniform sparse-view partition has more redundant data with more subsets.

To reduce redundant data, Figure 4(d) partitions the SV buffer into 4 grouped-view subsets. Each block in a subset consists of data from neighboring view angles, and different blocks in the same subset consist of data from distant view angles. In the example of Figure 4(d), subset 1 consists of SV buffer’s first and fifth blocks. Subset 2 consists of SV buffer’s second and sixth blocks. With the grouped-view partition design, Figure 4(d) has the same amount of redundant data as the unpartitioned SV buffer in Figure 4(b), and significantly fewer redundant data than the uniform sparse-view partition in Figure 4(c). Synchrotron imaging experiments in Table 1 shows that the redundant data for 16 uniform sparse-view subsets increase the memory footprint and the computations on data by 2.1 times, compared to the unpartitioned baseline. 16 grouped-view subsets, however, reduce the uniform sparse-view’s memory footprint by 33\% and the amount of computations by 38\%.

Table 2 further shows that the grouped-view partition has a 3.9 times speedup over the uniform sparse-view partition at 8640 nodes (587520 cores).

### 3.3 Improving Scalability

The CE Method has a unique source of parallelism across measurement subsets as different LR reconstructions can be updated in parallel. To improve scalability, the AC-MBIR algorithm is a new implementation that improves on the NU-PSV algorithm with an orthogonal level of parallelism across subsets, and can scale to the entire supercomputer even for a dataset with few slices.

The AC-MBIR algorithm divides the consensus HR solution, \( x \), into sub-volumes with a unique color for each sub-volume. Example Figure 5(a) shows a consensus solution with 4 different color sub-volumes. Similarly, each LR reconstruction (2 subsets) in Figure 5(b) is also divided into 4 sub-volumes, with different sub-volumes across subsets colored the same if they merge to the same color sub-volume in the consensus HR solution. Then the AC-MBIR algorithm divides nodes in a supercomputer into clusters and cabinets, where the number of clusters equals to the number of measurement subsets and the number of cabinets is equal to the number of sub-volumes. Each node, denoted as \( P(i,j) \), has dual identities with \( i \) as the conceptual cluster it belongs to and \( j \) as the conceptual cabinet it belongs to. Example Figure 5(b) shows 8 nodes divided into 2 clusters with \( P(1,1), P(1,2), P(2,1), P(2,2) \) in a cluster. At the same time, nodes are also divided into 4 cabinets with \( P(1,1) \) and \( P(2,1) \) in a cabinet.

To map the node configuration with computations for image reconstruction, AC-MBIR lets each node \( P(i,j) \) update the \( j \)th sub-volume of the \( i \)th LR reconstruction, and nodes in the same cluster share measurements and system matrix rows from the same subset, but update different color sub-volumes simultaneously. Nodes in the same cabinet have different measurements and system matrix rows, but update and merge the same color sub-volumes simultaneously across different subsets. After merging, nodes in the same cabinet broadcast the merged sub-volume in \( x \) to the same color sub-volumes in the LR reconstructions. To fully utilize parallel cores and SIMD computations, cores of a node are mapped to computations for a SV update in a sub-volume, and SIMD vectors are mapped to computations for a voxel update in a manner similar to the NU-PSV algorithm. See the pseudo code in Algorithm 3 for details. The fusing operation across subsets is achieved through MPI all reduce operations among nodes in the same cabinet. In step 14, neighboring sub-volumes exchange sub-volumes’ boundary voxels and use the boundary voxels in evaluating the prior model in Equation (7).
Algorithm 3 AC-MBIR

INPUT: The partitioned CT measurements and system matrix.
LOCAL: $G$: the number of subsets, $v^j$: the $i$th LR reconstruction, $[v^j]$: the $i$th sub-volume of $v^j$, $[v^j]_k$: the $k$th SV of $[v^j]$. Similar notations apply to $w^j$, $u^j$.
OUTPUT: $x$: the consensus HR solution.

1: Initialize $x$, $v^j$, $w^j$, and $u^j$.
2: while $x \neq v^j$, $i = 1, 2, ..., G$ do
3:   for each subset $i$ do in parallel across clusters
4:     for each sub-volume $[v^j] \in v^j$, do in parallel across nodes
5:       for each SV $[v^j]_k \in [v^j]$, do in parallel across cores
6:         $[v^j]_k \leftarrow \arg\min_{[ut]_k} F_i([x]_k + [v^j]_k)$
7:         $[w^j]_k \leftarrow [w^j]_k + [v^j]_k$
8:         $[w^j]_k \leftarrow \rho[w^j]_k + (1 - \rho)[w^j]_k$
9:         $[x]_k \leftarrow \{x[w^j]_k, \ldots, [w^G]_k\}$ through MPI all reduce among nodes in a cabinet
10:        $[v^j]_k \leftarrow [x]_k - [w^j]_k$
11:     end for
12:   end for
13: end for
14: end while

Figure 6: (a) A zoom-in image of a slice reconstructed by AC-MBIR with a 4.9 times super-resolution. (b) The same slice reconstructed by interpolation method with more noise and artifacts.

Note that AC-MBIR is a unique asynchronous consensus optimization for reducing communication overhead. The common approach for consensus optimization selects a master node to update the consensus solution while the remaining worker nodes update LR reconstructions [30]. This approach, however, has a large global communication overhead as worker nodes’ updates are bounded by how fast the master node updates and vice versa. AC-MBIR, however, has asynchronous updates and much smaller communication overhead because each node is a worker node and the master node at the same time. For example in Figure 5(b), $P(1, 1)$ and $P(2, 1)$ are in the same cabinet updating the blue sub-volumes of the LR reconstructions, but also update, merge and broadcast the blue sub-volume in the consensus solution. Therefore, AC-MBIR reduces communication overhead by restricting inter-node communications to nodes in the same cabinet and avoids global communications. Experimental results in Section 4.1 show that the asynchronous updates keep AC-MBIR’s communication overhead at a low level, with 16% of its runtime spent on communication overhead at 272 nodes (18496 cores) and 13% of its runtime spent on communication overhead at 1080 nodes (73440 cores).

4 RESULTS

All performance numbers are evaluated on two datasets, a Ceramic Matrix Composite (CMC) dataset, imaged under synchrotron at Lawrence Berkeley National Laboratory, and an Iron Hydroxide (FeOOH) dataset, imaged under X-ray microscope at Air Force Research Lab. The CMC is a composite material for the next-generation
Table 1: CMC dataset experiments for AC-MBIR with 108 sub-volumes but with different numbers of subsets, $G$. The left table is for grouped-view subsets and the right table is for uniform sparse-view subsets. More subsets lead to a rapidly decreasing memory footprint per node and an increased number of operations. Note that the grouped-view partition with all numbers of subsets has less memory footprint, shorter runtimes, and fewer computations than the uniform sparse-view partition.

<table>
<thead>
<tr>
<th>Grouped-view subsets</th>
<th>$G = 1$ (NU-PSV)</th>
<th>2</th>
<th>4</th>
<th>8</th>
<th>16</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nodes</td>
<td>108</td>
<td>216</td>
<td>432</td>
<td>864</td>
<td>1728</td>
</tr>
<tr>
<td>Memory footprint per node (Gigabytes)</td>
<td>58.0</td>
<td>31.4</td>
<td>18.3</td>
<td>11.2</td>
<td>8.5</td>
</tr>
<tr>
<td>Memory footprint reduction</td>
<td>1.0x</td>
<td>1.8x</td>
<td>3.2x</td>
<td>5.2x</td>
<td>6.8x</td>
</tr>
<tr>
<td>Run time (secs)</td>
<td>1681.0</td>
<td>779.8</td>
<td>342.6</td>
<td>258.4</td>
<td>215.7</td>
</tr>
<tr>
<td>Computation increase</td>
<td>1.0x</td>
<td>1.0x</td>
<td>1.0x</td>
<td>1.1x</td>
<td>1.3x</td>
</tr>
<tr>
<td>Strong scaling efficiency</td>
<td>100%</td>
<td>108%</td>
<td>123%</td>
<td>89%</td>
<td>63%</td>
</tr>
<tr>
<td>Bandwidth (petabytes/sec)</td>
<td>&lt;0.1</td>
<td>&lt;0.1</td>
<td>&lt;0.1</td>
<td>&lt;0.1</td>
<td>&lt;0.1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Uniform-view subsets</th>
<th>$G = 1$ (NU-PSV)</th>
<th>2</th>
<th>4</th>
<th>8</th>
<th>16</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nodes</td>
<td>108</td>
<td>216</td>
<td>432</td>
<td>864</td>
<td>1728</td>
</tr>
<tr>
<td>Memory footprint per node (Gigabytes)</td>
<td>58.0</td>
<td>33.4</td>
<td>21.3</td>
<td>15.0</td>
<td>11.4</td>
</tr>
<tr>
<td>Memory footprint reduction</td>
<td>1.0x</td>
<td>1.7x</td>
<td>2.7x</td>
<td>3.9x</td>
<td>5.1x</td>
</tr>
<tr>
<td>Run time (secs)</td>
<td>1681.0</td>
<td>807.1</td>
<td>385.7</td>
<td>347.1</td>
<td>347.5</td>
</tr>
<tr>
<td>Computation increase</td>
<td>1.0x</td>
<td>1.0x</td>
<td>1.2x</td>
<td>1.5x</td>
<td>2.1x</td>
</tr>
<tr>
<td>Strong scaling efficiency</td>
<td>100%</td>
<td>104%</td>
<td>131%</td>
<td>91%</td>
<td>63%</td>
</tr>
<tr>
<td>Bandwidth (petabytes/sec)</td>
<td>&lt;0.1</td>
<td>&lt;0.1</td>
<td>&lt;0.1</td>
<td>&lt;0.1</td>
<td>&lt;0.1</td>
</tr>
</tbody>
</table>

(a) AC-MBIR with grouped-view subsets  
(b) AC-MBIR with uniform sparse-view subsets

4.1 Ceramic Matrix Composite (CMC) Dataset

The CMC dataset has a measurement size $M$ of 2560 $\times$ 2160 $\times$ 1024 (2560 channels, 2160 slices, and 1024 view angles), and the highest image resolution limited by the CT detector is $1600^2$ voxels per slice. To demonstrate AC-MBIR’s super-resolution performance, we reconstruct at an image resolution 4.9 times higher than the hardware limit, with $3600^2$ voxels per slice and 2160 slices. A zoom-in picture of an example reconstruction is shown in Figure 6. The left image is a region reconstructed by AC-MBIR, and the right image is the same region reconstructed by the FBP interpolation method, whose reconstruction has more image noise and artifacts than AC-MBIR’s. For example, the upper left corner of the FBP interpolation image has many braiding artifacts, while AC-MBIR image has no braiding artifacts. Therefore, material scientists can use AC-MBIR to better examine the micro-structure at super-resolution.

Table 1 summarizes AC-MBIR and NU-PSV’s performance with different numbers of subsets, $G$, but with the same number of sub-volumes (108 sub-volumes). The left table is for grouped-view subsets and the right table is for uniform sparse-view subsets. Nodes are configured such that the number of clusters equals to the number of subsets $G$, and the number of cabinets equals to 108. Row 1 of the tables shows different numbers of subsets and AC-MBIR with $G = 1$ is identical to the NU-PSV algorithm. Row 2 is the number of nodes (68 cores per node), computed as the number of cabinets multiplied by the number of clusters, and AC-MBIR with 16 subsets has 16 times more scalability than NU-PSV. Row 3 is the memory footprint per node and row 4 is AC-MBIR’s memory footprint reduction over NU-PSV. Both the grouped-view and the uniform sparse-view partitions significantly reduce the memory footprint by 6.8 times and 5.1 times respectively, although the grouped-view partition has 25% more memory footprint reduction. In addition, both the grouped-view and the uniform sparse-view partitions reduce the memory footprint non-linearly with more subsets, as the number of redundant data in the subsets increases non-linearly with more subsets.

Row 5 is the program runtimes and NU-PSV’s runtime is 1681 seconds. In contrast, the grouped-view partition with 16 subsets has a smaller runtime of 215.7 seconds by reducing the memory pressure. The uniform sparse-view partition also has a much smaller...
runtime than NU-PSV with 347.5 seconds at 16 subsets. The runtime for the uniform sparse-view partition, however, is larger than that for the grouped-view partition because the uniform sparse-view partition has a larger memory footprint and more redundant data.

Row 6 is the increase in floating point operations, compared to those for NU-PSV. Floating point operations increase non-linearly with more subsets as more subsets incur more redundant data and operations on the data. With 16 subsets, the grouped-view partition has 38% less redundant data than the uniform sparse-view partition. Row 7 is the parallel strong scaling efficiency compared to NU-PSV \((G = 1)\) and row 8 is the average bandwidth. The grouped-view and the uniform sparse-view subsets have similar strong scaling efficiencies with a super-linear speedup up to 4 subsets. From the strong scaling efficiency numbers, we can conclude that the grouped-view partition does not have a better strong scaling efficiency over the uniform sparse-view partition. The grouped-view partition, however, has smaller runtimes by reducing memory footprint and computations.

Table 2 summarizes AC-MBIR’s performance with the same number of view-subsets (4 view-subsets) but with different numbers of sub-volumes. With the same number of subsets, the memory allocation for the system matrix does not change across different numbers of sub-volumes. However, more sub-volumes reduce the number of slices and measurements per sub-volume. The memory footprint in row 3 thereby decreases slowly with more sub-volumes. In row 4, the grouped-view partition reduces more memory footprint than the sparse-view partition, as the former has fewer redundant data than the latter. In addition, the number of operations does not increase with more sub-volumes as the amount of redundant data remains the same for the same number of subsets.

Row 5 shows the runtimes and the grouped-view partition with 2160 sub-volumes (90% of Cori supercomputer with 587520 cores) has a 3.9 times speedup over the uniform sparse-view partition, a 46.5 times speedup over the NU-PSV algorithm, and has a measured peak computing performance of 1.5 petalops at 8640 nodes. If not counting the MPI Allreduce overhead in step 10 of Algorithm 3, the peak performance number is 5.6 petalops. The strong scaling efficiencies in row 7 show that the grouped-view partition has a 100% strong scaling efficiency at 2160 nodes, compared to NU-PSV. AC-MBIR has a high strong scaling efficiency for two reasons: (1) a smaller memory footprint leads to more data kept in cache, and (2) a modest communication overhead. The IPM tool shows that grouped-view subsets has a low communication overhead with 16% of its runtime spent on communication overhead at 272 nodes, 13% communication overhead at 1080 nodes, and an increased communication overhead of 73% at 4320 nodes. Without AC-MBIR’s asynchronous updates, the communication overhead is more than 50% at few numbers of nodes.

Row 8 is AC-MBIR’s average bandwidth and the grouped-view partition achieves a bandwidth of 3.5 petabytes per second at 8640 nodes, which is more than 35 times higher than that for NU-PSV. AC-MBIR has a good bandwidth because AC-MBIR’s runtimes are bounded by memory and most of the runtimes are spent on reorganizing sinusoidal data for high cache locality, regular data access pattern, and a low memory footprint. In contrast, AC-MBIR’s floating point operations are much fewer than its memory operations, leading to an impressive bandwidth of 3.5 petabytes per second, but a modest peak performance of 1.5 petalops.

Convergence evaluations are another interesting topic. Figure 7 compares the convergence rate for the first 20 full iterations for AC-MBIR, NU-PSV and Mini-Batch Gradient Descent on an example CMC dataset sub-volume with 20 slices, with Figure 7(a) for the grouped-view partition and Figure 7(b) for the uniform sparse-view partition. For the grouped-view partition, the Mini-Batch Gradient Descent never converges to the global optimum even with more iterations, and converges to a solution far from the global optimum, whereas AC-MBIR converges to the global optimum rapidly both with 4 and 16 subsets. Compared to NU-PSV, AC-MBIR has a similar convergence rate at 20 full iterations. In addition, we can observe that all algorithms have a RMSE spike in early iterations.

Table 2: CMC dataset experiments for AC-MBIR with 4 subsets but with different numbers of sub-volumes. The left table is for grouped-view subsets and the right table is for uniform sparse-view subsets. With more sub-volumes, the memory footprint per node decreases slowly and the number of operations stays the same. The grouped-view subsets with 1080 sub-volumes have a 17% smaller memory footprint, a 3.9 times faster runtime, and a 3.3 times higher strong scaling efficiency than the uniform sparse-view subsets.
from a convergence overshoot caused by the excessive updates. For the uniform sparse-view partition, Mini-Batch Gradient Descent with 4 subsets converges to a solution close to the global optimum, although its convergence rate is still much slower than AC-MBIR.

4.2 Iron Hydroxide (FeOOH) Dataset

The FeOOH dataset is much smaller than the CMC dataset, with a measurement size $M$ of $1024 \times 1024 \times 900$ (1024 channels, 1024 slices and 900 view angles). The highest image resolution limited by the CT detector is $960^2$ voxels per slice. We reconstruct at an image resolution 1.14 times higher than the hardware limit, with 1024 slices and 900 view angles. Table 3 summaries AC-MBIR and NU-PSV’s performance. The second row is NU-PSV’s runtimes and NU-PSV only scales to 1024 nodes, as each node needs to operate on a sub-volume with at least 1 slice. The third row is AC-MBIR’s runtimes with 4 grouped-view subsets and AC-MBIR has a 4 times higher scalability than NU-PSV. The fourth row is AC-MBIR’s speedup over NU-PSV with a 3.7 times speedup at 4096 nodes (278528 cores). Since NU-PSV cannot scale to 4096 nodes, the speedup at 4096 nodes is AC-MBIR’s runtime compared with NU-PSV’s best runtime at 1024 nodes. The fifth row is AC-MBIR’s memory footprint reduction over NU-PSV and AC-MBIR’s memory footprint at 4096 nodes is 3.7 times smaller than that for NU-PSV.

5 DISCUSSION

AC-MBIR has a significant memory footprint reduction, a smaller runtime and more scalability over NU-PSV. Its parallelism across data subsets and sub-volumes, however, has advantages and disadvantages. The data subsets parallelism has better memory footprint reduction over the sub-volume parallelism, but has worse strong scaling efficiency and a slower runtime. The sub-volume parallelism has a better strong scaling efficiency and a faster runtime, but performs worse for memory footprint reduction. To achieve the best performance, node configurations between the two parallelisms have to be determined empirically as there is no theory that can accurately pre-determine the node configuration. One way for node configuration is to follow the ablation studies in Table 1 to find the number of subsets with best performance, while fixing on the number of sub-volumes. Then, nodes are configured by following the studies in Table 2 to find the number of sub-volumes with best performance, while fixing on the same number of subsets.

6 IMPLICATIONS

AC-MBIR can be applied to supervised machine learning problems with the following form:

$$x = \arg\min_x \left\{ G(x) + R(x) \right\},$$

(9)

where $x$ is the output; $G(x)$ is a statistical model that estimates $x$ from a limited size noisy training dataset, denoted as $y$, and $R(x)$ is a regularizer to prevent data over-fitting. If $G(x)$ is a weighted linear regression model, then Equation (9) has the same form as Equation (6), where $M$ is the dataset size; $A$ is a sparse system matrix; $A$ is a weighting matrix; and $R(x)$ is an $L_0$ norm, $L_1$ norm or other regularizer.

If the output $x$ is viewed as an image or a volume, then Equation (9) with a weighted linear regression training model is a cost function for image reconstruction problems, such as CT, PET, MRI, electron microscopy, synchrotron, neutron, proton, and ultrasound imaging. If $x$ is a matrix of measurements or an object under test, then Equation (9) with a weighted linear regression training model is a cost function for compressive sensing problems and predicts the state of the physical world from noisy sensor measurements. Such applications include autonomous navigation, depth sensors, digital holography, geophysical sensing, radar, radio astronomy, crystallography, machine learning techniques such as the least absolute shrinkage and selection operator.
AC-MBIR partitions Equation (9) into sub-problems and merge the sub-problem solutions into a consensus one with a guaranteed convergence if Equation (9) is convex. This algorithm has two benefits: (1) reducing memory pressure by distributing data among sub-problems, and (2) mapping to a supercomputer for fast computations. To solve Equation (9), AC-MBIR non-uniformly partitions the dataset $y$ into $G$ data subsets and data in the same subset are highly similar and different subsets are least similar. Each subset has a new training model, $g_i(x)$, such that $G(x) = \sum_{i=1}^{G} g_i(x)$. Each subset solves the proximal map function formulated in Equation (8) and the individual solutions from all subsets are merged asynchronously into the consensus solution by following Algorithm 3.

A MATHEMATICAL PROOF FOR ALGORITHM 2

The consensus-equilibrium Method [4, 22] provides a parallel method to solve the following MBIR optimization problem:

$$x = \arg\min_x \left\{ \frac{1}{2} \|y - Ax\|_A^2 + R(x) \right\} = \arg\min_x \sum_{i=1}^{G} f^i(x), \quad (10)$$

where $f^i$ has the same definition as in (7), and represents a sub-problem for the $i^{th}$ measurement subset. $G$ is the total number of subsets. Theorem 1 of [4] shows that finding the global minimum to Equation (10), $x$, is exactly the same as finding the average of $\{w^1, \ldots, w^G\}$, denoted as $\bar{w}$, for the following system of equations:

$$\begin{bmatrix} F^1(w^1) \\ \vdots \\ F^G(w^G) \end{bmatrix} = \frac{1}{G} \begin{bmatrix} w^1 + w^2 + \cdots + w^G \\ \vdots \\ w^1 + w^2 + \cdots + w^G \end{bmatrix} = \begin{bmatrix} \bar{w} \\ \vdots \\ \bar{w} \end{bmatrix}, \quad (11)$$

where $F^i$ is the proximal map function for the $i^{th}$ measurement subset, as defined before in Equation (8). Then, to prove that the output of Algorithm 2 is the same as the solution to Equation (10), we need to demonstrate that the output of Algorithm 2 equals to $\bar{w}$.

If we let $F$ represents the stacked function for $[F^1, \ldots, F^G]^T$, $w$ as the list, $[w^1, \ldots, w^G]^T$, and function $D$ stacks $G$ copies of $\bar{w}$, then we can re-write Equation (11) with a more compact short-hand notation:

$$F(w) = D(w), \quad (12)$$

After multiplying both sides of Equation (12) with a constant 2 and subtract them with $w$, we get

$$(2F - I)w = (2D - I)w \quad (13)$$

where $I$ is the identity function. Note that for any $w$, applying function $D$ twice to $w$ yields the same result as applying $D$ only once to $w$. So, $D^2w = Dw$, and consequently, $(2D - I)^2w = w$. Based on this special property, we apply function $(2D - I)$ to both sides of equation (13) and we obtain

$$(2D - I)(2F - I)w = w \quad (14)$$

To find $w$ that satisfies Equation (14), $w$ can be computed iteratively by finding the fixed-point to Equation (14). In every iteration, $w$ is updated as below:

$$w \leftarrow \rho w + (1 - \rho) w', \quad (15)$$

where $\rho$ is a convergence parameter chosen between 0 and 1 and $w'$ stores a copy of $w$ from the previous iteration. Note that Equation (15) is exactly the same as step 7 in Algorithm 2. After updates in Equation (15) are converged to a fixed-point vector, the final output, $\bar{w}$, is computed as the average for all elements in $w$, namely $\{w^1, \ldots, w^G\}$.
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