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Name/PUID: Key
Problem 1. (35pt) Linear Time Invariant Systems

Let T : →N ↑ →M
be a function.

Linear function: We say that T is linear if ↓ω ↔ →, ↓ε ↔ →, ↓x ↔ →N
, and ↓y ↔ →N

,

T [ωx+ εy] = ωT [x] + εT [y] .

Infinite dimensional functions: When N = M = ↗, then the arguments of T are discrete

time functions. In other words, x ↔ R→
, so then xn ↔ R where n ↔ {. . . ,↘1, 0, 1, . . .}.1

Shifting function: Define the shifting function Sk[x] = z where x, z ↔ R→
and zn = xn↑k.

So in other words, Sk delays its input by k samples.

Time-invariant functions: Then we say that T is time invariant if for all x, z ↔ R→
and

for all k, we have that

Sk[T [x]] = T [Sk[x]] .

Problem 1a) Assume N,M < ↗ and T is linear, then what is the most general form of

the function T [x]?

Solution:
T [x] = Ax ,

for some matrix A is the most general form of a finite dimensional linear function.

Problem 1b) Assume N,M < ↗ and T is linear, then is T [x] time invariant?

Solution: No, T cannot be time invariant because S[x] requires that x ↔ R→
. Intuitively,

you can only shift a function xn if it goes to infinity.

Problem 1c) Assume N,M < ↗, then give an example of a nonlinear function T .

Solution: Let y = T [x], then let yn = x
2
n is a nonlinear function.

1For this case, we also assume that T is closed, that is to say that for any sequence of inputs, xn ↑ x,
then limn→↑ T (xn) = T (x).
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Problem 1d) Assume N,M = ↗ and T is linear, then what is the most general form of

the function T [x]?

Solution: Let y = T [x], then the most general form is

yn =

→∑

m=↑→
hn,mxm ,

for some function hn,m.

Problem 1e) Assume N,M = ↗ and T is linear and time-invariant, then what is the most

general form of the function T [x]?

Solution: Let y = T [x], then the most general form is

yn =

→∑

m=↑→
hn↑mxm ,

for some function hn.

Problem 1f) Assume N,M = ↗ and T time-invariant, and that the input is given by

xn = e
jωn

, then what is the most general form of the output?

Solution: Let y = T [x] where xn = e
jωn

, then the most general form is

yn = Ce
jωn

,

where C is a complex number, and in general C = H(e
jω
) the DTFT of the impulse response

hn.

Problem 1g)

Assume N,M = ↗ and T time-invariant, then give an example of a nonlinear function T .

Solution: Let y = T [x], then let yn = x
2
n is a nonlinear function that is time-invariant.
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Name/PUID:
Problem 2. (40pt) Image Sharpening

Consider an LSI system H with an impulse response of

h(m,n) =
1

4

1∑

k=↑1

1∑

l=↑1

(
1

2

)|k|+|l|

ϑ(m↘ k, n↘ l) ,

and a second LSI system G with an impulse response of

g(m,n) = ϑ(m,n) + ϖ [ϑ(m,n)↘ h(m,n)] ,

for some scalar parameter ϖ ↔ R.

Problem 2a) Is h(m,n) a separable function? Justify your answer.

Solution: Yes, h(m,n) = h1(m)h1(n) is a separable function with

h1(n) =
1

2

1∑

k=↑1

(
1

2

)|k|

ϑ(n↘ k) .

Problem 2b) What is the DC gain of the filter H? Justify your answer.

Solution: The DC gain is given by H(e
jµ
, e

jε
) =

∑
m,n h(m,n) = 1.

Problem 2c) Calculate, H(e
jµ
, e

jε
), the CSFT of h(m,n).

Solution: Let h(m,n) = h1(m)h1(n) where

h1(n) =
1

2

1∑

k=↑1

(
1

2

)|k|

ϑ(n↘ k) .

Then the CTFT of h1 is given by

H1(e
jω
) =

1

2

{
1 + (1/2)(e

jω
+ e

↑jω
)
}

=
1

2
(1 + cos(ϱ)) .
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So we have that

H(e
jµ
, e

jε
) =

1

4
(1 + cos(µ)) (1 + cos(ς)) .

Problem 2d) Calculate, G(e
jµ
, e

jε
), the CSFT of g(m,n).

Solution:

G(e
jµ
, e

jε
) = 1 + ϖ

[
1↘ 1

4
(1 + cos(µ)) (1 + cos(ς))

]
.

Problem 2e) What is the DC gain of the filter G? Justify your answer.

Solution: The DC gain is given by

G(e
j0
, e

j0
) = 1 + ϖ

[
1↘ 1

4
(1 + cos(0)) (1 + cos(0))

]

= 1 + ϖ

[
1↘ 1

4
(1 + 1) (1 + 1)

]

= 1 + ϖ [1↘ 1]

= 1 .

Problem 2f) Sketch the function G(e
jµ
, e

jε
), for ς = 0 and ϖ = 1.0.

Solution:

G(e
jµ
, e

j0
) = 1 + ϖ

[
1↘ 1

4
(1 + cos(µ)) (1 + cos(0))

]

= 1 + ϖ

[
1↘ 1

2
(1 + cos(µ))

]

= 1 + 1.0

[
1↘ 1

2
(1 + cos(µ))

]

= 2↘ 1

2
(1 + cos(µ)) .
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! "!", "!# = 2 − 12 1 + cos ,

-

−" 0 −"

1

2

Problem 2g) What does G do for ϖ > 0?

Solution: For ϖ > 0, G is a sharpening filter.

Problem 2h) What does G do for ϖ < 0?

Solution: For ϖ < 0, G is a blurring filter.
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Name/PUID:
Problem 3. (40pt) Up Sampling

Let s(t) be a continuous time function that is band limited to a maximum frequency of fc.

Then let x(n) = s(nT ) be a sampled version of s where T = 1/fs is the sampling period, and

fs is the sampling frequency in Hz. Define Tnyquest as the maximum value of T that ensures

that x(n) contains all the information in s(t).

Also, let y(n) = s(nT/L) be a version that is sampled at L times the sampling rate for an

integer L ≃ 2.

Problem 3a) What is the value of Tnyquest?

Solution:

Tnyquest =
1

2fc
.

Problem 3b) If T < Tnyquest, then can f(t) also be reconstructed from y(n)? Justify your

answer.

Solution: Yes, because we know that x(n) = y(Ln), and we know that we can reconstruction

f(t) from x(n).

Problem 3c) Calculate an expression for X(e
jω
) in terms of S(f).

Solution:

X(e
jω
) =

1

T

→∑

k=↑→

S

(
ϱ ↘ 2φk

2φT

)

Problem 3d) Sketch the spectra of S(f) and X(e
jω
).
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Solution:

! "	

"
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Problem 3e) Calculate an expression for Y (e
jω
) in terms of S(f).

Solution:

Y (e
jω
) =

L

T

→∑

k=↑→

S

(
ϱ ↘ 2φk

2φT/L

)

Problem 3f) Sketch the spectra of S(f) and Y (e
jω
) for L = 2.

Solution:
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Problem 3g) Calculate an expression for Y (e
jω
) in terms of X(e

jω
).
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Solution:
Y (e

jω
) = H(e

jω
)X(e

jωL
)

where H(e
jω
) = rect(ϱL) for |ϱ| < φ.

Problem 3h) Describe the steps required to compute y(n) from x(n). Provide a detailed

specification of each step.

Solution: First you should up sample x(n) to from z(n).

z(n) =

{
x(n/L) for n mod L = 0

0 for n mod L ⇐= 0
.

Then filter the signal with the filter h(n) = Lsinc(n/L) to yield

y(n) = x(n) ⇒ h(n) .
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Name/PUID:
Problem 4. (35pt) Computed Tomography

Consider the X-ray transmission imaging system pictured below with a mono-energetic

source.

! = 0 ! = $

detectorX-ray 
source

!!,#

!!

We know that the photon flux, y(x), as a function of depth, x, (units of cm) obeys the

following equation

dy(x)

dx
= ↘µ(x)y(x) ,

where µ(x) (units of cm
↑1
) is the X-ray density of the material at location x along the path.

Define, yT = y(T ) and y0 = y(0) where y(x) is the photon flux with the object present.

Furthermore, assume that you are imaging a solid objected made from polyethylene. Then

let I(x) be an indicator function so that I(x) = 1 indicates that the polyethylene is present

at location x, and I(x) = 0 indicates that it is absent. In this case, we have that

µ(x) = µEI(x) ,

where

µE =

{
0.21cm

↑1
at 40 keV

0.17cm
↑1

at 80 keV
.

Also define

L =

∫ T

0

I(x)dx ,

where L is the path length in cm through the polyethylene material.

Problem 4a) Find a solution to the di!erential equation, y(x), which meets the boundary

condition that y(0) = y0.

Solution:

y(x) = y0 exp

{
↘
∫ x

0

µ(t)dt

}
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Problem 4b) Show that if the object is removed (i.e., µ(x) = 0), then the measurement is

given by yT,0 = y0.

Solution:

y(x) = y0 exp

{
↘
∫ x

0

µ(t)dt

}

= y0 exp

{
↘
∫ x

0

0 dt

}

= y0 exp {↘0}
= y0 .

Problem 4c) Write an expression for the measurement yT in terms of µE and L.

Solution:

yT = y(T )

= y0 exp

{
↘
∫ T

0

µEI(t)dt

}

= y0 exp

{
↘µE

∫ T

0

I(t)dt

}

= y0 exp {↘µEL} .

Problem 4d) Sketch the value of yT as a function of L in cm for E = 40keV . (Hint:

1/0.21 = 4.76.)

Solution:
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!0 4.76

"!

#"# ≈ 0.36y!

Problem 4e) Sketch the value of yT as a function of L in cm for E = 80keV . (Hint:

1/0.17 = 5.88.)

Solution:

!
0 5.88

"!

#"# ≈ 0.36y!

Problem 4f) In this problem, assume that the X-ray source energy is at both 40 and 80 keV

in equal proportion, so that y0 = 1 for both cases. Then write an expression the measured

yT as a function of L.

Solution:

yT = exp {↘µ40L}+ exp {↘µ70L}
= exp {↘0.21L}+ exp {↘0.17L} .

Problem 4g) Assuming that the X-ray source energy is at both 40 and 80 keV as in the

previous problem, sketch the value of p = ↘ log

{
yT
y0

}
as a function of L.
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Solution:

p = ↘ log

{
yT

y0

}
= ↘ log

{
exp {↘0.21L}+ exp {↘0.17L}

2

}

!0 4.76

" !
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Name/PUID:
Problem 5. (20pt) Color Space Transforms

Consider a color space (r, g, b) with color matching functions given by ro, go, bo ↔ R31
and a

white point of (xw, yw) based on physical red, green, and blue primaries.

Furthermore, let xo, yo, zo ↔ R31
denote the X, Y, Z color matching functions. And let B be

a 3⇑ 3 matrix such that 


r0

g0

b0



 = B




x0

y0

z0





Problem 5a) Are ro, go, bo strictly positive? Justify your answer.

Solution: No, the color matching functions for a color space with real primary colors can

never be strictly positive.

Problem 5b) Explain how to calculate the white point of (xw, yw) from knowledge of B.

Solution: Form a vector of 1’s denoted by 1, then the X, Y, Z values for the white point

are given by 


Xw

Yw

Zw



 = B
↑11 .

Then compute the chromaticity values as

(xw, yw) =

(
Xw

Xw + Yw + Zw
,

Yw

Xw + Yw + Zw

)
.

Problem 5c) Explain how to calculate the chromaticity of the red primary, (xr, yr) from

knowledge of B.

Solution: Compute 


Xr

Yr

Zr



 = B
↑1




1

0

0



 .

Then compute

(xr, yr) =

(
Xr

Xr + Yr + Zr
,

Yr

Xr + Yr + Zr

)
.

14



Problem 5d) Explain how to calculate the (approximate) gamma corrected, (r̃, g̃, b̃) values

from the values (r, g, b) for ↼ = 2.4.

Solution:

r̃ =


r

255

1/2.4

g̃ =


g

255

1/2.4

b̃ =

(
b

255

)1/2.4
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Fact Sheet
• Function definitions

rect(t)
↓
=

{
1 for |t| < 1/2
0 otherwise

!(t)
↓
=

{
1↘ |t| for |t| < 1
0 otherwise

sinc(t)
↓
=

sin(ωt)

ωt

• CTFT

X(f) =

∫ →

↑→
x(t)e↑j2ϑftdt

x(t) =

∫ →

↑→
X(f)ej2ϑftdf

• CTFT Properties

x(↘t)
CTFT⇓ X↔(↘f)

x(t↘ t0)
CTFT⇓ X(f)e↑j2ϑft0

x(at)
CTFT⇓ 1

|a|X(f/a)

X(t)
CTFT⇓ x(↘f)

x(t)ej2ϑf0t
CTFT⇓ X(f ↘ f0)

x(t)y(t)
CTFT⇓ X(f) ⇒ Y (f)

x(t) ⇒ y(t) CTFT⇓ X(f)Y (f)
∫ →

↑→
x(t)y↔(t)dt =

1

2ω

∫ →

↑→
X(f)Y ↔(f)df

• CTFT pairs

sinc(t)
CTFT⇓ rect(f)

rect(t)
CTFT⇓ sinc(f)

For a > 0

1

(n↘ 1)!
tn↑1e↑atu(t)

CTFT⇓ 1

(j2ωf + a)n

• CSFT

F (u, v) =

∫ →

↑→

∫ →

↑→
f(x, y)e↑j2ϑ(ux+vy)dxdy

f(x, y) =

∫ →

↑→

∫ →

↑→
F (u, v)ej2ϑ(ux+vy)dudv

• DTFT

X(ejω) =
→∑

n=↑→
x(n)e↑jωn

x(n) =
1

2ω

∫ ϑ

↑ϑ
X(ejω)ejωndε

• DTFT pairs

anu(n)
DTFT⇓ 1

1↘ ae↑jω

(n+ 1)anu(n)
DTFT⇓ 1

(1↘ ae↑jω)2

• Rep and Comb relations

repT [x(t)] =
→∑

k=↑→
x(t↘ kT )

combT [x(t)] = x(t)
→∑

k=↑→
ϑ(t↘ kT )

combT [x(t)]
CTFT⇓ 1

T
rep 1

T
[X(f)]

repT [x(t)]
CTFT⇓ 1

T
comb 1

T
[X(f)]

• Sampling and Reconstruction

y(n) = x(nT )

Y (ejω) =
1

T

→∑

k=↑→
X

(
ε ↘ 2ωk

2ωT

)

s(t) =
→∑

k=↑→
y(k)ϑ(t↘ kT )

S(f) = Y

ej2ϑfT


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