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Image Restortation

e Problem:

— You want to know some image X.
— But you only have a corrupted version Y .

— How do you determine X from Y7
e Corruption may result from:

— Additive noise
— Nonadditive noise
— Linear distortion

— Nonlinear distortion
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Optimum Linear FIR Filter

e I'ind an “optimum” linear filter to compute X from

Y.

e FIilter uses input window of Y to estimate each output
pixel X.

e Filter can be designed to be minimize mean squared

error (MMSE).
e The estimate of X is denoted by Xg.
e W (s) denotes the window about s.

e The estimate, XS, 18 a function of Yy ().
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Application of Optimum Filter

Xs = f(Yiw(s)

[ ] S L] S
window
about s
Measured Image Y Restored Image X(Y)

e The function f(Yyy(s)) is designed to produce a MMSE
estimate of X.

o [f f(YW($)> 1S:

— Linear = linear space invariant filter.

— Nonlinear =- nonlinear space invariant filter.

e This filter can reduce the effects of all types of cor-
ruption.
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Optimality Properities of Linear Filter

e If both images are jointly Gaussian:

— Then MMSE filter is linear.

AN

X = E[XS‘YW(S)]
= AYW(S) +0

e If images are not jointly Gaussian:

— Then MMSE filter is generally not linear.

AN

X, = B XYy

= f(Yw(s)

— However, the MMSE linear filter can still be very
effective!
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Formulation of MMSE Linear Filter:
Definitions

e W (s) - window about the pixel s.
e p - number of pixels in W (s)
® 2, - row vector containing pixels of Yy ().

e () - parameter vector

e Detailed definitions:
— Definition of W(s)
Wi(s)=[s,s+r1...,5+r,1]

where 71, ..., 7,_1 index neighbors.

— Definition of z
Zs = |Ys, Ystris - ys+rp_1]
— Definition of 6
0=10,...,0,1]
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Formulation of MMSE Linear Filter:
Objectives

e Linear filter is given by

Ty = 240

e Mean squared error is given by

MSE = El|lz, — 24°]
= FE||lxs — zSQ\Q]

e The MMSE filter parameters 6* are given by

0" = arg min Ellx, — 2,07 .

e How do we solve this problem?
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More Matrix Notation

e Define the subset Sj of image pixels.

1.S5C S
2. .Sy contains Ny < N pixels

3. Sp usually does not contain pixels on the boundary
of the image.

4. S() = [81, .. .,SNO]
e Define the Ny X p matrix Z
o

259

1

Z:

ZSNO

e Define the Ny X 1 column vectors X and X

SESl .I'Sl

L > aAjs
X=| 7] and X = :

'CCSNO 'CESNO

e Then A
X~X=270
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Least Squares Linear Filter

e We expect that

MSE = El|lz, — 2,0/
|

~ oo C 562
Ny 25, s~ 20
1

= —||X - Z0|?
ol H

e S0 we may solve the equation

0" = arg min |1 X — Z0)||?

e The solution 6* is the least squares estimate, of . and

the estimate A
X =707

is known as the least squares filter.
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Computing Least Squares Linear

® SO

9*

Filter

x . 1 2
0" = argmemﬁoHX — 70|

arg m@in
arg m@in
arg mein
arg m@in

arg m@in

1 2

~I1X = ZoIP)
1 t

(X = Z0)(X - Z@))
1

(XX 207X + efztze))
0
X'X 72X 77
— 20 (—
Ny Ny i Ny )

AN ZtX)

— R
Ny Ny
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Covariance Estimates

e Define the p X p matrix

R A\ ZtZ
2z T
Ny
Zs
1 z
_ t ot t s
— ﬁo Z817Z827 ,ZSNO
Zsn,
I M
B ﬁo@'gzsizsz
e Define the p x 1 vector
N0, ¢
Tex =
Ny
Tg,
RN, t Lsg
=N Zspr Byt 0 Bsy ,
Zsn,
1 Jg? ,
= — > 2. T
Nyi=1 5%

® SO A
0" = arg min (0'R..0 — 20"F.,
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Interpretation of R.. and 7.,

e R.. is an estimate of the covariance of z,.

R.. 2 F [ztzs]

S

Bl &
— — 3 zz
_NQ s=1 ° i
= E|R..]
e 1, is an estimate of the cross correlation between z;
and x.
A
r.. = B2z
1 N
= F|— ¥ 2l
NO sgl 58
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Solution to Least Squares Linear
Filter

e We need
0" = arg min ]\170HX — Z0|J?
We have shown this is equivalent to
0" = arg m@in <9t]%zz€ — 29tffzx)
e Taking the gradient of the cost functional
0 = Vo (0'R..0 — 26",

0=6*

— (zz%zze — 27“)

=0+
Solving for 6* yeilds
~o\—1
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Summary of Solution to Least
Squares Linear Filter

e Lirst compute

R. = "% 22
2z N()Szl S<S
. 1 jEVZ y
r.. = — i
2T Nos:l sts

e Then compute

0" = (Rzz>_1 fzx

13

e The vector 6* then contains the values of the filter

coeflicients.
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Training
e 0* is usually estimated from “training” data.

e Training data

— Generally consists of image pairs (X,Y) where Y
is the measured data and X is the undistorted im-
age.

— Should be typical of what you might expect.

— Can often be difficult to obtain.

e Testing data
— Also consists of image pairs (X,Y).
— Is used to evaluate the effectiveness of the filters.

— Should never be taken from the training data set.
e raining versus Testing
— Performance on training data is always better than

performance on testing data.

— As the amount of training data increases, the per-
formance on training and testing data both ap-
proach the best achievable performance.
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Comments

e Wiener filter is the MMSE linear filter.
e Wiener filter may be optimal, but it isn’t always good.

— Linear filters blur edges

— Linear filters work poorly with non-Gaussian noise.

e Nonlinear filters can be designed using the same method-
ologies.
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Is MMSE a Good Quality Criteria for
Images?
e In general, NO! ... But sometimes it is OK.

e For achromatic images, it is best to choose X and Y
in L* or gamma corrected coordinates.

e Let H be a filter that implements the CSFEF for the
human visual system.

— Then a better metric of error is
HVSE = ||H(X — X)|]?
= (X - X) H'H (X - X)
= |IX = X]%

where B = H'H.

—||X — X||% is a quadratic norm.

e What is the minimum HVSE estimate X?
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Answer

e The answer is X = E[X]|Y].

— This is the same as for mean squared error!

— The conditional expectation minimizes any quadratic
norm of the error.

— This is also true for non-Gaussian images.

o Let X = AYyy () + b be the MMSE linear filter.
— This filter is also the minimum HVSE linear filter.

— This is also true for non-Gaussian images.
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Proof
e Define V & HX

X

May 1, 2002

min E |[| X — X|[3]

— min E[||H(X = X)|

X

— min E |||V = V|

= B[V - E[V]Y]|]’]
= E[||HX — E[HX|Y]||’]
= E[[H(X - E[X[Y])|]’
= EI|X — EIX|Y]||3

e So, X = F[X|Y] minimizes the error measure.

HVSE = ||X — X||% .

18



