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1) Let Y be a 1-D AR process with hn = ��n�1 and �2 prediction variance. Compute
(�2

NC; g) the noncausal prediction variance and the noncausal prediction �lter.

2) Let Y and X be random variables, and let YMAP and YMMSE be the MAP and MMSE
estimates respectively of Y given X. Pick distributions for Y and X so that the MAP
estimator is very \poor", but the MMSE estimator is \good".

3) Find a convex function f(x1; x2) with a unique global minimum, so that coordinate decent
does not converge to the global minimum. Why?

4) Consider the following functional

f(x) = (b�Ax)tB(b�Ax)

where b and x are vectors, and A and B are matrices where B is symmetric and positive
de�nite.
a) Compute the Gradient decent algorithm for minimizing f(x).
b) Compute the Coordinate decent algorithm for minimizing f(x).
c) Compute the Steepest decent algorithm for minimizing f(x).

5) Let Y be a 1-D order p GMRF with

Ŷn = E[YnjYi i < n]
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where
Bi;j = �i�j � gi�j :
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