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Georegistration of Airborne Hyperspectral
Image Data

Changno Lee and James Bethel

Abstract—A suite of geometric sensor and platform modeling
tools has been developed which have achieved consistent subpixel
accuracy in orthorectification experiments. Aircraft platforms
in turbulent atmospheric conditions present unique challenges
and have required creative modeling approaches. The geometric
relationship between an image point and a ground object has
been modeled by rigorous photogrammetric methods. First and
second order Gauss-Markov processes have been used to estimate
the platform trajectory. These methods have been successfully
applied to HYDICE and HyMap data sets. The most important
contributors to the subpixel rectification accuracy have been the
first order Gauss-Markov model with control linear features.

Index Terms—Airborne hyperspectral imagery, georegistration,
linear feature, rectification.

I. INTRODUCTION

H YPERSPECTRAL data analysis has repeatedly been
shown to yield high quality thematic maps in urban areas.

Airborne hyperspectral imagery has high spatial resolution
compared to traditional spaceborne hyperspectral imagery.
Therefore, airborne sensors are suitable for cartographic
applications where accurate geopositioning is critical. How-
ever, aircraft-mounted scanners are subject to atmospheric
turbulence during their flight which can lead to severe image
distortions in the raw imagery.

The estimation of sensor position and attitude parameters in
cases of near continuous data capture becomes very closely re-
lated to the problem of platform trajectory estimation. Orienta-
tion parameters for pushbroom sensors in low earth orbit can be
successfully modeled as polynomial functions of time [11] or as
spline functions of time [4]. For pushbroom sensors on airborne
platforms these strategies are less successful, although having a
multiline focal plane can stabilize the result [5]. Breuer [2] clas-
sifies geometric modeling of scanner imagery into 1) nonpara-
metric methods or “rubber sheeting,” 2) parametric methods as
described above, and 3) hybrid or mixed methods. A further
subdivision of the parametric method can be made depending
on whether the estimated parameters are considered determin-
istic or random [8]. A recent enhancement of the nonparametric
method, referred to as the rational function model [12] per-
mits the projection of three-dimensional (3-D) object points into
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two-dimensional (2-D) imagery rather than the more simplistic
case of 2-D object points into 2-D imagery. In the aforemen-
tioned models, it is important to note that each ground point is
imaged only once during the image capture. This contrasts with
video or motion imagery wherein each ground point may be im-
aged onto many successive image frames, permitting the use of
optical flow techniques to aid in platform trajectory determi-
nation [10]. Radiometric and sensor architecture considerations
have thus far prevented any hyperspectral sensor from operating
in this fast framing mode.

The relation between image point and ground object can
be modeled by rigorous photogrammetric methods [1]. In
photogrammetric sensor modeling, each scan line is modeled
as a frame image. Therefore, a different set of values for the
exterior orientation parameters needs to be determined for each
scan line. Then, platform modeling is required to estimate the
platform trajectory. In this case, the platform model should
be flexible to accommodate abrupt changes of the orientation
elements [7].

II. HYPERSPECTRALIMAGERY

A. HYDICE Data

The hyperspectral digital imagery collection experiment
(HYDICE) sensor is an airborne pushbroom imaging spec-
trometer with 210 spectral channels ranging from 0.4m to
2.5 m. With a 0.5 mrad instantaneous field of view (IFOV),
the ground sample distance (GSD) varies from 0.75 to 3.75 m
depending on the platform altitude above ground.

In addition to image data, support information is available
for each scan line. These support data consist of Inertial naviga-
tion system (INS) data, global positioning system (GPS) data,
flight stabilization subsystem (FSS) pointing knowledge, and
HYDICE engineering data. These data are updated to reflect
current information for each scan line. However, some fields
can’t be updated as frequently as the frame time, in which case
the same values are repeated until updated information is avail-
able (e.g., GPS data).

HYDICE image was collected over the urban area of Fort
Hood, TX, in October 1995 (Fig. 1). Its GSD and flying height
are 2.2 m and about 4430 m, respectively. As can be seen from
Fig. 1, straight roads in the direction of flight can be severely
wavy.

B. HyMap Data

The HyMap sensor is an airborne whiskbroom imaging
spectrometer with 126 spectral bands across the reflective
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Fig. 1. HYDICE Imagery Data Set (Fort Hood).

solar wavelength region of 0.45–2.5 nm with contiguous
spectral coverage. HyMap collects ground surface information
continuously by sweeping from side to side as the platform
moves forward. Its ground sample distance varies from 3 m to
10 m depending on the platform altitude above ground.

The HyMap system also provides geolocation and image
geocoding achieved by DGPS and an integrated IMU (inertial
monitoring unit). UTM coordinates are available for each
original image pixel, and six exterior orientation parameters are
supported for each scan line. The HyMap data was collected
over the Purdue Campus in West Lafayette, Indiana during
September, 1999 (Fig. 2). The flying height and GSD were
about 1600 m and 3.2 m, respectively.

III. GEOMETRIC MODEL

The objective of geometric modeling is to relate pixels in
an image to coordinates in a ground coordinate system. Sensor
types for hyperspectral imagery can be divided into two groups,
pushbroom and whiskbroom.

In pushbroom imaging systems, each scan line is considered
as a framelet. Therefore, the photogrammetric collinearity con-
dition can be applied within each line of the pushbroom images
as the geometric model.

Strictly speaking, a whiskbroom scanner sweeps multiple
pixels across the flight path. We will consider the limiting case
where only a single pixel is swept across track. Therefore, each
image pixel, which is collected at a different time, requires
its own set of six exterior orientation elements. To relieve this
indeterminate situation, it is assumed that the time to complete
one scan line is small enough to consider one exposure station
for each scan line. Then, each scan line of a whiskbroom image
can be modeled as a panoramic image, instead of a framelet
as used in the pushbroom model. Modeling from line to line
remains the same for both imaging modes.

A. Pushbroom Sensor

The geometric relationship between the ground point and
image point of pushbroom imagery can be expressed by the
collinearity condition for a given scan line as in Fig. 3. For
the image coordinate system, we define the origin as the
perspective center, the-axis as the flight direction, the-axis
normal to the linear array (up) through the perspective center,
and the -axis as necessary to achieve a right-handed Cartesian
system. The relationship between the ground coordinates and

Fig. 2. HyMap imagery data set (Purdue University, West Lafayette, IN).

corresponding image coordinates can then be expressed as in
(1) and (2) [5]

(1)

(2)

where

(3)

where
, coordinates of image point in image coordi-

nate system;
, , coordinates of object point in ground coordi-

nate system;
, , coordinates of instantaneous perspective

center in ground coordinate system;
3 3 orthogonal rotation matrix from the
ground coordinate system to image coordinate
system;
calibrated focal length.

From (1) and (2), notice that the six exterior orientation (EO)
parameters, consisting of three coordinates of the
instantaneous perspective center position and three independent
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Fig. 3. Collinearity condition.

Fig. 4. Control line model.

rotational angles have different values for each scan
line.

Linear features offer some advantages over control points
in their use as control features. Unlike frame imagery, straight
linear features on the ground may appear wavy in the raw
scanner imagery. This deformation of the linear features
provides detailed information about the platform trajectory
so that changes in the sensor orientation can be detected and
estimated. Linear features such as building edges and road
boundaries are abundant in urban areas and are often easy to
extract using semi-automated tools. Although the term linear
feature encompasses any continuous feature with a negligible
width and includes such parameterizations as splines, we
concern ourselves with the special case of straight-line features
in the remainder of the paper.

The image vector in Fig. 4, formed by the image of a
linear feature in a given scan line and transformed to the ground
coordinate system, is in a plane that is defined by three points,
i.e., two end points of the linear feature in the ground space and
the position of the instantaneous perspective center. Therefore,
the determinant of the three vectors in Fig. 4 should be equal to
zero. The control line model can be expressed as follows:

(4)

TABLE I
COMPARISONBETWEEN THEFIRST AND SECONDGAUSS–MARKOV MODELS

TABLE II
USE OFGPS/INSWITH CONTROL POINT DATA

where

Another possible line model is the parametric form. In this form,
each coordinate of a point along a line is expressed in
terms of the independent parameterassociated with the ac-
cumulated length along the line between two end points corre-
sponding to equals to 0 and 1, respectively [7].

The parametric model can be used to model general linear
features such as splines. However, the parametric model re-
quires an additional line parameter for each point on a line,
and the total number of parameters is very large. Therefore, this
parametric model needs additional processing to reduce the re-
quired matrix size and will not be considered in this paper.

B. Whiskbroom Sensor

A whiskbroom sensor collects each pixel of data at a different
time. Therefore, each pixel can be considered as a unique frame
image. However, as stated earlier, to reduce the number of ori-
entation parameters we have assumed that all of the pixels in a
given line are collected at the same time. First, the pixel posi-
tion error from panoramic effects should be corrected. Then, the
geometric relationship between the image points and the ground
points can be expressed as in a pushbroom sensor.

C. Gauss-Markov Process

In the observation (1), (2), and (4), a different set of six ele-
ments of EO must be estimated for each scan line. Consequently,
so many parameters may need to be solved for that the problem
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Fig. 5. Ortho-rectified Image (Fort Hood).

becomes impractical due to the large number of required con-
trol points. This situation can be addressed by usinga priori
information about the behavior of the platform. Even though
an airborne hyperspectral sensor may encounter severe air tur-
bulence during its flight, a stabilization platform can dampen
the attitude excursions. The time interval between two adjacent
lines is very short. Therefore each of the six exterior parameters
will change slowly between successive lines. Also each EO pa-
rameter in a given scan line will be highly correlated to that in
the adjacent scan lines. Based on these properties, the first and
second Gauss–Markov process can be derived for each of the
six EO parameters [7].

By assuming the six EO parameters for each scan line are
being driven by a stationary Gauss-Markov process, stochastic
relationships from the process can be integrated with the un-
derdetermined functional model. By using Kalman smoothing,
the measurements and the statistical properties of the process at
each line are used to form condition equations, and the adjust-
ment is augmented on a line by line basis [3]. In this approach,
the state vector consists of six EO parameters for the first order
Gauss–Markov model. For the second order Gauss–Markov, the
state vector consists of 12 parameters, six EO parameters and six
velocities of EO parameters. Therefore, this approach requires
much less computational time compared to other Kalman fil-
tering processes for the sensor orientation.

IV. EXPERIMENTS

A. Control and Check Data

To determine the parameters of the sensor model, we need
both image coordinates and ground coordinates for control data
and the performance is evaluated by using separate check data.
The ground coordinates are commonly obtained from a con-
ventional field survey or a GPS survey. In our data sets, how-
ever, the ground coordinates of point data and the end points of
the lines are obtained from higher accuracy, triangulated aerial
frame photography.

A total of 232 points were extracted for the Fort Hood area.
The same 116 check points were used in all of the experiments,
leaving up to 116 control points available for the HYDICE resti-
tution. For the Purdue campus area, a total of 34 points were
extracted from the frame photography on a digital photogram-
metric workstation. The same eight check points were used in

Fig. 6. Ortho-rectified Image (Purdue Campus).

all of the experiments, with the other 26 control points available
for the HyMap restitution.

The extracted straight lines generally fell into two categories,
e.g., road boundaries and building sides. For the Fort Hood area,
50 straight linear features were extracted from the HYDICE
imagery. Similarly, 20 lines were extracted from the Purdue
campus area.

B. Post–Adjustment Analysis

The purpose of this section is to compare the accuracy ob-
tained from the restitution of hyperspectral imagery using dif-
ferent platform models. In order to quantify the performance of
each model, we examine the residuals of check points. Since
we have only single image coverage, the-coordinate must be
fixed to its known value. This does not imply a flat terrain as-
sumption, but that the various coordinates of points and fea-
tures are indeterminate using a single image.

For the comparison of performance, a third-order polynomial
sensor model is used to transform between object and image
space. This type of sensor model doesn’t require physical
sensor information. Therefore, it can be used for any sensor
type without physical sensor information.

The RMS residuals of check points are summarized for both
data sets (Table I). Gauss–Markov models showed much better
results compared to the polynomial model.
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C. Use of GPS and INS Data

By using onboard GPS and INS data, airborne scanner im-
agery can be rectified without control points. In this section, the
use of GPS and INS data is investigated with various conditions.
First, sensor orientation parameters are recovered using only
GPS and INS data (Model 1). Next, control point information
is used with a third-order polynomial math model to estimate
the differences between true angular values and INS data while
sensor positions were fixed to GPS data (Model 2). Finally, all
the differences between true value and GPS/INS data were es-
timated using the third order polynomial math model and the
ground control point information (Model 3).

As in previous experiments, the same check points were
used to examine the performance of each model. Table II
shows check point RMS residuals for different models with
only control points. Linear features were not helpful for the
estimation of parameters when GPS/INS data were added. The
performance of Model 3 is similar to that of the first order
Gauss-Markov model. However implementation is simpler
because the number of parameters is much less than that for the
Gauss-Markov model, and control lines are not needed.

D. Rectification

In addition to the numerical results of experiments, the per-
formance of the proposed rectification model was presented vi-
sually by orthorectified images (Figs. 5 and 6). For each grid
point in ground space, the corresponding image pixel position
was computed based on the collinearity equation with the first
order Gauss-Markov platform model, and the pixel brightness
value was determined by nearest neighbor resampling to pre-
serve the absolute radiometric properties of the original image.
Notice the straightness of the roads in the orthorectified images
compared to the visible departures from straightness in the raw
images.

V. CONCLUSIONS

Based on checkpoint RMS error, the first order
Gauss-Markov model showed the best performance for
both data sets. The Gauss–Markov model is flexible in the
sense that it can accommodate abrupt changes in the position
and orientation of the sensor aboard the aircraft. This flexibility
contributes to the performance of the model by using straight
linear features as control data. For the whiskbroom image
(Purdue data), the registration accuracy was about a half pixel
and the corresponding ortho-rectified image did not show any
discontinuity. Therefore, the time difference within a scan
line should be small enough for the stated assumption of
whiskbroom imagery.

GPS/INS data were very useful when control point informa-
tion was combined for the estimation. This approach showed
similar performance compared to the first order Gauss-Markov

model and the process was much simpler with less ground con-
trol information.
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