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ABSTRACT

Li, Zhen. Ph.D., Purdue University, December, 2005. New Methods for Motion Estimation with Applications to Low Complexity Video Compression. Major Professor: Edward J. Delp.

The goal in video compression is to remove the redundancy in a video sequence while preserving its fidelity. Motion estimation can significantly improve video coding efficiency by reducing temporal redundancy. In this thesis we focus on new methods for motion estimation with applications in low complexity video compression.

In this thesis we study the performance of low complexity video coding. Theoretical rate-distortion performance is derived and evaluated for both low complexity video coding and conventional motion-compensated prediction (MCP) based video coding. Based on our analysis of sub-pixel and multi-reference motion search methods used to improve low complexity video coding efficiency, we propose a new refined side motion estimation method to better extract motion information at the video decoder.

Motion side estimation methods in general assume a motion model in a video sequence and use computationally intensive motion search. In this thesis we propose a novel side information estimation method based on universal prediction. Our method does not assume an underlying motion model. Instead, it makes predictions based on its observation of the past video information. The experimental results show that this new method can significantly reduce the computational complexity while achieving comparable performance for many video sequences.

Lossy image and video compression is often accompanied by annoying artifacts. In this thesis we present a transform domain Markov Random Field model to address the artifact reduction. We present two methods, which we denote as TD-MRF and
TSD-MRF, based on this model. We show by objective and subjective comparisons that transform domain post processing methods can substantially reduce the computational complexity compared with conventional spatial domain method and still achieve significant artifact reduction.
1. INTRODUCTION

As we enter into the new millennium, video has been more and more an inseparable element in our society. People are accustomed to video applications that did not even exist merely a decade ago. Just to name a few, the digital versatile disk (DVD), digital video camcorder, and video on demand are common applications used by most consumers. Many more new video applications and devices are emerging and evolving. Advances in hardware and software, as well as standardization activities and research in industry and academia, are making it much easier and affordable to capture, store and transmit video signals.

1.1 Digital Video Coding

Digital video signals are represented and stored as sequences of video frames [1, 2]. Each frame is a rectangular grid of pixels. The size of the grid defines the spatial resolution of a video frame. Different video formats have different spatial resolutions. For instance, the resolution can be as small as QCIF($176 \times 144$) for a video camera phone, or it can be as large as $4096 \times 2048$ or even larger for digital cinema applications. The pixels are in general represented in the RGB, YUV or other tri-component color spaces. Each component is typically digitized to 8 to 12 bits.

The storage and transmission of uncompressed video requires significant resources. For example, we examine one second of a standard NTSC CCIR601($720 \times 480$) sequence at 30 frames per second. Every pixel is represented by three color components, each being digitized to 8 bit. One second of the sequence requires $720 \times 480 \times 3 \times 8 \times 30 = 237 \text{ Mbits}$. One hour of such a sequence requires 834 Gbits. For digital cinema with $4096 \times 2048$ pixel resolution and 12 bits/pixel [3], 8.4 Gbits/second or 30,300.8
Gbits per hour is required. This is beyond the storage capacity of many current entertainment devices. Even for resolution formats such as QCIF (176 × 144), the transmission of 10 frames/second uncompressed QCIF frames requires a bandwidth of 5.8 Mbits/second, which is still well above the consumer network bandwidth capacity. With the advances in material science and engineering, storage and network bandwidth capacity may dramatically increase in the future. However, the storage and transmission of unnecessary data still wastes resources, especially given the amount of redundancy in a typical natural video sequence.

To reduce the storage and transmission bandwidth requirements of digital video, compression is used. The goal of video compression is to remove redundancy in a video signal. The introduction of video compression also affects many system performance tradeoffs and the design and selection of a video codec is not only based on its ability to compression information. Issues such as data rate, algorithm complexity, transmission channel characteristics, video source statistics, and buffer conformance should all be considered in the design. Various application scenarios may have different priorities in video coding. For instance, for video data archiving applications, highest priority is often given to preserving the original data as much as possible, while for real-time video streaming the channel bandwidth imposes a limit on the available data rate. For mobile video devices, it is important to make the decoder less complex, while for video surveillance, it is more compelling to keep the encoder simple.

With so many video codecs available, one major concern is to assure the compatibility among different codecs produced by various vendors. Many standardization activities have occurred in the last two decades to achieve this goal. The design of a video codec will have to follow certain rules so that an encoded video stream can be decoded by decoders produced by others. In the following we review several widely used video coding structures and video coding standards. We also give a brief introduction to low complexity video coding.
1.2 Hybrid Video Coding

Video signals contain information in three dimensions. These dimensions are modeled by the spatial and temporal domains. Digital video compression seeks to reduce the redundancy in both domains. While there are many methods that can reduce the spatial redundancy, transform coding proves to be very effective as it can compact the energy into a few coefficients and only these coefficients need to be coded.

One early transform-based video coding method is motion-JPEG. It exploits the spatial redundancy inside a frame using the still image coding standard JPEG [4]. Each frame is first divided into blocks of equal size. These blocks are transformed by the Discrete Cosine Transform (DCT). The DCT coefficients are then quantized and entropy coded with a variable length code (VLC). This type of coding does not rely on other frames in the video sequence and is referred to as INTRA coding, or I frame coding. Such INTRA coding methods are still used by professional video editing systems where random access to any frame is of high priority while the constraint on the data rate is relatively minimal [5].

In INTRA coding, only the spatial redundancy is exploited and the temporal dependence is not used. Therefore the coding efficiency is generally very low. Changes in a video sequence are due to the motion of objects with respect to previous frames. Higher coding efficiency can be achieved by taking advantage of this temporal dependence. This is referred to as Predictive, or INTER-frame coding, also known as P frame coding. The ability to exploit the temporal redundancy to improve coding efficiency distinguishes video coding fundamentally from still image coding.

Based on this idea, a general video coding structure, referred to as a hybrid video coder, was proposed. Hybrid video coding performs motion estimation first and then codes the residual frames using 2-D transforms. It is widely used and is the baseline structure for current video coding standards. A typical hybrid video coding structure is shown in Fig. 1.1.
Fig. 1.1. Hybrid video coding framework.
Motion estimation is used to de-correlate the temporal dependence of the input video sequence. A motion estimation unit at the video encoder in general includes the following three steps. In the first step, motion estimation is used to estimate the motion between blocks in the reference frames and a block in the current frame. The second step creates the displaced motion compensated frame and is referred to as motion compensation. The final step obtains the residual frame as the difference between the current frame and the displaced motion compensated frame. A similar procedure is performed at the decoder. The decoder first decodes the residual frame. Then it obtains the motion compensated frame using the motion vectors and the reference frames. Finally the difference frame is added to the motion compensated frame to obtain the reconstructed current frame. This reconstructed frame can be used as the reference frame for the next frames.

The residual frame obtained in the motion estimation step is then sent to a transform coder to de-correlate the spatial redundancy. The transform coder decomposes each block into an orthogonal or near orthogonal basis. The energy of the residual signal is compacted to a few coefficients. Lossless coding can also be used to represent these coefficients. The typical compression ratio of lossless video coding ranges from 5 : 1 to 2 : 1. Since the human visual system is insensitive to distortions at high frequencies, the distortion requirements can be relaxed leading to lossy video coding. In lossy video coding, the residual frame is transformed and quantized. The quantized coefficients are then entropy coded to form the data stream. The quantization process in general is lossy, while entropy coding is lossless. Depending on the specific transforms used, transform coding can be either lossless or lossy.

One widely used transform is the DCT transform, which is sub-optimal to the optimal Kahunen-Loeve transform(KLT) but simpler in terms of implementation. An input image of size $M \times N$ is divided into blocks of size $L \times L$ and the 2-D DCT transform is done on each block. The reason why the residual frames are broken into blocks is that it not only fits well to most 2-D transforms but also reduces the hardware implementation complexity and memory cost. However, recent research
found that a versatile shape can be more suitable and each video sequence may require a specific set of block shapes and sizes, which are later defined as a video object [6].

Besides the DCT transform, wavelet transform coding has also generated a great deal of research interest. One of the reasons that wavelet transforms have been successful is that it is more suitable than DCT for de-correlating the spatial dependence and approximates a piecewise smooth signals. It is also more natural to introduce scalability into wavelet coded coefficients as many wavelet transforms have a multi-resolution interpretation. Such scalability is a desirable feature in real-time streaming video applications. On the downside, many wavelet transform coding methods use a global transform, which requires the buffering of the entire image or video frame before the encoding and leads to coding delay and increases memory cost. In contrast, the DCT is relatively simple for hardware implementation.

Lossy compression inevitably leads to imperfect descriptions of the original videos. Some distortions are invisible or only cause minor quality problems, while others can be very annoying. There are some well-known artifacts in transform-based video coding, for instance, the contouring artifact and the block artifact. By incorporating statistical models of the input video sequence, many post processing methods have been developed to remove the artifacts and improve visual quality. We will discuss more on post processing later in this chapter.

1.3 Overview of Current Coding Standards

Several video coding standards have been adopted in the last two decades.

Two organizations have strongly influenced the development of video coding standards: the Video Coding Experts Group (VCEG) of ITU-T (Telecommunication Standardization Sector of International Telecommunications Union) and the Moving Picture Experts Group (MPEG) of ISO/IEC (International Organization for Standardization). Video coding standards developed by ITU-T are designated by
Fig. 1.2. Timeline of video coding standards.

Table 1.1
Current video coding standards.

<table>
<thead>
<tr>
<th>Title</th>
<th>Organization</th>
<th>Targeted rates</th>
<th>Current Status</th>
</tr>
</thead>
<tbody>
<tr>
<td>H.120</td>
<td>CCITT</td>
<td>1544-2048 Kbps</td>
<td>approved 1984, revised 1988</td>
</tr>
<tr>
<td>H.261</td>
<td>ITU-T</td>
<td>64-2048 Kbps</td>
<td>approved 1991, revised 1993</td>
</tr>
<tr>
<td>MPEG-1</td>
<td>MPEG</td>
<td>1-2 Mbps</td>
<td>approved 1993</td>
</tr>
<tr>
<td>MPEG-2</td>
<td>MPEG</td>
<td>4-30 Mbps</td>
<td>approved 1995</td>
</tr>
<tr>
<td>H.263</td>
<td>ITU-T</td>
<td>10-2048 kbps</td>
<td>approved 1996</td>
</tr>
<tr>
<td>H.263+</td>
<td>ITU-T</td>
<td>all</td>
<td>approved 1998</td>
</tr>
<tr>
<td>MPEG-4</td>
<td>MPEG</td>
<td>all</td>
<td>approved 1999</td>
</tr>
<tr>
<td>H.264 (MPEG-4 V-10)</td>
<td>JVT</td>
<td>all</td>
<td>approved 2004</td>
</tr>
</tbody>
</table>

the label “H.26x,” and standards developed by MPEG are designated by the label “MPEG-x.” The major standards are listed in Table 1.1. The timeline of video coding standards development is shown in Fig. 1.2.

- **H.120**

  H.120 [7] was the first digital coding standard developed by ITU-T to code natural continuous-tone visual content of any kind (both still image and video). It was also the first international video coding standard. H.120 was approved by ITU-T (when it was known as CCITT) in 1984 and revised in 1988. The ba-
sic components in H.120 are differential pulse-code modulation (DPCM), scalar quantization, and variable length coding (VLC). The second version of H.120 was approved in 1988. It added motion compensation and background prediction. The operational data rate of H.120 is 1544 and 2048 Kbit/second.

- **H.261/MPEG-1**

  H.261 [8] was the first practical and widely adopted international digital video coding standard. H.261 was approved in 1991 and revised in 1993. Its operational data rate is 64–2048 Kbit/second, part of which is practically affordable for typical telecom data rates (64 – 320 Kbit/second). The coding framework of H.261 was based on the hybrid video coding structure. The basic coding components of H.261 are 16 × 16 macro-block (MB)-level motion estimation, full pixel motion search, 8 × 8 block DCT, scalar quantization, and two-dimensional run-level VLC entropy coding. H.261 also proposed half-pixel motion search, which was not adopted into the final standard due to computational complexity concern. H.261 is still used in many video applications due to its simple structure and hardware implementation.

  Meanwhile, MPEG-1 [9] was developed in the early 1990s and approved in 1993 by ISO/IEC. MPEG-1 is a widely accepted and successful video coding standard. It is capable of delivering VHS videotape quality at about 1.5M bits/second. Its operational data rate is 1-2 Mbit/second. It followed the hybrid coding structure of H.261. Compared with H.261, it added bi-directionally predicted frame (B frame) and half-pixel motion search. The coding efficiency of MPEG-1 is generally better than H.261 at data rates higher than 1M bits/second.

- **MPEG-2/H.262**

  After the development of H.261 and MPEG-1, both ITU-T and ISO/IEC found that it is necessary to set up a joint project to develop a video coding standard for both standard-definition and high-definition televisions (SDTV and HDTV),
which in late 1994 eventually led to the H.262, or better known as MPEG-2 [10]. The target data rate of MPEG-2 is $4 - 30$ Mbit/second. The major new features of MPEG-2 were efficient handling of interlace scanned pictures and hierarchical scalability. Spatial, temporal and SNR (Signal-to-Noise Ratio) scalabilities were first introduced into a video coding standard in MPEG-2 and later became standard feature for many real-time streaming video applications.

- **H.263/H.263+, ++/MPEG-4**

The mid-1990s witnessed the Internet boom. The early Internet was operated at low data rates, e.g., below 64 Kbit/second for PSTN (Public Switched Telephone Network). The target data rate of H.263 [11] is hence about $10 - 30$ Kbit/second initially, which leaves some bandwidth for speech, overhead payload and error control. The data rate range was later extended to $10 - 2048$ Kbit/second after it became obvious that the new coding standard was superior to H.261 and hence was capable of handling not only internet video streaming but also other video applications. H.263 was approved by ITU-T in 1996. The major new features of H.263 were variable block-size motion compensation, overlapped block motion compensation (OBMC), and 3-D run-length-last VLC entropy coding. Test results confirmed that H.263 could achieve the same video quality as H.261 at low data rates with half or less than half of the data rate, which roughly corresponds to a 3 dB coding gain in terms of peak signal-to-noise ratio (PSNR).

The second version of H.263, known as H.263+, added many new features to H.263 and was approved in 1998 by ITU-T. Compared to H.263 and other earlier video coding standards, H.263+ is the first standard to provide error resilience capability for video transmission over a wireless channel. Moreover, H.263+ added customized and flexible video formats, scalability, and backward-compatible supplemental enhancement information. The effective operational data rate was extended to any data rate and any frame rate.
Some further improvements of H.263, known as H.263++, were approved in 2000. Several new optional features were added to the standard. A list of available H.263 and H.263+/++ options is shown in Table 1.2.

Meanwhile, ISO/IEC was also developing a new video coding standard, known as MPEG-4 [6]. The development of MPEG-4 adopted many new coding features used in H.263/H.263+/H.263++. It was approved by ISO in 1999. Compared to other standards, it is the first standard to propose object-based video coding. In late 1998, a new scalability mode, namely, the fine granular scalability (FGS) [12] was proposed and finally adopted in MPEG-4 [13], which greatly enhanced MPEG-4 as a streaming video standard.

• H.26L/H.264/AVC

H.26L was a standard developed by the ITU-T VCEG since August 1999. In December 2001, the Joint Video Team (JVT) was formed between the ITU-T VCEG and the ISO/IEC MPEG to work on H.26L as a joint project. The JVT project was finalized in December 2003, and the new standard was approved as H.264, as a new ITU-T recommendation, and also as MPEG-4 Part 10 AVC (Advanced Video Coding), as a new part of ISO/IEC MPEG-4.

Many video coding standards contain different configurations of capabilities, which are specified by profiles and levels. A profile is a set of algorithmic features, while a level is a degree of capability. H.264/AVC currently has three profiles:

− Baseline, which addresses a broad range of applications, in particular those requiring low latency;
− Main, which adds features such as interlace, B-Slices, and CABAC (context-based adaptive binary arithmetic coding) [14];
− Extended, which targets streaming video, and includes features to improve error resilience and to facilitate switching between different bit streams.
Table 1.2  
H.263/H.263+ annex list.

<table>
<thead>
<tr>
<th>Annex Index</th>
<th>Title</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Inverse Transform Accuracy Specification</td>
</tr>
<tr>
<td>B</td>
<td>Hypothetical Reference Decoder</td>
</tr>
<tr>
<td>C</td>
<td>Considerations for multipoint</td>
</tr>
<tr>
<td>D</td>
<td>Unrestricted Motion Vector Mode</td>
</tr>
<tr>
<td>E</td>
<td>Syntax-based Arithmetic Coding Mode</td>
</tr>
<tr>
<td>F</td>
<td>Advanced Prediction</td>
</tr>
<tr>
<td>G</td>
<td>PB Frames</td>
</tr>
<tr>
<td>H</td>
<td>Forward error correction for coded video signal</td>
</tr>
<tr>
<td>I</td>
<td>Advanced Intra Coding mode</td>
</tr>
<tr>
<td>J</td>
<td>De-blocking Filter mode</td>
</tr>
<tr>
<td>K</td>
<td>Slice Structured mode</td>
</tr>
<tr>
<td>L</td>
<td>Supplementary enhancement information specification</td>
</tr>
<tr>
<td>M</td>
<td>Improved PB-frames mode</td>
</tr>
<tr>
<td>N</td>
<td>Reference Picture Selection mode</td>
</tr>
<tr>
<td>O</td>
<td>Temporal, SNR, and Spatial Scalability mode</td>
</tr>
<tr>
<td>P</td>
<td>Reference Picture Re-sampling</td>
</tr>
<tr>
<td>Q</td>
<td>Reduced-resolution Update Mode</td>
</tr>
<tr>
<td>R</td>
<td>Independent Segment Decoding mode</td>
</tr>
<tr>
<td>S</td>
<td>Alternative INTER VLC mode</td>
</tr>
<tr>
<td>T</td>
<td>Modified Quantization mode</td>
</tr>
<tr>
<td>U</td>
<td>Enhanced reference picture selection</td>
</tr>
<tr>
<td>V</td>
<td>Data partitioning</td>
</tr>
<tr>
<td>W</td>
<td>Enhanced supplementary info</td>
</tr>
<tr>
<td>X</td>
<td>Profiles/Levels</td>
</tr>
</tbody>
</table>
As in the previous video coding standards, H.26L/H.264 specifies a hybrid video coding implementation using block-based transform coding and motion estimation, as illustrated in Fig. 1.3.

1.4 Motion Estimation

The goal of video compression is to remove the redundancy in the video signal. In still image coding, the main task is to improve the transform and entropy coding efficiency. However, the optimal performance of an individual video frame in video coding is upper bounded by the entropy of its residual frame. Motion estimation plays an important role in video coding by taking advantage of the temporal redundancy across the sequence. The general goals of motion estimation methods are to improve the prediction accuracy, or to reduce the implementation complexity,
or a combination of the two. In this Section, we give a survey of current motion estimation methods.

1.4.1 Motion Search Accuracy

Based on Shannon’s coding theorem [15], the coding efficiency of an individual video frame is upper bounded by the entropy of its residual frame, which is the difference between the current frame and the motion compensated frame. A more accurate motion estimation will lead to a residual frame with smaller entropy. Theoretically a pixel-wise motion search can achieve the most accurate motion estimation. In practice, side information used to describe the motion information, i.e., the motion vectors, also needs to be transmitted to reconstruct the motion-compensated reference frame at the decoder. Pixel-wise motion vectors may cost many more bits than the saving in residual frame bits. To achieve a compromise between accuracy and side information cost, block based motion estimation is used. The frame is first divided into blocks and a block matching motion search is used. The general process is to compare the current block with all the blocks having the same shape in the reference frames and finding the block with the minimum difference. This method is referred to as full motion search. An example of motion estimation is shown in Fig. 1.4.

Full motion search has high computational complexity. To reduce the computational complexity, full search is seldom used. Instead, simplified motion search, such as the three-step search [11], is used. Such sub-optimal motion search methods can achieve comparable performance to the full motion search results while considerably reducing the computational complexity. An example of the three-step motion search is shown in Fig. 1.5. In this example [2], a $14 \times 14$ pixel search neighborhood is depicted. The search range size is chosen so that the total search neighborhood can be covered in finding the local minimum. The search areas are square. The length of the search for step 1 is chosen to be greater than or equal to half the length of
Fig. 1.4. Motion estimation.
the range of the search neighborhood, where in this example the search area is $8 \times 8$. The length is reduced by half after each of the first two steps are completed. Nine points for each step are compared using the matching criteria. These consist of the central point and eight equally spaced points along the perimeter of the search area. The search area for step 1 is centered on the search neighborhood. The search proceeds by centering the search area for the next step over the best match from the previous step. The overall best match is the pixel displacement chosen to minimize the matching criteria in step 3. The total number of required comparisons for the three-step algorithm is 25, which is a 87% reduction in complexity versus the full search method for a $14 \times 14$ pixel search neighborhood. It should be noted that even with these simplifications, motion estimation still accounts for 40% – 60% of the entire complexity in the encoder and may even take up to 80% of the complexity in the decoder. Another point, as noted in [16], is that the three-step search assumes the existence of a local minimum. However, in practical video coding, it is possible that a local minimum does not exist or exists but is far from the global minimum, both cases will lead to inaccurate motion estimation.

1.4.2 Motion Estimation Methods Used in Standards

In this Section we discuss motion estimation methods used in the video coding standards.

H.120

Motion estimation was not used in H.120. Only conditional replenishment (CR) is used to reduce the temporal redundancy. CR coding sends a signal to the decoder to indicate which area is repeated in the current frame. For the areas that are not repeated, CR sends the new information to replace the changed areas.
Fig. 1.5. Three-step motion search.
**H.261**

The idea of a displaced frame difference (DFD), or a residual frame, was first introduced in H.261. The motion search resolution adopted in H.261 is full-pixel. Only forward motion estimation is used. A simple example of forward motion estimation is shown in Fig. 1.6. The search unit in H.261 is a $16 \times 16$ macro-block. Full search or other forward motion search, such as the three-step search, can be used.

![Fig. 1.6. Forward motion estimation.](image)

**MPEG-1**

In MPEG-1, a new estimation approach, backward motion estimation, was introduced. The bi-directionally predictive frame (B frame) uses references from both the previous and next frames to construct its reference frame. An illustration of bi-directional motion estimation is shown in the Fig. 1.7. B frame motion estimation can significantly improves coding efficiency by constructing a more accurate motion-
compensated reference. The B frame method introduces frame delay and increases the memory budget and computational complexity.

Fig. 1.7. Bi-directional motion estimation.

**MPEG-2**

MPEG-2 uses the motion estimation methods developed for MPEG-1. It also introduced temporal, spatial and SNR scalability. The motion estimation used in the scalable codec is one-loop motion estimation. The basic structure of the one-loop motion estimation defined in MPEG-2 is shown in Fig. 1.8. Only the base layer reconstructed frames are used for reference. The reason for this relatively conservative motion estimation is to avoid drift error. A drift error is introduced when the encoder and decoder do not use the same reference information for the reconstruction of video sequences [17,18].
**H.263, H.263+, H.263++ and MPEG-4**

Half-pixel motion search became a standard option in H.263 and MPEG-4. It was also found that motion search in the unit of a $16 \times 16$ macro-block(MB) is not efficient enough since many video objects can not be simply represented as a combination of $16 \times 16$ MBs. When an object cannot be represented this way, an edge appears in the residual frame. This increases the residual frame’s entropy. Hence, variable block size motion search was adopted in the standard. Several other optional motion estimation modes were adopted, including reference picture selection, overlapped block motion compensation(OBMC), and the use of four motion vectors for each macro-block [11].
MPEG-4 FGS

One new feature of MPEG-4 is fine granular scalability (FGS) coding. FGS coding allows truncating and decoding a bit stream at any point with bit-plane coding. This is a desirable property in real-time video streaming, where bandwidth is either heterogeneous or fluctuating. The FGS motion estimation uses the scalable motion estimation structure defined in MPEG-2 as shown in Fig. 1.9 and Fig. 1.10.

![MPEG-4 FGS video encoder structure](Fig. 1.9. MPEG-4 FGS video encoder structure.)

H.26L, AVC, JVT and H.264

H.26L/AVC/JVT/H.264 allow the use of more variable block sizes, as shown in Fig. 1.11, including $16 \times 16, 16 \times 8, 8 \times 16, 8 \times 8, 8 \times 4, 4 \times 8$ and $4 \times 4$. Finer resolution samples, such as $\frac{1}{4}$-pel resolution, were adopted as the standard motion search resolution. These video coding standards also support $\frac{1}{8}, \frac{1}{16}$ and $\frac{1}{32}$-pel resolution motion
search when needed. Multi-reference motion search is used to further improve the motion estimation accuracy, as illustrated in Fig. 1.12 and Fig. 1.13 [19–21].

Fig. 1.10. MPEG-4 FGS video decoder structure.

Fig. 1.11. Block modes defined in H.264.
Fig. 1.12. Motion compensation accuracy in H.264.

Fig. 1.13. Multiple reference motion search in H.264.
1.4.3 Other Applications of Motion Estimation

Outside of the standards, there have been considerable efforts to improve the quality of motion estimation.

Global Motion Estimation and Sprite Coding

Sprite coding [22], also known as mosaic rendering, is a very effective method to represent and compress a background video object. Fig. 1.14 shows the four basic modules in spirit coding: Global motion estimation (GME) [23–26], image segmentation, image warping and image blending. Global motion is generally related to camera motion such as panning, tilting and zooming, which can be modeled with a parametric geometrical model. To generate a sprite, the GME estimates the global motion parameters between current frame and the sprite. For each frame to be coded, an estimation is made to predict the position of the background. The location parameters and the difference are transmitted to the decoder. And a new estimation is made for the area of background to update the sprite.

![Fig. 1.14. Global motion estimation and Sprite coding.](image)

Progressively Scalable Motion Estimation

In this Section, we discuss one-loop and two-loop motion estimation. As shown in Fig. 1.8, SNR scalable coding uses one-loop motion estimation. This open-loop
enforcement layer structure does not use any information from the enhancement layer for the reference and hence is immune to drift error [27]. A drift error occurs when the encoder and decoder use different motion information. This error is further propagated along the sequence until an INTRA frame is used. Despite the drift-free advantage for one-loop design, it is found that the open-loop enhancement layer design may suffer up to 3 dB in PSNR performance loss due to the inferior quality of the reference [28, 29]. The close-loop enhancement layer structure, or two-loop structure, is proposed to address this problem and improve the coding efficiency [28]. As shown in Fig. 1.15, part of the information in the enhancement layer is used to construct the reference. To accommodate rate fluctuation, the base layer and enhancement layer are used as the reference alternately, as shown in Fig. 1.16. This structure is used in PFGS [29] and can achieve a coding gain of 2-3 dB over FGS.

Leaky Prediction

Leaky prediction was proposed to address the drift error in the two-loop motion estimation [30, 31]. As mentioned above, a drift error occurs when the encoder and decoder do not have the same reference information. This can happen when there is error in the transmission channel or the channel is not adequate to accommodate the reference data. The basic idea of leaky prediction comes from the leaky predictor in DPCM [32, 33]. By using only a fraction of the reference frame, the prediction is attenuated by a leaky factor of value between zero and unity. Leaky prediction is a trade-off between error resilience and coding efficiency. Only a fraction of the enhancement layer is used for the reference. This reduces the coding efficiency but improves the drift error robustness. If the enhancement layer information is not available at the decoder, the drift error will be attenuated exponentially across the frames. By varying the leaky factor, the method can model the FGS or PFGS readily [31]. The coding efficiency of leaky prediction lies between FGS and PFGS. An example of motion search with leaky prediction is shown in Fig. 1.17.
Multiple Description

Multiple description (MD) motion estimation is used to improve error resilience [34,35]. It ensures the reconstruction of video sequences with only part of the stream, referred to as a description. An MD motion estimator is shown in Fig. 1.18. The basic idea is to use both descriptions to form a new and more accurate reference for both descriptions, only the mismatch is transmitted.

Long-Term Memory and Multi-Hypothesis Motion Estimation

In P-frame motion estimation, only one previous reconstructed frame is used as the reference. However, the video content may not be always more correlated with
the previous frame than other frames. B-frames takes advantage of this feature and includes the next frame in the references [36]. The coding efficiency is significantly improved with B-frame motion estimation. It is shown in [37–39] that by using multiple hypothesis in previous frames and enforcing a rate-distortion optimized selection coding efficiency can be improved. A hypothesis is referred to as one candidate reference information, which can either be a frame or a coding unit such as a block or macro-block. To address the temporal selection of hypothesis, the motion vector overhead increases. However, the improvement in reference accuracy, which results in the reduction in the entropy of the residual frame, may offset this cost and provide additional coding efficiency gains. An illustration of motion search with three hypotheses is shown in Fig. 1.19.

**Estimation Theoretic Motion Estimation**

Most of the previous motion estimation methods use the reconstructed frame directly, or part of the reconstructed frame (as in FGS), or a linear combination of the reconstructed information as the reference. Despite the simplicity, there is no
Fig. 1.17. Leaky prediction.
Fig. 1.18. Multiple description motion estimation.

Fig. 1.19. Multi-hypothesis motion estimation and long-term memory motion estimation.
guarantee that such usage of the reconstructed frames would lead to the optimal reference selection. In [40], the motion estimation problem was formulated as an estimation problem based on the received previous reconstructed frames to construct the optimal reference in the minimum mean square error (MMSE) sense. A simple illustration is shown in Fig. 1.20. It is shown in [40] that by optimally estimating the reference in the encoder and decoder, approximately 0.5-1.5 dB performance gain can be achieved.

![Fig. 1.20. Estimation theoretic motion estimation.](image)

1.4.4 Rate Distortion Analysis of Motion Estimation

Rate distortion analysis for source coding was pioneered in Shannon’s work [15]. It was then extended to analyze the performance of still image coding and video coding. An analysis of rate distortion performance of motion estimation for conventional
motion compensated prediction (MCP)-based video coding was described in [41–45]. In this research, signal power spectrum and Fourier analysis tools are used to analyze motion estimation. These ideas were used to analyze MCP-based scalable video coding [46–49], multiple descriptions coding and leaky prediction [21,50–52]. In our work, we extend these methods to study the video coding loss for a low complexity Wyner-Ziv video coder.

1.5 Low Complexity Video Coding

Current video coding standards are highly asymmetrical in terms of complexity. Encoding is typically 5-10 times more complex than decoding. This is due to the use of inter-frame predictive coding, which is desirable for consumer electronics (CE) applications including DVD and DTV (Digital Television), video streaming, and video-on-demand.

New video coding applications have emerged such as wireless sensor networks, wireless PC cameras, and mobile video cameras for video surveillance as shown in Fig. 1.21. A common characteristic of these applications is that resources for memory, computation, and energy are scarce at the video encoder. Since conventional video coding methods cannot meet the requirements of these new emerging applications, it is necessary to develop alternative video coding methods that have low complexity at the encoder. We refer to such video coding methods as low complexity video encoding. One way to implement this is to replace an inter-frame encoder-decoder, which uses both inter-frame encoding and inter-frame decoding as in the case of the conventional video coding, with an intra-frame encoder but inter-frame decoder. This implies that the implementation of the motion estimation is shifted from the encoder to the decoder, and the motion vectors are only used by the decoder.

In conventional video source coding, the encoder usually uses extra information, statistical or syntactic, to encode the source. This extra information is known as “side information.” Side information may be supplied to the encoder, or estimated
Fig. 1.21. A video surveillance system with distributed cameras.

by the encoder. A classical example of side information in conventional video coding is motion information characterized by motion vectors. Hence, the side information is known to both the encoder and the decoder for conventional video coding. In contrast, low complexity video encoding may require that the side information be known only to the decoder. Therefore, how one obtains the side information at the decoder, instead of at the encoder, is the most essential problem to be addressed for low complexity encoding.

Wyner-Ziv video coding, also known as distributed video coding, has provided a coding paradigm that allows side information to be used only at the decoder. Given two arbitrary sources, one source may serve as the side information to the other. Using Wyner-Ziv video coding, the two sources can be encoded independently but decoded jointly. The ideal situation for Wyner-Ziv video coding is to achieve a coding efficiency the same as that of using joint encoding and joint decoding, i.e., the same as that of conventional source coding.
1.6 Video Post Processing

Transform coding methods have proved very effective in image and video compression. The block-based discrete cosine transform (BDCT) is widely used due to its similarity with the Karhunen-Loeve transform (KLT) and availability of fast implementation algorithms.

However, BDCT introduces the block artifact, especially at low data rates. A block artifact manifests itself as an annoying discontinuity between adjacent blocks. This is a direct result of independent transform and quantization of each block, which fails to take into account the inter-block correlation. Fig. 1.22 shows an image with block artifacts.

A great deal of research have been done to reduce the block artifact. There are basically two approaches. One treats the artifact at the encoder, such as the in-loop filtering in H.264 [53]. The other one uses post processing at the decoder side. The post processing approaches have been actively investigated since it maintains the compatibility with the original decoder structure.

![Fig. 1.22. An example of block artifact.](image-url)
1.6.1 Spatial Domain Post Processing

Post Filtering

Since block artifacts manifest themselves as discontinuities across block boundaries, a low-pass filter can be used to remove these high frequency artifacts. In H.264, the post filter [54], is used across the macro-block boundaries. This method is quite simple in implementation and relatively effective. An example of the filtering defined in H.264 is shown in Fig. 1.23.

![Image of low-pass post filtering](image_url)

Fig. 1.23. Low-pass post filtering.

POCS

In post filtering methods, the filtered DCT transform coefficients may fall outside of the Quantization Constraint Set (QCS) [55], this can result in over-blurred frames. Many techniques use constrained iterative methods to avoid the violation of QCS. Post-processed images are projected back to the transform domain to examine if the DCT coefficients fall inside the QCS. If any coefficient is found outside of the QCS, either clipping or other measures are used to fix the problem. The transform coefficients are then projected back to the spatial domain using the inverse transform for the next iteration. This leads to a post processing method known as Projections.
On Convex Sets (POCS) [55, 56]. The general idea behind POCS-based methods is to find several close constraint convex sets, one of which being the QCS, to enforce the convergence objective iteratively. The block diagram of POCS-based methods is illustrated in Fig. 1.24.

![Block diagram of POCS-based methods](image)

Fig. 1.24. POCS post processing.

**Over-Complete Wavelet Representation**

An over-complete wavelet representation can also be used to reduce the quantization error of BDCT [57]. An example is given in Fig. 1.25. The basic idea is to view the deblocking problem as one that introduces quantization noise in the compressed
image. The denoising property of the wavelet transform is then used. The deblocking problem then becomes the problem of smoothing the discontinuities across block boundaries only in smooth background regions but protecting edges that may occur at block boundaries.

![Diagram of wavelet post processing]

**Fig. 1.25. Over-complete wavelet post processing.**

### MAP Formulation

Another post processing method uses statistical properties of the image. Block artifact reduction is modeled as a maximum a posteriori (MAP) estimation problem [58–60], where the image is modeled as a Markov Random Field (MRF), i.e., assume

\[
Y = X + N
\]  

where \(X\) is the original image, \(Y\) is the observed image and \(N\) is the noise. Then the MAP estimator is given by

\[
\hat{X} = \arg \max_X \{ \log P(Y|X) + \log P(X) \}
\]

And the image \(X\) is modeled as a Markov Random Field represented by a Gibbs distribution

\[
P(x) = \frac{1}{Z} \exp\{- \sum_{c \in C} V_c(x_c)\}
\]
where $x_c$ is the value of $X$ at the points in clique $C$, $V_c(x_c)$ is the potential function of $x_c$, $C$ is the set of all cliques and $Z$ is the normalizing constant.

The MAP solution for deblocking problems becomes a constrained optimization problem subject to the QCS constraint and the Markov Random Field properties.

### 1.6.2 Transform Domain Post Processing

Relatively few research has been done in transform domain post processing. In [61], a new metric, referred to as the mean square difference of slope (MSDS), is defined. MSDS is “the square of the difference between the slope across two adjacent blocks, and the average between the slopes of each of the two blocks close to their boundaries” as shown in Fig. 1.26.

$$MSDS = \sum_k \left( \frac{[x_{i,j}(k,0) - x_{i,j-1}(k,N-1)]}{2} - \frac{[x_{i,j-1}(k,N-1) - x_{i,j-1}(k,N-2)] + [x_{i,j}(k,1) - x_{i,j}(k,0)]}{2} \right)^2$$

Hence the block artifact reduction problem is formulated as an MSDS minimization problem subject to the QCS. This method is followed in [62, 63], where new forms of MSDS and minimization methods were proposed.

![Fig. 1.26. MSDS post processing.](image-url)
1.7 Contributions of This Thesis

In this thesis, we studied low complexity video compression and post processing [50,52,64–77]. The main contributions of this thesis, as described in later chapters, are:

- **Rate Distortion Analysis of Wyner-Ziv Video Coding**
  
  We addressed the rate-distortion performance of Wyner-Ziv video coding. A theoretic analysis of Wyner-Ziv video coding was developed. We studied the Wyner-Ziv video coding performance and compared it with conventional motion-compensated prediction (MCP) based video coding. We showed that theoretically Wyner-Ziv video coding may outperform by up to 0.9bit/sample DPCM-frame video coding. For most practical sequences with low motion correlation across the sequences, the rate saving is less significant. When compared with INTER-frame video coding, Wyner-Ziv video coding leads to a rate increase of as much as 0.2-0.6bit/sample for sequences with small motion vector variances and 1bit/sample for those with large motion vector variances. The results show that the simple side estimator cannot meet the expectation of practical applications and more effective side estimation is needed.

- **Conventional Motion Search Methods Revisited**
  
  We studied the use of conventional motion search methods for side estimators. The results showed that the use of sub-pixel motion search does not affect the coding efficiency as much as it does in conventional video coding. Also the use of sub-sampling motion search only results in small coding efficiency loss with Wyner-Ziv video coding. This indicates that for side estimators that cannot locate the rough position of the true motion vectors in the first place, it makes little sense to further refine the motion vector by using sub-pixel motion search. For decoders with limited computing capability, a 2:1 or even coarser subsampling is worth consideration. We also showed that the use of
multi-reference motion search can effectively improve coding efficiency. Side estimators with two reference frames can outperform those with one reference frame by 0.2bit/sample or more. More data rate reduction can be achieved with more reference frames.

**Wyner-Ziv Video Coding with a Refined Side Estimator**

We presented a new Wyner-Ziv video decoder with a refined side estimator. The goal of this new decoder is to better exploit the motion correlation in the reconstructed video sequence and hence improve the coding efficiency. The idea of refined side estimator is to progressively extract side information from both previous reconstructed frames and the current partially decoded Wyner-Ziv frame. The experimental results showed that our design can improve the coding quality by as much as 2dB in PSNR.

**Wyner-Ziv Video Coding with Universal Side Estimator**

We proposed a novel decoding structure with a universal prediction side estimator. The goal of this decoder is to reduce the decoding complexity at the Wyner-Ziv decoder and hence make it possible to design an encoder and decoder with low complexity. This new side estimator uses a non motion-search method to construct the initial estimate at the Wyner-Ziv video decoder. The test results show that for sequences in which the motion can be predicted with previous frames, the universal prediction side estimator is 2-3dB lower than the conventional MCP-based motion side estimators in terms of coding efficiency. However, for other sequences, the coding efficiency is rather close and sometimes universal prediction side estimator even outperforms the MCP-based side estimator. We also showed that this new method can significantly reduce the coding complexity at the decoder.

**Block Artifact Reduction Using A Transform Domain Markov Random Field Model**
Lossy image and video compression is often accompanied with annoying artifacts. Post processing methods are used to reduce or eliminate the artifacts. Many post processing methods are done in the spatial domain. Since human visual system is not as sensitive to the artifacts in the high frequency bands as to those in the low frequency bands, spatial domain post processing methods may unnecessarily process those artifacts in the high frequency bands and hence lead to high computational complexity. We presented a transform domain Markov Random Field model to address the artifact reduction. We presented two methods, namely TD-MRF and TSD-MRF, based on this model. We showed by objective and subjective comparisons that transform domain post processing method can substantially relax the computational complexity constraint compared with spatial domain method and still achieve significant block artifact reduction. We note that TD-MRF generally cannot achieve as much block artifact reduction as SD-MRF. This is because in highly quantized images, almost all high frequency coefficients are truncated to zero. Hence, loss incurred to high frequency coefficients cannot be fully recaptured if subbands are processed separately as in TD-MRF. Meanwhile, the TSD-MRF framework that combines the TD-MRF and SD-MRF leads to more significant block artifact reduction without over-blurring the image.
2. RATE DISTORTION ANALYSIS OF WYNER-ZIV VIDEO CODING

2.1 Introduction

Wyner-Ziv video coding, also known as distributed video coding, is a new video lossy compression method with side information available only to the decoder but not at the encoder. As new as it might appear, the basic principle behind Wyner-Ziv video coding dates back at least three decades. The information-theoretic work for lossless coding with side information available only to the decoder was described in [78] in 1973 and is referred to as Slepian-Wolf coding. It was recognized that there is a connection between Slepian-Wolf coding and channel codes [79]. The result was extended to lossy compression by Wyner and Ziv [80] in 1976. Despite the initial excitement of the theoretical insight, “the conceptual importance of Slepian-Wolf coding has not been mirrored in practical data compression. Not much progress on constructive Slepian-Wolf schemes has been achieved beyond the connection with error-correcting channel codes” [81] in the following twenty-five years. This is mainly due to the inability of finding a channel code efficient enough to approach the performance claimed in [78] and [80]. When a code is theoretically efficient enough [82], the high decoding complexity is, more often than not, beyond practical considerations.

The latest efforts towards the development of practical Wyner-Ziv coding were accompanied by the advance in high-performance computing and channel coding. Several video lossy compression schemes based on Wyner-Ziv coding have been presented with new applications being discussed. The last twenty-five years also witnessed advances in video coding. The enormous success of conventional video coding, ranging from the various video coding standards, including H.261/3/4 [8,11,53] and
MPEG-1/2/4 [6,9,10], to numerous research, has made it possible to deliver video at a reasonable quality and acceptable cost to users in many applications. This has also posed a challenge to any emerging video codec design. A new video codec generally has to meet certain expectations with respect to coding efficiency before receiving serious consideration. Intuitively, given the lack of side information at the encoder, it is acknowledged that “it is unlikely that a distributed video coding algorithm will ever beat conventional video coding schemes in rate-distortion performance, although they might come close ” [83]. A quantitative evaluation of Wyner-Ziv video coding performance compared to conventional video coding has not been thoroughly discussed in the literature. It is of interest to consider the following questions,

- How close can Wyner-Ziv video coding come to conventional video coding in terms of rate-distortion performance?

- Will conventional motion search methods improve Wyner-Ziv video coding efficiency as well?

- How can one design an efficient Wyner-Ziv video coder?

In this Chapter we try to address these questions and provide a definitive answer. We evaluate the video coding performance difference between Wyner-Ziv video coding and conventional video coding, in particular H.264, which is regarded as one of the most efficient video coding methods. Both analytical and simulation results are provided. We also investigate the use of sub-pixel and multi-reference motion search methods, both of which significantly improve conventional MCP-based video coding efficiency. By addressing these two questions, our goal is to find not only the performance gap between Wyner-Ziv video coding and conventional video coding but also how to improve Wyner-Ziv video coding efficiency. A new Wyner-Ziv decoding scheme, referred to as Wyner-Ziv video coder with a Refined Side Estimator (WZ-RSE), is presented. WZ-RSE can more effectively extract the side information from the reconstructed information at the decoder. Experimental results show that WZ-
RSE can consistently have a gain of up to 2dB over the Wyner-Ziv video decoders without RSE.

The rest of this Chapter is organized as follows. In Section 2.2 we give an introduction to Wyner-Ziv video coding. In Section 2.3 we formulate the problem and examine the difference between Wyner-Ziv video coding and conventional MCP-based video coding. The use of sub-pixel and multi-reference motion search methods is addressed in Section 2.4. Our new Wyner-Ziv video decoder WZ-RSE is presented in Section 2.5 with experimental results.

2.2 Wyner-Ziv Video Coding

The following problem is considered in [78]. Consider two correlated information sources $X$ and $Y$, as shown in Fig. 2.1, encoded by two separate encoders $A$ and $B$, neither has the access to the other source. A rate $R$ is achievable if for any $\epsilon > 0$, there exists an encoder and decoder such that $Pr(\hat{X} \neq X) < \epsilon$. If joint decoding is allowed, the Wolf-Slepian Theorem says, by a random coding argument, that the achievable rate region for the system in Fig. 2.1 is

$$R_X \geq H(X|Y), R_Y \geq H(Y), R_X + R_Y \geq H(X,Y) \quad (2.1)$$

Hence, regardless of its access to side information $Y$, encoder $A$ can encode $X$ with arbitrarily high fidelity as long as the decoder $A$ has access to $Y$ and the rate is equal to or larger than $H(X|Y)$.

![Fig. 2.1. Slepian-Wolf coding.](image)
This result is then extended to lossy compression in [80]. Denote \( R^*(d) \) as the rate distortion function of \( X \) when the side information \( Y \) is only available at the decoder, and \( R_{X|Y}(d) \) is the rate distortion function when side information \( Y \) is available at both the encoder and decoder. In [80] it is shown that although \( R^*(d) \geq R_{X|Y}(d) \), in certain cases the equality can be achieved, e.g. for a Gaussian source and a mean square error distortion metric. Hence, the side information at the encoder is not always necessary to achieve the rate distortion bound in lossy compression.

We now consider the implication of the above results to video coding. Many of the current video coding structures involve the use of motion-compensated hybrid video coding, as shown in Fig. 2.2. Such a coding scheme is generally referred to as motion-compensated prediction (MCP) based video coding. It is used in most video coding standards. In this scheme, each frame is decoded and reconstructed at the encoder, which is then stored in the frame buffer and used to construct a reference for the encoding of the next frame. At the decoder, each decoded frame is also stored in the frame buffer and used to construct the reference for the decoding of

Fig. 2.2. Conventional MCP-based video coding.
the next frame. As long as the frame buffers store the same reconstructed frames at the encoder and decoder, and the motion vectors are correctly transmitted to the decoder, it is guaranteed that both the encoder and decoder have the same reference information. The reference information in MCP-based video coding can be regarded as the side information for the next frame to be coded. Analogous to the system in Fig. 2.1, we can simplify Fig. 2.2 to the Fig. 2.3. The reconstructed frames serve as the source of the side information. The side information is processed by a side estimator $g$ to generate the reference. In conventional MCP-based video coding, the switch K is ON and both the encoder and decoder have access to this reference information. The Slepian-Wolf Theorem and the Wyner-Ziv Theorem suggest that the reference information at the encoder is not necessary to achieve or approach the rate distortion bound. This leads to a substantially different coding structure, referred to as Wyner-Ziv video coding, in that source statistics are only exploited at the decoder. This structure makes it possible for many new applications previously considered difficult with conventional video coding. For instance, in conventional video coding the complexity-intensive motion estimation is done at the encoder. This is not convenient for applications that require simple encoding complexity such as video surveillances or video camera phones. By exploiting the source statistics only at the decoder, the Wyner-Ziv video coder allows the motion search work to shifted to the decoder, where more computational resources are available. With this among

Fig. 2.3. Simplified conventional video coding scheme.
many other advantages, it may sound unusual that Wyner-Ziv video coding had not got much attention until quite recently. The main reason, as pointed out in the literature [83-85], is rather practical. Like many other important information theory discoveries, non-constructive reasoning was used to prove the theoretical results and the practical construction of a Wyner-Ziv coder is very difficult. There are very few channel codes efficient enough to realize the theoretical results claimed in [78] and [80]. Even for codes that can achieve the performance theoretically [82], the decoding complexity is still high enough to frustrate those who attempt to use them.

The advance of high-performance computing in the last two decades and the development of new channel codes, especially the reexamination of low-density parity-check (LDPC) [82] codes and the emergence of turbo codes [86, 87], have finally made a Wyner-Ziv coder feasible and promising. Much research has been done in recent years to implement a practical Wyner-Ziv coder. To name a few, a high dimensional lattice code was used in [88] to approach the Wyner-Ziv bound. The use of algebraic channel coding is investigated in [84, 89, 90]. A nested lattice quantizer with an LDPC Slepian-Wolf coder is developed in [91–93]. Turbo codes are used in [94–96]. Several new applications have also been developed with Wyner-Ziv video coding. A transform domain Wyner-Ziv video coder is proposed in [97]. Sensor network applications were considered in [85] and [98]. Error resilient properties of Wyner-Ziv video coding are discussed in [99, 100]. Interested readers are referred to [83] for a detailed discussion of the current development.

In this work, we focus our discussion of Wyner-Ziv video coding efficiency in terms of rate distortion performance. Despite the mathematical elegance, information-theoretic insight, and potential promising applications, the coding efficiency remains one of the top concerns for any video coding method. To better understand and evaluate this video coding method, it would be helpful to know the performance gap between Wyner-Ziv video coding and conventional video coding. It would also be helpful to understand how conventional video compression techniques work
for Wyner-Ziv video coding, and more importantly, how to design a more efficient Wyner-Ziv video coder.

2.3 Wyner-Ziv Video Coding vs. Conventional Video Coding

2.3.1 System Description

We consider the system in Fig. 2.3 again. As indicated by the Wyner-Ziv Theorem,

\[ R^*(d) \geq R_{X|Y}(d) \]  

(2.2)

Hence, the rate distortion performance of \( X \) by Wyner-Ziv video coding is lower bounded by conventional video coding with the reference \( Y \) available at the encoder. Here we introduce two terms, the source of side information and the reference. Although the Wyner-Ziv Theorem remains valid independent of the side estimator \( g \), in a practical Wyner-Ziv video coder, the reference \( Y \), which is obtained by applying \( g \) to the source of side information \( S \), is the actual side information available to the decoder. To compare the performance difference between Wyner-Ziv video coding and conventional MCP-based video coding, we need to keep in mind that the performance difference is actually caused by the following three terms:

- **System loss** \( \Delta R_s(d) \). System loss is the inherent loss due to the lack of side information \( S \) at the encoder. As proved in the Wyner-Ziv theorem, \( R^*(d) \geq R_{X|S}(d) \), then system loss is

\[ \Delta R_s(d) = R^*(d) - R_{X|S}(d) \]  

(2.3)

- **Source coding loss** \( \Delta R_c(d) \). Source coding loss is introduced due to the inefficiency of the channel code and quantization scheme used in the system. Unless a channel code \( C \) can achieve the Shannon limit [15], any Wyner-Ziv video coder using \( C \) will incur a loss. We denote the real rate as \( R'(d) \), then the source coding loss

\[ \Delta R_c(d) = R'(d) - R^*(d) \]  

(2.4)
- **Video coding loss** $\Delta R_v(d)$. Video coding loss results from the loss in reference information. Denote the rate distortion function as $R_{X|S}(d)$ if the side information $S$ is ideally exploited by the decoder, while $R_{X|Y}$ as the rate distortion function when $Y$ is instead used. This apparently changes the upper bound of $R^*(d)$ from $R_{X|S}(d)$ to $R_{X|Y}(d)$. This loss is denoted as video coding loss

$$\Delta R_v(d) = R_{X|Y}(d) - R_{X|S}(d) \quad (2.5)$$

The system loss $\Delta R_s(d)$ has been studied in [101], in which it is shown that the loss can be up to 0.5 bit/sample for general source statistics and a mean square error distortion metric. The source coding loss $\Delta R_c(d)$ depends on the specific channel code and quantization scheme used, which we would rather leave to the channel coding research community. In this work we focus on the video coding loss. We note that these three losses are not necessarily uncorrelated or independent.

For conventional MCP-based video coding, the reference information does not necessarily contain all the side information in $S$. Assume that with the best available motion estimation methods, a subset of side information, denoted as $Y_c$, is used as a reference for both the encoder and decoder in conventional video coding. Meanwhile, the side estimator $g$ is used in the Wyner-Ziv video coder to extract the actual side information $Y_d$. The following inequality immediately follows

$$R_{X|Y_d}(d) \geq R_{X|Y_c}(d) \quad (2.6)$$

**Proof:** The proof of this inequality is trivial. Since all the side information available at the Wyner-Ziv video decoder is also available in the conventional video encoder, if for a supposedly best available motion estimation method, $R_{X|Y_d}(d) < R_{X|Y_c}(d)$, we’ll simply replace the current best available motion estimator by the side estimator $g$. This inequality echoes the conclusion reached in [83] that Wyner-Ziv video coding may never beat conventional video coding in terms of rate distortion performance, which we cited earlier in Section 2.1.

Hence, to investigate the video coding loss $\Delta R_v(d)$, we need to compare the performance difference between two conventional video coding systems as shown in
Fig. 2.3. One uses references generated by the Wyner-Ziv side estimator $g$, and the other uses references generated by the conventional motion estimator $f$. The key difference is that the side estimator $g$ does not have access to the original current frame, while $f$ does.

2.3.2 Related Researches

A comprehensive analysis of rate distortion performance for conventional MCP-based video coding is described in [41–45]. In this work, signal power spectrum and Fourier analysis tools are used to analyze MCP-based video coding. This idea was further developed to analyze MCP-based scalable video coding [46–49], multiple description coding and leaky prediction [21,50–52]. In this thesis we extend this work to investigate the video coding loss for a Wyner-Ziv video coder. Not surprisingly, readers with knowledge of the above work might find familiar tools and sometimes similar conclusions from time to time in this work. The analysis in this work, as we shall show, is however not trivial given the different scenarios.

2.3.3 Problem Formulation

In this thesis conventional video coding means the conventional MCP-based structure shown in Fig. 2.2 henceforward unless otherwise specified. Denote $r_c(n)$ as the reference for the current frame in conventional video coding, $r_w(n)$ as the reference in Wyner-Ziv video coding, then

$$r_c(n) = f(s(n), \hat{S}(n))$$

$$r_w(n) = g(\hat{S}(n))$$

where $s(n)$ is the original current frame and $\hat{S}(n)$ is the previous decoded frames stored in the frame buffer. Here “previous” is used in terms of decoding order rather than actual physical order in the sequences, i.e., it can be the next frame as in the
B-frame case, or a lower quality of the current frame’s reconstruction in the SNR scalable case.

There are many side estimators and Wyner-Ziv coders proposed in the literature. It is worth emphasizing at this point that the Wyner-Ziv video coding performance we investigate in this work is by no means the best available performance for Wyner-Ziv video coding, given the fact that there is no single optimal side estimator \( g \) available. Instead, we look at several general motion prediction based side estimators, not necessarily optimal but generally accepted and used. The conclusions reached in this work shall be true for the schemes discussed rather than for general structures.

The residual frame in the two systems is

\[
e(n) = s(n) - c(n)
\]

where \( c(n) = r_c(n) \) for conventional video coding and \( c(n) = r_w(n) \) for Wyner-Ziv video coding.

Consider the power spectrum of the residual frame. As shown in [41,44,45]

\[
\Phi_{ee}(\omega) = \Phi_{ss}(\omega) - 2R\text{e}\{\Phi_{cs}(\omega)\} + \Phi_{cc}(\omega)
\]

\[
\Phi_{cs}(\omega) = \Phi_{ss}(\omega)E\{e^{-j\omega^T\Delta}\} = \Phi_{ss}(\omega)e^{-\frac{1}{2}\omega^T\omega\sigma_\Delta^2}
\]

\[
\Phi_{cc}(\omega) = \Phi_{ss}(\omega)
\]

where \( E\{\cdot\} \) is the expectation operator and \( \Delta = (\Delta_x, \Delta_y) \) is the motion vector error, i.e., the difference between the motion vector used and the true motion vector. Hence

\[
\Phi_{ee}(\omega) = 2\Phi_{ss}(\omega) - 2\Phi_{ss}(\omega)e^{-\frac{1}{2}\omega^T\omega\sigma_\Delta^2}
\]

\[
\frac{\Phi_{ee}(\omega)}{\Phi_{ss}(\omega)} = 2 - 2e^{-\frac{1}{2}\omega^T\omega\sigma_\Delta^2}
\]

Then the rate saving over INTRA-frame coding by using motion search is [102,103]

\[
\Delta R = \frac{1}{8\pi^2} \int_{-\pi}^{\pi} \int_{-\pi}^{\pi} \log_2 \frac{\Phi_{ee}(\omega)}{\Phi_{ss}(\omega)} d\omega
\]

Hence the rate difference between two systems using two motion vectors \( MV_1 \) and \( MV_2 \) is

\[
\Delta R_{1,2} = \Delta R_1 - \Delta R_2
\]
\[
\frac{1}{8\pi^2} \int_{-\pi}^{\pi} \int_{-\pi}^{\pi} \log_2 \frac{\Phi_{ee,1}(\omega)}{\Phi_{ss}(\omega)} d\omega - \frac{1}{8\pi^2} \int_{-\pi}^{\pi} \int_{-\pi}^{\pi} \log_2 \frac{\Phi_{ee,2}(\omega)}{\Phi_{ss}(\omega)} d\omega
\]
\[
= \frac{1}{8\pi^2} \int_{-\pi}^{\pi} \int_{-\pi}^{\pi} \log_2 \frac{\Phi_{ee,1}(\omega)}{\Phi_{ee,2}(\omega)} d\omega
\]
\[
= \frac{1}{8\pi^2} \int_{-\pi}^{\pi} \int_{-\pi}^{\pi} \log_2 \frac{1 - e^{-\frac{1}{2} \omega^T \sigma_x^2}}{1 - e^{-\frac{1}{2} \omega^T \sigma_y^2}} d\omega
\]

where \(\Phi_{ee,1}(\omega)\) and \(\Phi_{ee,2}(\omega)\) are the residual frame’s power spectrum density with motion vectors \(MV_1\) and \(MV_2\) respectively.

For the \(n\)-th frame that is to be decoded, denote the motion vector obtained by the side estimator using previous reconstructed frames as \(MV'_{n-1} = (x'_{n-1}, y'_{n-1})\). Also let \(\rho_x\) and \(\rho_y\) be the correlation between \(x_n\) and \(x'_{n-1}\), and \(y_n\) and \(y'_{n-1}\) respectively, where \(MV_n = (x_n, y_n)\) is the true motion vector. The motion vector error is then

\[
\Delta = (\Delta_x, \Delta_y) = (x_n - \hat{x}_n, y_n - \hat{y}_n)
\]

To minimize \(\sigma_\Delta^2\), the optimal linear minimum mean square error (MMSE) estimator is given by

\[
\hat{x}_n = \rho_x x'_{n-1}, \hat{y}_n = \rho_y y'_{n-1}
\]

And the variance of the motion vector error component is given by

\[
\sigma^2_{\Delta_x} = (1 - \rho^2_x)\sigma^2_x, \sigma^2_{\Delta_y} = (1 - \rho^2_y)\sigma^2_y
\]

Without loss of generality, we assume \(x\) and \(y\) are independent identically distributed, then \(\sigma^2_x = \sigma^2_y = \frac{1}{2}\sigma^2_{MV}\), hence the variance of the motion vector error is

\[
\sigma^2_\Delta = (1 - \rho^2_x)\sigma^2_{MV} = (1 - \rho^2)\sigma^2_{MV}
\]

where \(\rho = \sqrt{\frac{\rho^2_x + \rho^2_y}{2}}\). The motion vector correlation signal-to-noise ratio \((cSNR)\) is defined as

\[
cSNR = 10 \log_{10} \frac{\sigma^2_{MV}}{\sigma^2_\Delta} = 10 \log_{10} \frac{1}{1 - \rho^2}
\]

We now consider the following two conventional MCP-based video coding methods.
The first method, referred to as DPCM-frame coding, does not perform any motion search and let \( MV = (0, 0) \), i.e., it simply subtracts the previous reconstructed frame \( \hat{s}(n-1) \) from the current frame \( s(n) \) and codes the difference. This is similar to Differential Pulse-Code Modulation (DPCM) used in communications. Apparently this encoder has very low complexity, which is also one of the major advantages for Wyner-Ziv video coding. By comparing with this method, we can evaluate the performance gain over the simple conventional low-complexity video coding.

The second method, referred to as INTER-frame coding, performs the best available motion search and the only distortion is introduced due to motion search pixel accuracy. Since half-pixel accuracy is used in H.263/MPEG-2 and quarter-to-eighth pixel accuracy is used in H.264, by comparing this method with Wyner-Ziv video coding, we are able to evaluate the performance gap between Wyner-Ziv video coding and the popular H.263 codec and the state-of-the-art H.264 codec.

### 2.3.4 Wyner-Ziv Video Coding vs. DPCM-Frame Video Coding

For DPCM-frame video coding, the motion vector error is

\[
\Delta = (x, y) - (0, 0) = MV \Rightarrow \sigma_\Delta^2 = \sigma_{MV}^2
\]  

(2.20)

With (2.18) and (2.20), the rate difference between the Wyner-Ziv video coding and DPCM-frame coding is

\[
\Delta R_{WZ,DPCM} = \frac{1}{8\pi^2} \int_{-\pi}^{\pi} \int_{-\pi}^{\pi} \log_2 \frac{1 - e^{-\frac{1}{2}\omega^T\omega\sigma_{MB}^2}}{1 - e^{-\frac{1}{2}\omega^T\omega(1-\rho^2)\sigma_{MV}^2}} d\omega
\]

(2.21)

### 2.3.5 INTER-Frame Video Coding vs. DPCM-Frame Video Coding

For INTER-frame video coding, the variance of the motion vector error is introduced by the pixel inaccuracy. The effect of the fractional pixel accuracy has been studied in the literature [42, 104]. In this work we adopt the analytical results presented in [104]. The motion vector error variance \( \sigma^2_{\Delta\beta} \) for a 8 × 8 block in a
QCIF sequence is 0.105, 0.090 and 0.080 for integer-pixel, half-pixel and quarter-pixel motion search accuracy respectively. Here the motion vector error variance is a function of frame size and search block size and, unlike the cases for DPCM-frame video coding, independent of the variance of motion vectors. The rate difference between INTER-frame video coding and DPCM-frame video coding is

\[
\Delta R_{\text{INTER,DPCM}} = \frac{1}{8\pi^2} \int_{-\pi}^{\pi} \int_{-\pi}^{\pi} \log_2 \frac{1 - e^{-\frac{1}{2} \omega^T \omega \sigma_{\text{MV}}^2}}{1 - e^{-\frac{1}{2} \omega^T \omega \Delta \beta}} d\omega
\]  

(2.22)

2.3.6 Simulation Results

We now present simulation results based on (2.21) and (2.22). We examine the rate savings vs. cSNR for several different motion vector variances \(\sigma_{\text{MV}}^2\). The rate difference compared with DPCM-frame video coding is shown in Fig. 2.4. The rate difference compared with DPCM-frame coding by using INTER-frame video coding is shown in Table 2.1.

![Wyner-Ziv video coding vs. Conventional video coding without motion search](image)

Fig. 2.4. Wyner-Ziv video coding vs. DPCM-frame video coding.
Table 2.1

Rate difference between INTER-frame video coding and DPCM-frame video coding.

<table>
<thead>
<tr>
<th></th>
<th>$\sigma^2_{MV} = 1$</th>
<th>$\sigma^2_{MV} = 5$</th>
<th>$\sigma^2_{MV} = 10$</th>
<th>$\sigma^2_{MV} = 15$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Integer-pixel (bit/sample)</td>
<td>0.94</td>
<td>1.09</td>
<td>1.11</td>
<td>1.12</td>
</tr>
<tr>
<td>Half-pixel (bit/sample)</td>
<td>1.04</td>
<td>1.19</td>
<td>1.21</td>
<td>1.21</td>
</tr>
<tr>
<td>Quarter-pixel (bit/sample)</td>
<td>1.11</td>
<td>1.26</td>
<td>1.28</td>
<td>1.29</td>
</tr>
</tbody>
</table>

Table 2.2

$\sigma^2_{MV}$ and cSNR (frame size: QCIF, block size: $8 \times 8$).

<table>
<thead>
<tr>
<th>Sequence</th>
<th>Foreman</th>
<th>Coastguard</th>
<th>Carphone</th>
<th>Stefan</th>
<th>Table</th>
<th>Silent</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma^2_{MV}$</td>
<td>9.46</td>
<td>0.76</td>
<td>7.23</td>
<td>15.40</td>
<td>2.09</td>
<td>1.93</td>
</tr>
<tr>
<td>cSNR (dB)</td>
<td>1.54</td>
<td>5.69</td>
<td>0.44</td>
<td>1.58</td>
<td>1.05</td>
<td>0.86</td>
</tr>
</tbody>
</table>

Since the rate savings using Wyner-Ziv video coding varies with $\sigma^2_{MV}$ and cSNR, to have a better idea of the actual performance comparison, we test six standard QCIF sequences and obtain their $\sigma^2_{MV}$ and cSNR. The six standard test sequences we use are Foreman, Coastguard, Carphone, Stefan, Table and Silent. For each frame, we obtain the estimated motion vector $MV'_{n-1}$ by a side estimator and the "true" motion vector using the H.264 reference software JM8.0 with eighth-pixel motion search. In this side estimator, the motion vector $MV'_{n-1} = (x'_{n-1}, y'_{n-1})$ is obtained with forward motion prediction using the co-located block in the previous frame $s(n - 1)$ as the source and $s(n - 2)$ as the reference. $\sigma^2_{MV}$ and cSNR are then computed for each frame and averaged over the whole sequence. cSNR and $\sigma^2_{MV}$ of each test sequence are given in Table 2.2.

As shown in Fig. 2.4, the rate savings over DPCM-frame video coding by using Wyner-Ziv video coding is more significant when the motion vector variance $\sigma^2_{MV}$ is small. For $\sigma^2_{MV} = 1$, Wyner-Ziv video coding can save up to 0.96bit/sample, while
for $\sigma_{MV}^2 = 15$, it can save merely slightly more than 0.1bit/sample even with high $cSNR$. This makes sense since for lower motion vector variance, the side estimator has a better chance of using a motion vector that is not very distant from the true motion vector. Meanwhile, $cSNR$ plays a critical role in rate savings. Table 2.2 shows that most sequences have small $cSNR$ for the side estimator we choose. For sequences with $cSNR \leq 2\text{dB}$, the rate saving over DPCM-frame video coding is very marginal. It is hard to justify using Wyner-Ziv video coding in this case, given the fact that the Wyner-Ziv video decoder has a much higher complexity. All the sequences we tested, except *Coastguard*, fall in this $cSNR$ range. Apparently a more effective side estimator is required in order to use Wyner-Ziv video coding on these sequences.

For INTER-frame video coding, we tabulate the results in Table 2.1 for different motion search accuracies. Here the rate difference is also compared with DPCM-frame video coding. Comparing the results in Table 2.1 with Fig. 2.4, we note that except for very small motion vector variance cases, INTER-frame video coding generally has about 1bit/sample gain over Wyner-Ziv video coding. For sequences with small $\sigma_{MV}^2$, the difference is lower, ranging from 0.2-0.6bit/sample depending on the specific side estimator used.

For readers who are more comfortable with PSNR comparisons, we can obtain a rough estimate by using $\Delta PSNR = 6.02 \Delta R$. The conclusion we reach here is that Wyner-Ziv coding can achieve a gain up to 6dB (for small motion vector variance) or 1 - 2dB (for normal to large motion vector variance) over DPCM-frame video coding. With the side estimator mentioned above, Wyner-Ziv video coding has 0.5 - 1dB gain for most test sequences. On the other hand, INTER-frame video coding outperforms Wyner-Ziv video coding by at least 1dB (for small motion vector variance) or more generally 6dB (for normal to large motion vector variance) even when a highly correlated motion vector is available. It is noted that the conventional coding results are practically achievable. A practical Wyner-Ziv video coder, as mentioned earlier,
may suffer additional system loss up to 0.5bit/sample (or equivalently, 3dB) [101] as well as source coding loss.

2.4 Conventional Motion Search Methods Revisited

In the simulation in Section 2.3, we assume that the true motion vector between the previous two reconstructed frames is available for the estimation of the current motion vector. However, this is not always achievable given that the actual motion search pixel accuracy is always limited. Hence the Wyner-Ziv video coding bound reached in Section 2.3 will be compromised by a coarser motion search. It is well known that conventional MCP-based video coding benefits from continually improving motion search methods, a more general question is then how does these conventional motion search methods affect the side estimator performance in a Wyner-Ziv video coder. In this Section, we discuss side estimators using two motion search methods, sub-pixel motion search and multi-reference motion search.

2.4.1 The Sub-Pixel Side Estimator

We model the true motion vector $MV_n$ for the current frame as a random variable with a mean of the previous frame’s true motion vector $MV_{n-1}$, as shown in Fig. 2.5. $MV_n$ is a 2-D random variable, for the sake of simplicity, we show a 1-D slice of the probability density function in Fig. 2.5.

As discussed in Section 2.3, with the motion vector correlation $\rho$ between $MV_n$ and $MV_{n-1}$, the optimal estimator is

$$\hat{MV}_n = \rho MV_{n-1}$$  (2.23)

such that

$$\sigma^2_\Delta = (1 - \rho^2)\sigma^2_{MV}$$  (2.24)
Now consider the case that the actual previous motion vector \( MV'_{n-1} = MV_{n-1} + \Delta' \), where \( \Delta' \) is random noise due to the motion search inaccuracy. Then the actual estimate used is

\[ \hat{MV}_n = \rho MV'_{n-1} = \rho (MV_{n-1} + \Delta') \]  

(2.25)

And the actual variance of the motion vector error is

\[ \sigma^2_{\Delta a} = E[(MV_n - \rho(MV_{n-1} + \Delta'))^2] = E[((MV_n - \rho MV_{n-1}) - \rho \Delta')^2] \]

\[ = \sigma^2_{\Delta} + \rho^2 \sigma^2_{\Delta'} = (1 - \rho^2)\sigma^2_{MV} + \rho^2 \sigma^2_{\Delta'} \]  

(2.26)

where the \( \Delta' \) is zero mean and independent of the motion vector error \( \Delta \). The additional rate incurred due to the use of an inaccurate previous motion vector, compared to the case when a true previous motion vector is used becomes

\[ \Delta R = \frac{1}{8\pi^2} \int_{-\pi}^{\pi} \int_{-\pi}^{\pi} \log_2 \left( \frac{1 - e^{-\frac{1}{2} \omega^T \omega (1 - \rho^2) \sigma^2_{MV} + \rho^2 \sigma^2_{\Delta'}}}{1 - e^{-\frac{1}{2} \omega^T \omega (1 - \rho^2) \sigma^2_{\Delta'}}} \right) d\omega \]  

(2.27)

\( \sigma^2_{\Delta'} \) depends on the motion search pixel accuracy and we can use the results in Section 2.3 derived from [104]. We also derive the \( \sigma^2_{\Delta'} \) for pixel subsampling based on
the analytical method outlined in [104]. The corresponding $\sigma_\Delta^2$, = 0.142, 0.213, 0.295 for 2 : 1, 4 : 1 and 8 : 1 subsampling respectively. For an $n : 1$ subsampling, only one pixel in a $n \times n$ pixel grid is used for motion search.

The rate increase is given in Fig. 2.6 and Fig. 2.7. Compared with the Wyner-Ziv video coding bound discussed in Section 2.3, a practical coder with integer pixel motion search may use 0.02-0.4bit/sample or more depending on the motion vector variance due to the inaccuracy in the previous motion vector.

![Wyner-Ziv Video Coding with Sub-Pixel Motion Search ($\sigma_{MV}^2 = 1$)](image)

Fig. 2.6. Rate increase due to motion search pixel inaccuracy ($\sigma_{MV}^2 = 1$).

Unlike conventional MCP-based video coding, where the motion search pixel accuracy can greatly affect the coding efficiency, Fig. 2.6 and Fig. 2.7 show that Wyner-Ziv video coding is not as sensitive to search accuracy. For small $\sigma_{MV}^2$, the difference in using the integer pixel motion search and quarter pixel motion search is less than 0.07bit/sample, where the difference in sequences with larger $\sigma_{MV}^2$ further reduces to less than 0.005bit/sample.

An interesting observation from Fig. 2.6 and Fig. 2.7 is that the use of subsampling motion search is not always unacceptable in terms of coding efficiency. For
2.4.2 Multi-Reference Motion Search

We now consider the use of multi-reference motion search. As described in [45] for multi-hypothesis motion search in conventional MCP-based video coding, the normalized power spectrum density of the residual frames with the use of multi-reference motion search is

\[
\frac{\Phi_{ee}(\omega)}{\Phi_{ss}(\omega)} = \frac{N + 1}{N} - 2e^{-\frac{1}{2} \omega^T \sigma_{\Delta_0}^2} + \frac{N - 1}{N} e^{-(1 - \rho_\Delta) \omega^T \sigma_{\Delta_0}^2} \quad (2.28)
\]
where \( N \) is the number of references and \( \rho_{\Delta} \) is the correlation between two motion vector errors. Consider the case where motion vector errors are mutually uncorrelated, i.e., \( \rho_{\Delta} = 0 \), the rate difference in using \( N \) references over using only one reference is

\[
\Delta R = \Delta R(N) - \Delta R(1) = \frac{1}{8\pi^2} \int_{-\pi}^{\pi} \int_{-\pi}^{\pi} \log_2 \left( \frac{N+1}{N} \frac{N+1}{N} - 2e^{-\frac{1}{2} \omega^T \omega \sigma^2_{\Delta \omega}} \right) d\omega
\]

Unlike the case in conventional video coding discussed in [45], where \( \sigma^2_{\Delta \omega} \) is solely due to the motion search pixel inaccuracy, in Wyner-Ziv video coding, as shown in (2.26), \( \sigma^2_{\Delta \omega} \) is introduced by both the inaccuracy in previous motion vector and also the imperfect correlation between current motion vectors and previous motion vectors. The results are shown in Fig. 2.8 and Fig. 2.9.

Fig. 2.8. Rate saving with multi-reference (\( \sigma^2_{\text{MV}} = 1 \)).

Fig. 2.8 and Fig. 2.9 show that multi-reference motion search can effectively improve Wyner-Ziv video coding efficiency. With two references, it can save more than
0.2bit/sample regardless of the motion vector variance and cSNR. With additional number of references, the coding efficiency can be further improved.

Another observation is cSNR does not affect the rate saving as much in multi-reference motion search as in sub-pixel motion search, i.e., multi-reference motion search remains effective in low correlated sequences. In terms of $\sigma_{MV}^2$, for small $\sigma_{MV}^2$ sequences, multi-reference motion search achieves slightly better results than larger $\sigma_{MV}^2$ sequences.

2.4.3 Experimental Results

In this Section we implement the side estimator with sub-pixel motion search and multi-reference motion search and show experimental results for the test sequences.

To obtain a fair comparison of different motion search modes, we evaluate the PSNR of the references constructed by the side estimators instead of the final coding efficiency. This is because the final video coding results also factor into the source
coding difference that depends on specific codec design, especially the choice of channel coding. As is known in rate-distortion theory [102], we can bound the distortion by

\[ d(R) = \sigma^2 2^{-\epsilon R} \]  

(2.30)

where \( \sigma^2 \) is the coding complexity, or the distortion of the reference frame in our case. Hence the reference quality gives a reliable practical upper bound for the investigated video coding scheme.

We first test the results for motion search pixel accuracy. The decoder side estimator performs forward motion search between the previous two reconstructed frames with different pixel accuracies. The motion vector obtained, along with the previous reconstructed frame, is then used to construct the reference for the current frame. The results of reference quality are shown in Table 2.3. Three motion search pixel accuracies are listed compared with the results of DPCM-frame and INTER-frame video coding. As shown in Table 2.3, by using integer pixel motion search, the reference quality can gain 1.2 - 3.5dB over DPCM-frame coding. The only exception is the *Carphone* sequence, which, as pointed out in Section 2.4.1, is expected to show little gain since its \( cSNR \) is very small. On the other hand, the reference quality in conventional video coding with half-pixel motion search is 0.8 - 4.8dB better than the Wyner-Ziv video side estimator. The closest match happens in the *Coastguard* sequence, which has large \( cSNR \) and small \( \sigma^2_{MV} \). The largest difference occurs for the *Carphone* sequence again as a result of low \( cSNR \). For the side estimator in Wyner-Ziv video coding, compared with integer pixel motion search, the use of half-pixel motion search can improve 0.3 - 0.7dB in reference quality while 2:1 subsampling motion search only loses 0.2 - 0.5dB. These experimental results are consistent with our analytical results in Section 2.4.1.

We test the use of multi-reference motion search. Consider the following four side estimators.

- **SE-1**: For each block in the current frame, the side estimator uses the co-located block in the previous reconstructed frame as the source and the second
### Table 2.3
PSNR of side estimators with different motion search pixel accuracy, in dB.

<table>
<thead>
<tr>
<th>Sequence</th>
<th>Half Pixel</th>
<th>Integer Pixel</th>
<th>2:1 Subsampling</th>
<th>DPCM-Frame</th>
<th>INTER-Frame (Half Pixel)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Foreman</td>
<td>31.22</td>
<td>30.66</td>
<td>30.38</td>
<td>28.17</td>
<td>33.21</td>
</tr>
<tr>
<td>Coastguard</td>
<td>31.16</td>
<td>30.82</td>
<td>30.53</td>
<td>27.32</td>
<td>31.61</td>
</tr>
<tr>
<td>Carphone</td>
<td>29.31</td>
<td>29.03</td>
<td>28.62</td>
<td>29.77</td>
<td>33.80</td>
</tr>
<tr>
<td>Stefan</td>
<td>23.51</td>
<td>22.88</td>
<td>22.61</td>
<td>19.48</td>
<td>24.84</td>
</tr>
<tr>
<td>Table</td>
<td>31.21</td>
<td>30.48</td>
<td>30.00</td>
<td>27.10</td>
<td>33.86</td>
</tr>
<tr>
<td>Silent</td>
<td>34.10</td>
<td>33.62</td>
<td>33.41</td>
<td>32.43</td>
<td>38.11</td>
</tr>
</tbody>
</table>

### Table 2.4
Side estimators with multi-reference motion search, in dB.

<table>
<thead>
<tr>
<th>Sequence</th>
<th>SE-1</th>
<th>SE-2</th>
<th>SE-3</th>
<th>SE-4 (B)</th>
<th>DPCM-Frame</th>
</tr>
</thead>
<tbody>
<tr>
<td>Foreman</td>
<td>30.66</td>
<td>30.87</td>
<td>30.84</td>
<td>32.56</td>
<td>28.17</td>
</tr>
<tr>
<td>Coastguard</td>
<td>30.82</td>
<td>30.37</td>
<td>29.27</td>
<td>32.17</td>
<td>27.32</td>
</tr>
<tr>
<td>Carphone</td>
<td>29.03</td>
<td>29.44</td>
<td>29.79</td>
<td>31.72</td>
<td>29.77</td>
</tr>
<tr>
<td>Stefan</td>
<td>22.88</td>
<td>23.19</td>
<td>22.66</td>
<td>23.54</td>
<td>19.48</td>
</tr>
<tr>
<td>Table</td>
<td>30.48</td>
<td>30.81</td>
<td>30.63</td>
<td>32.20</td>
<td>27.10</td>
</tr>
<tr>
<td>Silent</td>
<td>33.62</td>
<td>33.89</td>
<td>34.03</td>
<td>36.09</td>
<td>32.43</td>
</tr>
</tbody>
</table>
previous frame as the reference and performs forward motion prediction. The obtained motion vector is then used on the previous reconstructed frame to find the reference block for the current frame.

- **SE-2**: The side estimator obtains two motion vectors. The first motion vector is generated in the same way as SE-1, while the other points to the next available best matching blocks. These motion vectors are used on previous reconstructed frames to find the corresponding reference blocks, which are then averaged to construct the reference for the current block.

- **SE-3**: The side estimator obtains the reference in the same way as SE-2. The only difference is that it searches five motion vectors instead of two.

- **SE-4**: For each block in the current frame, the side estimator first uses the co-located block in the next reconstructed frame as the source and the previous reconstructed frame as the reference to perform forward motion estimation. Denote the obtained motion vector as $MV_F$. It then uses the co-located block in the previous frame as the source and next reconstructed frame as the reference to perform backward motion estimation. Denote the obtained motion vector as $MV_B$. It then uses $\frac{MV_F}{2}$ on the previous reconstructed frame to find the corresponding reference block $P_F$, and uses $\frac{MV_B}{2}$ on the next reconstructed frame to find the corresponding reference block $P_B$. $P_F$ and $P_B$ are averaged to serve as the reference for the current block. Note that in this side estimator, the sequence will have to be decoded similar to a B-frame in conventional video coding such that both reference frames are available when a frame is to be decoded.

The results are shown in Table 2.4. The motion search accuracy for all side estimators is integer pixel. This shows that the use of two or more reference blocks in the same frame can hardly improve the side estimator quality. This is because the reference blocks in the same frame do not satisfy the uncorrelated condition $\rho_\Delta = 0$ assumed in Section 2.4.2. Instead, when the reference blocks are low correlated or
negatively correlated, which is the case for SE-4, the side estimator can perform fairly well. In SE-4, the side estimator achieved 0.7 - 2.7dB gain over single motion vector case and is 2 - 5.1dB better than DPCM-frame coding.

2.5 Wyner-Ziv Video Decoder with a Refined Side Estimator

The analytical and experimental results in Section 2.3 and 2.4 show that the performance difference of Wyner-Ziv video coding compared with conventional video coding depends on $\sigma^2_{MV}$ and $cSNR$. While $\sigma^2_{MV}$ is a sequence intrinsic characteristic, $cSNR$ depends on the motion vector accuracy obtained by the side estimator. In this Section we present a new Wyner-Ziv video decoder with a refined side estimator to improve the Wyner-Ziv video coding efficiency by improving $cSNR$.

Many current side estimators use the information extracted from the previous reconstructed frames. However, in Wyner-Ziv video coding, with the input of Wyner-Ziv frame data, the decoder has a gradually improving reconstruction of the current frame. Hence it is possible to utilize the information from the current frame’s lower quality reconstruction as well. This is analogous to SNR scalable video coding in conventional video coding. In that case, a previous frame’s reconstruction is first used as a reference, while a lower quality reconstructions of the current frame can later be used as references for the enhancement layers [6,10,11].

Based on this idea, we propose a new Wyner-Ziv decoder with a refined side estimator(RSE). We implement a Wyner-Ziv video coder based on the H.264 reference software JM8.0. In the encoder each frame is coded either as an INTRA frame or a Wyner-Ziv frame. H.264 INTRA mode is used to code an INTRA frame. A Wyner-Ziv frame is coded in the spatial domain. After all pixels are quantized, the quantized pixels are coded bitplane by biplane by a turbo coder. The parity bits generated by the turbo coder are sent to decoder. The side estimator at the decoder is shown in Fig. 2.10. The INTRA frame is reconstructed with H.264 INTRA decoder. A Wyner-Ziv frame first estimates a reference using the side estimator. This
Fig. 2.10. Wyner-Ziv video decoder with a refined side estimator.

reference is used with the additional incoming parity bits to decode the frame with turbo decoder. We compare the following five coding methods in our experiments

- **H.263-I**: every frame is coded by H.263+ reference software TMN3.1.1 INTRA mode;

- **H.264-I**: every frame is coded by JM8.0 INTRA mode;

- **H.264-IB**: every even frame is coded by JM8.0 INTRA mode, while the odd frames are coded by JM8.0 bi-directional mode with quarter-pixel motion search accuracy;

- **WZ-SE**: every even frame is coded by JM8.0 INTRA mode, while the odd frames are coded as a Wyner-Ziv frame. At the decoder, the side estimator estimates the reference using the forward motion search as defined in B-frame
direct mode in H.264. As shown in Fig. 2.10, for every block to be decoded in the current Wyner-Ziv frame $s(n)$, its co-located block in the next reconstructed INTRA frame $\hat{s}(n+1)$ searches its best match in $\hat{s}(n-1)$ and obtains a motion vector $MV_B$. In H.264, the B-frame motion search Direct Mode [53], the motion is assumed to be linear. Hence for the block to be decoded, the estimated motion vector $MV_{F,SE}$ from $s(n)$ to $\hat{s}(n-1)$ is $\frac{MV_B}{2}$, and the estimated motion vector $MV_{B,SE}$ from $s(n)$ to $\hat{s}(n-1)$ is $-\frac{MV_B}{2}$. Using these two motion vectors, the two motion compensated blocks in $\hat{s}(n-1)$ and $\hat{s}(n+1)$ are found and averaged, which is then used as the reference. Integer motion search is used.

- WZ-RSE: the encoding is the same as WZ-SE. At the decoder, WZ-RSE also performs the same search and decoding as in WZ-SE. After the incoming parity bits are used along with the reference to reconstructed the current frame $\hat{s}(n)$, WZ-RSE performs a second motion search, as shown in Fig. 2.10. In this refined motion search, for every block in $\hat{s}(n)$, it searches its best match in $\hat{s}(n-1)$ and $\hat{s}(n+1)$ respectively and obtains two new motion vectors $MV_{F,RSE}$ and $MV_{B,RSE}$. The two best matched blocks in $\hat{s}(n-1)$ and $\hat{s}(n+1)$ are then averaged to construct a new reference. The parity bits received before are now used to decode this frame again with this new reference. WZ-RSE also uses integer pixel motion search.

We test these five methods on the six test sequences used in our previous experiments. For each sequence, we compare the coding efficiency of the Wyner-Ziv frames and also that of all the frames. The data rate of H.263-I, H.264-I and H.264-IB is adjusted by the quantization parameter (QP). For WZ-SE and WZ-RSE, we adjust the Wyner-Ziv frame’s data rate by setting the number of bitplanes used for decoding, while the QP for the even frames (INTRA frame) is chosen such that the PSNR quality is close to its neighboring Wyner-Ziv frames.
In Fig. 2.11 - 2.16, we show the video coding results. Compared with H.264-IB, WZ-SE generally trails by more than 3dB. The only exception is the Silent sequence, where WZ-SE only lags behind by less than 1dB for low to medium data rates. The performance difference can reach as much as 6dB in the Carphone sequence or 8dB in the Stefan sequence, both of which have a large $\sigma_{MV}^2$ and low cSNR.

Compared with conventional INTRA video coding, for sequences with small $\sigma_{MV}^2$, WZ-SE generally outperforms H.264-I by 2-4dB or H.263-I by 3-5dB. For sequences with large $\sigma_{MV}^2$, the difference is much less and sometimes INTRA coding is even better than WZ-SE. This is more obvious at high data rates, which shows that the Turbo coding used in our Wyner-Ziv coder is not efficient enough compared with INTRA coding.

Comparing the performance of WZ-SE and WZ-RSE, the results show that in each test sequence, the use of the current frame’s reconstruction to construct the reference can have up to a 2dB gain. The tradeoff, however, is to introduce more decoding complexity.

2.6 Conclusions

In this Chapter, we discuss the coding efficiency of Wyner-Ziv video coding. Theoretically, with the simple side estimator we discussed in Section 2.3, Wyner-Ziv video coding may outperform by up to 0.9bit/sample over DPCM-frame coding. However, most practical sequences, which have low cSNR, the rate saving is less than 0.1bit/sample. When compared with INTER-frame video coding, Wyner-Ziv video coding leads to a rate increase of as much as 0.2-0.6bit/sample for sequences with small motion vector variance and 1bit/sample for those with large motion vector variances. These results show that the simple side estimator cannot meet the expectation of practical applications and the development of more effective side estimation is still an open problem.
Fig. 2.11. Wyner-Ziv video decoder with a refined side estimator (Foreman) (a) Wyner-Ziv frame; (b) All frames.
Fig. 2.12. Wyner-Ziv video decoder with a refined side estimator (Coastguard) (a) Wyner-Ziv frame; (b) All frames.
Fig. 2.13. Wyner-Ziv video decoder with a refined side estimator (Carphone) (a) Wyner-Ziv frame; (b) All frames.
Fig. 2.14. Wyner-Ziv video decoder with a refined side estimator (Stefan) (a) Wyner-Ziv frame; (b) All frames.
Fig. 2.15. Wyner-Ziv video decoder with a refined side estimator (Table Tennis) (a) Wyner-Ziv frame; (b) All frames.
Fig. 2.16. Wyner-Ziv video decoder with a refined side estimator (Silent) (a) Wyner-Ziv frame; (b) All frames.
We further investigate the use of two common motion search methods in side estimators. The results show that the use of sub-pixel motion search does not affect the coding efficiency as much as it does for conventional video coding. The use of sub-sampling motion search only results in small coding efficiency loss for Wyner-Ziv video coding. The use of a multi-reference can noticeably improve coding efficiency. These results are confirmed analytically and experimentally. We also presented a new Wyner-Ziv video decoder with a refined side estimator. The experimental results show that our scheme can improve coding efficiency by up to 2dB.

Current Wyner-Ziv video coding methods fall behind conventional MCP-based video coding. The improvement of the side estimator constitutes one of the most critical aspects in improving compression efficiency. A better understanding of the motion field and the motion vector is essential to improving the side estimator performance. The improvement of the side estimator will, undoubtedly, also bring more insight into motion estimation methods in conventional video coding.
3. WYNER-ZIV VIDEO CODING WITH UNIVERSAL PREDICTION

3.1 Introduction

Wyner-Ziv video coding has created considerable interest in recent years [83–85, 85, 89–100, 105]. As described in Chapter 2, reconstructed frames at the encoder and decoder can be regarded as the source of side information. Unlike conventional motion-compensated prediction (MCP) based video coding, side information is only available to the decoder but not to the encoder in Wyner-Ziv video coding. In MCP-based video coding, side information is analyzed in the encoder to reduce the redundancy in the input sequence. This generally involves a computationally intensive motion search and is hence inconvenient for applications that require a simple encoder such as a video camera phone or video surveillance. In contrast, Wyner-Ziv video coding shifts the side information analysis to the decoder and tries to maintain a comparable coding performance with MCP-based video coding.

To achieve this goal, Wyner-Ziv video coding needs to exploit video source statistics at the decoder. As shown in Chapter 2, the Wyner-Ziv video decoder first constructs a reference to serve as the initial estimate for the decoding of current frames. However, the construction of reference information without the original video sequence is difficult. Existing Wyner-Ziv video decoders, in general, resort to conventional motion estimators to extract motion information from the reconstructed video frames at the decoder. To do this, an underlying motion model needs to be assumed. Motion field research has provided many useful insights into the reconstruction of motion information without the original video sequence. For example, linear motion models can be used, in which it is assumed that the motion in
the current frame is a continuous extension of the previous frames’ motion. While this is true for some video sequences, the motion of natural video sequences is not well defined and a simple model can be inadequate.

Another downside to this method is the video decoder complexity. Since the motion estimation tasks are shifted to the decoder, Wyner-Ziv video coding requires much higher complexity at the decoder. Although this may not be a problem for video surveillance where computational complexity is less a concern at the decoder, it does pose a challenge for applications such as a wireless video camera phone, where both the sender and the receiver have limited computational resources. Some methods have been proposed to address this problem. For example, one of the methods proposes to use an intermediate transcoding server to process the video stream. The idea, as shown in Fig. 3.1, is to send the Wyner-Ziv encoded video stream to an intermediate server first. At this server the Wyner-Ziv video stream is decoded by a Wyner-Ziv video decoder and then re-compressed by a conventional MCP-based video encoder. The re-compressed video stream is then sent to the receiver to be decoded by the MCP-based video decoder. This method increases the transmission cost and delay, which eventually will lead to increased cost and delay on the receiver side.

In our work, we propose a new side information reconstruction method that is independent of the underlying video sequence model. This method, referred to as Wyner-Ziv video coding with Universal Prediction(WZUP), exploits the source statistics of the reconstructed video sequence and does not assume an underlying model of input sequence. As shown in Fig. 3.2, the goal is to construct a video codec with low coding complexity at both the encoder and the decoder while preserving comparable coding efficiency.
3.2 Wyner-Ziv Video Coding with Universal Prediction

In this Section we first present an introduction to universal prediction and then present our new side estimator with universal prediction.

3.2.1 Universal Prediction

The idea of universal prediction rises from the practice of predicting the next outcome of a sequence. We borrow the introduction of universal prediction from a survey by Merhav and Feder in [106].

*Can the future of a sequence be predicted based on its past? If so, how good could this prediction be? These questions are frequently encountered in many applications.*
Generally speaking, one may wonder why should the future be at all related to the past. Evidently, often there is such a relation, and if it is known in advance, then it might be useful for prediction. In reality, however, the knowledge of this relation or the underlying model is normally unavailable or inaccurate, and this calls for developing methods of universal prediction. Roughly speaking, a universal predictor is one that does not depend on the unknown underlying model and yet performs essentially as well as if the model were known in advance.

One early example of universal prediction is Shannon’s “mind-reading” machine inspired by Hagelbarger’s “penny-matching” game [106]. Hence, universal prediction is closely related to universal lossless source coding, most notably Lemple-Ziv cod-
ing [107, 108]. It is also related to the research on universal gambling in [109]. The universal prediction problem was revisited in [110]. Although none of these works has led to the optimal predictor, some finite-state predictors have been proposed and achieve sub-optimality [111–113]. A more detailed survey is presented in [106]. Applications of universal prediction include lossless predictive compression, estimation, and denoising. Universal denoising was proposed in [114] with more research described in [115–118].

The universal prediction problem is formulated as follows. Consider an observer who receives a sequence of data \( x_1, x_2, \cdots, x_{t-1} \) and wishes to predict the next outcome \( x_t \) subject to a loss metric \( l(\cdot) \) defined on the predicted outcome \( \hat{x}_t \) and the real outcome \( x_t \). If the underlying statistical model of the data source is known and the prediction objective is well defined, classical statistical prediction theory can be used, among which are maximum likelihood prediction, maximum a posteriori (MAP) prediction, and Wiener prediction theory. In these cases, it is assumed that the data is generated by a source with a statistical model \( P \). If however the underlying source statistics are not known, which is the case for many natural video sequences, the prediction solution is then not as well defined as the previous case. In this scenario, a universal prediction algorithm tries to estimate the underlying statistical characteristics of the sequence based on its observation of the past data.

In our work, we consider the reconstructed video data at the Wyner-Ziv video decoder as observations and the decoder tries to predict the outcome of the next video frame without knowing the statistical mechanism that generates the video source. This prediction will then serve as the initial estimate for the Wyner-Ziv video decoder.

### 3.2.2 Wyner-Ziv Video Coding

The Wyner-Ziv video coder we used is shown in Fig. 3.3. At the encoder each frame is coded either as an INTRA frame or a Wyner-Ziv frame. H.264 INTRA
mode is used to code an INTRA frame. A Wyner-Ziv frame is coded in the spatial domain. After all pixels are quantized, the quantized pixels are coded bitplane by bitplane by a turbo coder. The parity bits are stored at the encoder and sent to the decoder upon the decoder’s request. After receiving the parity bits, the decoder starts the decoding by first constructing an initial estimate of each frame. The initial estimate is constructed by the side estimator. The turbo decoder uses this initial estimate and incoming parity bits to decode the frame. It may request more parity bits from the encoder until a predetermined decoding accuracy is met.

Fig. 3.3. Wyner-Ziv video coding.

3.2.3 A Side Estimator with Universal Prediction

We propose a new side estimator based on the universal prediction formulation. Consider each video frame as a vector and group the pixel values at the same spatial coordinate as \( I(k, l) \), where \((k, l)\) is the spatial coordinate inside a video frame. Without loss of generality, consider one of such \( I(k, l) \), denoted as \( X = x_1, x_2, \cdots, x_{t-1}, x_t \), where \( i \) in \( x_i \) denotes the temporal order in the sequence. And the loss function \( \Lambda : [0, M] \times [0, M] \rightarrow [0, M^2] \) is \( \Lambda = \Lambda(i, j), i, j \in [0, M] \), where \( \Lambda(i, j) \) is the loss from estimating pixel value \( i \) with \( j \). Denote the \( k \)th column of \( \Lambda \) as
\( \lambda_k \) and \( \Lambda = [\lambda_0|\lambda_1| \cdots |\lambda_M] \). \( M \) is the maximum pixel value allowed, which is assumed to be 255. Denote the reconstructed \( \hat{I}(k,l) \) at the decoder as \( Z = z_1, z_2, \cdots, z_{t-1}, z_t \). \( z_t \) is an initial guess of the current reconstructed outcome. Since this initial guess is arbitrary and generally not reliable, the side estimator tries to provide a more accurate estimate of \( x_t \). Therefore the side estimation can be formulated as a denoising problem, which can be solved by the method in [114].

Denote the transition matrix from \( X \) to \( Z \) as \( \Pi = \Pi(i,j) \) \( i,j \in [0,M] \) and \( \Pi(i,j) \) is the probability when the input in \( X \) is \( i \) while the corresponding reconstructed value in \( Z \) is \( j \).

Denote \( P_{X_t|Z} \) as the conditional probability of \( x_t \), whose \( \alpha \)th component is \( P(x_t = \alpha|Z = z) \). The optimal estimate of \( x_t \) is the one that minimizes the expected loss, i.e.,

\[
\hat{X}^{opt}(z)[t] = \arg \min_{\hat{x} \in [0,M]} \Sigma_{\alpha \in [0,M]} \Lambda(\alpha, \hat{x})P(x_t = \alpha|Z = z) = \arg \min_{\hat{x} \in [0,M]} \lambda^T \hat{X}_{t|z} = \arg \min_{\hat{x} \in [0,M]} \lambda^T P_{X_t|z}
\]  

(3.1)

where

\[
P_{X_t|z} = P_{X_t|z} \cdot P(Z = z)
\]  

(3.2)

If we know the joint distribution \( P_{X_t,z} \) of \( X_t \) and the reconstructed context \( z \), the optimal estimator can be found readily by Lagrangian optimization and root finding methods. However, since we do not assume the statistical knowledge of the video sequence model in the decoder, this probability distribution is not available. Therefore we need to find a good estimate of \( P_{X_t,z} \). Since

\[
P(X_t = x_t, Z_t = z_t, Z^{n\setminus t} = z^{n\setminus t}) = P(X_t = x_t, Z^{n\setminus t} = z^{n\setminus t}) \cdot \Pi(x_t, z_t)
\]  

(3.3)

where \( z^{n\setminus t} = z_1, z_2, \cdots, z_{t-1} \). In vector form

\[
P_{X_t,z} = \pi_{z_t} \odot P_{X_t,z^{n\setminus t}}
\]  

(4.4)

Where \( (u \odot v)[i] = u_iv_i \). Marginalize (4.4) with respect to \( X_t \) and iterate over all possible \( z_t \in [0,M] \)

\[
P_{Z_t,z^{n\setminus t}} = \Pi^T P_{X_t,z^{n\setminus t}}
\]  

(3.5)
Hence

\[ P_{X_t,z^n} = \pi_{z_t} \odot [\Pi^{-T} P_{Z_t,z^n}] \]  

(3.6)

And the optimal estimate is

\[ \hat{X}^{opt}(z^n)[t] = \arg \min_{\hat{x} \in [0,M]} \lambda_{\hat{x}}^T \pi_{z_t} \odot [\Pi^{-T} P_{Z_t,z^n}] \]

\[ = \arg \min_{\hat{x} \in [0,M]} [P_{Z_{t,z^n}}]^T \Pi^{-1} [\lambda_{\hat{x}} \odot \pi_{z_t}] \]  

(3.7)

We now consider the case when the distortion is measured by mean square error (MSE), i.e.,

\[ \Lambda(i,j) = (i - j)^2 \]  

(3.8)

Also consider the simple case that the transition probability \( \pi(x_t, z_t) = 1 \) if \( x_t = z_t \) or 0 if \( x_t \neq z_t \). In this case the optimal estimator in (3.7) is a minimum mean square error (MMSE) estimator. Using Lagrangian optimization, (3.7) yields the MMSE estimator as

\[ \hat{X}^{opt}(z^n)[t] = [P_{Z_{t,z^n}}]^T \odot Z_t \]  

(3.9)

i.e., the optimal estimator is a weighted average of the previous occurrence with the same context. The weighting coefficient is determined by the number of occurrences.

### 3.3 Experimental Results

In this Section we evaluate the performance of Wyner-Ziv video coding with universal prediction (WZUP). We compare it with the Wyner-Ziv video coding with MCP-based motion side estimator (WZ-MCP) and the conventional MCP-based hybrid video coding.

We first describe the encoder and decoder of WZ-MCP. To estimate the motion vector without using the original frame, one general assumption is to assume a linear motion model in the video sequence. An MCP-based side estimator was shown in Fig. 3.4. The INTRA frame is reconstructed with H.264 INTRA decoder. At the decoder,
the side estimator estimates the reference using the forward motion search. As shown in Fig. 3.4, for every block to be decoded in the current Wyner-Ziv frame $s(n)$, its co-located block in the previous reconstructed INTRA frame $\hat{s}(n-1)$ searches for the best match in $\hat{s}(n-2)$ and obtains a motion vector $MV_P$. Assume the motion is linear, for the block to be decoded in the current frame, the estimated motion vector $MV$ from $s(n)$ to $\hat{s}(n-1)$ is also $MV_P$. As shown in Chapter 2, conventional motion search methods may be used to further improve the side estimator accuracy.

The side estimator in WZUP is constructed based on (3.9). For each pixel to be decoded at the decoder, we first collect its contexts in the previous frames. This context is the pixel values at the same spatial coordinate in the previous $N$ frames, as shown in Fig. 3.5. In our experiment we set $N = 4$ and the context is $[z_{t-1}, z_{t-2}, z_{t-3}, z_{t-4}]$. The universal prediction side estimator is shown in Fig. 3.6. The decoder searches the occurrence of this context in the previous decoded data. For each matched context, it output $z_{t,i}$, which is the pixel value after this matched context. The initial estimate of the pixel to be decoded is the average of all these $z_{t,i}$’s.
For conventional video coding, we compare WZUP with hybrid video coding with the frame structure IPPPP and integer motion search.

As discussed in Chapter 2, to obtain a fair comparison of different motion search modes, we evaluate the PSNR of the references constructed by side estimators instead of the final coding efficiency. In general only the first three most significant bitplanes are decoded with the turbo coder. This is because the initial estimate only gives a rough guess of the true value. This initial estimate is generally not reliable enough to give a close estimate of the less significant bits. Hence to decode the less significant bitplanes is equivalent to correct data with high bit error rate (BER). The BER can be so large that it becomes inefficient to code these bitplanes. Instead, we can simply send these less significant data bits un-encoded. Therefore only the quality of the
first bitplanes matters in the Wyner-Ziv video decoder and we evaluate the PSNR of the side motion estimator quality assuming all the bits in the less significant bitplanes are zero. For each $z_{t-k}$ in the context, we only consider the first three bitplanes.

The results of using the universal prediction side estimator, motion side estimator and H.264 integer motion search are shown in Fig. 3.7-3.12. We compare the side estimators with different quality of reconstructed frames. As we can see, the H.264 integer motion search always outperforms the other two side estimators. This shows the access to the side information in the encoder does improve the estimation accuracy in the practical applications.

Comparing the universal prediction side estimator with the motion side estimator, in the Foreman and Coastguard sequences, the motion side estimator has a 2-3dB gain over universal prediction side estimator. This shows that in these two sequences the motion information extracted from the previous frames is a good indicator of the following frames. The difference is much smaller for the other two sequences Mother and Daughter and Salesman, while in the Mobile sequence the performance is nearly identical and the universal prediction side estimator even outperforms the motion side estimator in the Carphone sequence.

Consider the computational complexity. The universal prediction side estimator needs to maintain a context of length $N = 4$. Therefore there are $8^4$ possible entries, where 8 is the number to store 3 bitplanes. For each entry, there are also 8 possible outputs after the matched context, which results in 32768 entries in total. This number is independent of the video frame size. Since the entry can be updated in real time, one does not need to store the previous frames. For the motion side estimator, one needs to store two previous frames, which is $176 \times 144 \times 2 = 50688$. This buffer budget increases with the frame size. For each pixel in the universal prediction side estimator, one needs to do a table lookup to find the 8 entries and compute the weighting average. After the pixel is decoded with the parity bits, one updates this context’s entries. This is much faster than the motion side estimator, in which case
each pixel has to be compared with every pixel in the search range (typically $8 \times 8$ or $16 \times 16$ grid) and then find the optimal motion vector.

![Graph showing PSNR vs. reference data rate comparison for Foreman]

**Fig. 3.7.** PSNR of side estimator vs. reference data rate comparison (*Foreman*).

### 3.4 Conclusions

In this thesis, we present a new side estimator for Wyner-Ziv video coding. This new side estimator uses a non motion-search method to construct the initial estimate at the Wyner-Ziv video decoder. Our test results show that for sequences in which the motion can be predicted with the previous frames, the universal prediction side estimator is 2-3dB less than the conventional MCP-based video coding in terms of coding efficiency. However, for other sequences, the coding efficiency is rather close and sometimes the universal prediction side estimator even outperforms the MCP-based side estimator. This new method can significantly reduce the coding complexity at the decoder and therefore make it possible to design a codec with low computational complexity at both the encoder and the decoder.
Fig. 3.8. PSNR of side estimator vs. reference data rate comparison (*Coastguard*).

Fig. 3.9. PSNR of side estimator vs. reference data rate comparison (*Carphone*).
Fig. 3.10. PSNR of side estimator vs. reference data rate comparison (Mother and Daughter).

Fig. 3.11. PSNR of side estimator vs. reference data rate comparison (Mobile).
Fig. 3.12. PSNR of side estimator vs. reference data rate comparison (*Salesman*).
4. BLOCK ARTIFACT REDUCTION USING A TRANSFORM DOMAIN MARKOV RANDOM FIELD MODEL

4.1 Introduction

Transform coding is a key component in image and video coding standards. Among the many transforms that exists, the block-based Discrete Cosine Transform (BDCT) is often used [4, 6, 8–11, 53]. It is known that the BDCT may introduce block artifacts at low data rates that manifest themselves as an annoying discontinuity between adjacent blocks. This is a direct result of the independent transform and quantization of each block which fails to take into account the inter-block correlation.

A variety of research has been done to reduce block artifacts. Two types of methodologies are most frequently mentioned. One deals with the artifact inside the coding loop at the encoder, for example the in-loop filtering used in H.264 [53]. The other employs post-processing techniques at the decoder, where the decoded images or videos are post-processed to improve the visual quality. Post-processing approaches have been actively investigated as they maintain compatibility with the original coding structure, which is critical in many applications.

Many post processing methods have been studied to reduce the block artifact in the spatial domain. In recent video standards, such as H.264, low-pass in-loop filters are used across the block boundaries [53]. This technique is simple and effective. However, since the DCT transform coefficients may fall out of the Quantization
Constraint Set (QCS), it frequently results in over-blurred images [55]. Here the QCS of a coefficient $y$, denoted as $\Omega(y)$, is the set of integers defined by

$$\Omega(y) = \{ x : Q(x) = Q(y), x \in Z \}$$  \hspace{1cm} (4.1)

where $Q(\cdot)$ is the quantization operation and $Z$ is the set of all integers. Iterative methods have been proposed to avoid violation of the QCS and provide more sophisticated artifact reduction. Spatial domain post-processed images are projected back into the transform domain at each iteration step to check if the DCT coefficients fall inside the QCS. If any post-processed coefficient is found outside of its QCS, then either clipping or other actions are taken. The transform coefficients are then projected back to the spatial domain using the inverse transform for the next iteration. One such example is the iterative post-processing methods based on projections onto convex sets (POCS), with QCS being one of the convex sets [55,56,119,120]. Other approaches also use an over-complete wavelet representation to reduce the block artifact by using multiscale edge analysis [57,121–123]. Finally, block artifact reduction can also be formulated as a maximum a posteriori (MAP) estimation problem, where the image is modeled as a Markov Random Field (MRF) [59,60]. This method is referred to as the spatial domain MRF (SD-MRF) MAP solution in this work.

One issue posed by the above spatial methods is computational complexity. The post-processing operations are used on the entire image at each iteration step. As such, the computational resources are distributed over the entire image uniformly. This means that the same computation resources consumed in earlier steps do not necessarily make more contribution for artifact reduction than those in later steps. From the perspective of implementation, such distribution of computational resources may not be efficient. A more desirable goal would be 1) reduce the overall post-processing complexity and/or 2) find a computationally progressive algorithm where the computational resources at early processing steps can contribute more to the visual quality improvement than those in later steps. By doing so, lower end computational devices will be allowed to more effectively address block artifact reduction.
Transform domain-based post-processing methods have also been investigated. Unlike the spatial domain post-processing techniques, the post-processing is performed on the DCT coefficients directly rather than on the pixels [61–63, 124–127]. The transform domain methods can be more efficient than the spatial domain techniques since the DCT compacts most of the energy in each block to the DC coefficients and the first few AC coefficients. Moreover, it is also known that the human visual system (HVS) is more sensitive to the distortions in the low frequencies than in the high frequencies [128]. Hence transform domain post-processing methods allow direct manipulation of only those DCT transform coefficients that affect the visual quality.

In this work, we exploit the advantages of both spatial domain and transform domain post processing methods by investigating a transform domain Markov random field (TD-MRF) model. The $L \times L$ DCT is interpreted as an $L^2$-subband transform. The transform coefficients at the same subband are grouped together and regarded as a subband image. MAP restoration is then performed on each subband image which is modeled by a MRF. Based on this model, we discuss two methods with different block artifact reduction scenarios in mind. In the first scenario, we target lower end post processing applications where computational complexity is a critical concern. We present a fast progressive TD-MRF solution. By “progressive” we mean that the block artifact is reduced at a faster rate with the same computational resources at earlier steps than that at later steps. Compared with SD-MRF, TD-MRF can reduce the computational complexity up to 90% with comparable visual improvement. For the second scenario, we consider the higher end post processing applications where visual quality is the major issue. In this case we present a framework, referred to as TSD-MRF, that sequentially combines TD-MRF and SD-MRF. Our results show that this new framework achieves better visual quality both objectively and subjectively over SD-MRF methods.

Here we pause to clarify the block artifact evaluation metric we use in this work. Unlike image or video coding algorithms where peak signal-to-noise ratio (PSNR)
is widely accepted as a benchmark metric, a major difficulty in evaluating a block artifact reduction method is the lack of a universally accepted metric. PSNR is well recognized as inadequate for measuring block artifact alone. A block artifact metric, referred to as the mean square difference of slope (MSDS), was introduced and is frequently used in the research community [61]. MSDS is “the square of the difference between the slope across two adjacent blocks, and the average between the slopes of each of the two blocks close to their boundaries,” i.e.,

\[
MSDS = \sum_{k} \left( x_{i,j}(k, 0) - x_{i,j-1}(k, N - 1) - \frac{1}{2} \left( x_{i,j-1}(k, N - 1) - x_{i,j-1}(k, N - 2) \right) + \frac{1}{2} \left( x_{i,j}(k, 1) - x_{i,j}(k, 0) \right) \right)^2
\]

For pixel values \( x_{i,j}(k, l) \), \( i \) and \( j \) are the horizontal and vertical index of the block in a image, with \( k \) and \( l \) being the horizontal and vertical index of the pixel inside the block as shown in Fig. 4.1. It can be shown that the MSDS increases after quantizing the DCT coefficients [61]. The MSDS metric was extended to include the four diagonally adjacent blocks [63]. This new metric is referred to as MSDS\(_t\). In this work, we use MSDS and MSDS\(_t\) for measuring block artifact reduction and PSNR for measuring the fidelity of the processed images. Since we emphasize the complexity reduction of our methods, the processing times are also provided. Finally, we include several test images and processed images to provide a subjective comparison.

The rest of this work is organized as follows. In Section 4.2, we formulate block artifact reduction as a MAP optimization problem with Markov random field model.
With this formulation, in Section 4.3 we revisit SD-MRF method and derive TD-MRF and TSD-MRF solutions respectively. These methods are evaluated and compared in Section 4.4 with experimental results on BDCT-coded test images. Section 4.5 concludes the Chapter with a brief remark on contributions and future work.

4.2 Block Artifact Reduction: MAP Optimizations

Using A Markov Random Field Model

Block artifact reduction can be regarded as a Bayesian estimation problem, i.e., assume

\[ Y = X + N \]  

where \( X \) is the original image, \( Y \) is the observed blocky image and \( N \) is the block artifact noise. Then the MAP estimator is given by

\[
\hat{x}_{MAP} = \arg \max_x p(x|y) \\
= \arg \max_x \log \frac{p(y, x)}{p(y)} \\
= \arg \max_x \{ \log p(y|x) + \log p(x) \}
\]  

The image probability density function \( p(x) \) is modeled as a Markov random field. Here we borrow from [129] a brief tutorial on Markov random field models to facilitate our derivation. Interested readers are referred to [129–131] for a more detailed discussion.

For a pixel \( x \) inside an image with certain neighboring rules, a neighborhood system \( \partial x \) includes all the neighboring pixels of \( x \). A neighborhood system \( \partial x \) is symmetric, i.e.,

\[ x \in \partial y \Rightarrow y \in \partial x \]  

Also \( x \notin \partial x \). A clique \( c \) is a set of points, which are all neighbors of each other, i.e.,

\[ \forall x, y \in c \Rightarrow y \in \partial x \]  

An example of a 8-point neighborhood is shown in Fig. 4.2 with the corresponding 2-point cliques. The MRF model represents each image as a Gibbs distribution
Fig. 4.2. A 8-point neighborhood system and its 2-point clique.

Table 4.1
$g$-function coefficient table.

<table>
<thead>
<tr>
<th></th>
<th>$\frac{1}{12}$</th>
<th>$\frac{1}{6}$</th>
<th>$\frac{1}{12}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$\frac{1}{6}$</td>
<td>0</td>
<td>$\frac{1}{6}$</td>
</tr>
<tr>
<td>2</td>
<td>$\frac{1}{12}$</td>
<td>$\frac{1}{6}$</td>
<td>$\frac{1}{12}$</td>
</tr>
</tbody>
</table>

$$p(x) = \frac{1}{Z} \exp\{-\sum_{c \in C} V_c(x_c)\}$$

(4.7)

where $x_c$ is the value of pixel points in clique $c$, $V_c(x_c)$ is the potential function of $x_c$, $C$ is the set of all cliques containing $x$ and $Z$ is the normalizing constant. There are various choices of potential functions in the literature, each of which defines an MRF model with different properties. In this work, we use an edge-preserving MRF proposed in [132], referred to as the Generalized Gaussian MRF (GGMRF). The GGMRF is defined as

$$\log p(x) = -\frac{1}{p \sigma_x^p} \sum_{(i,j) \in C} g(i,j) |x - x'|^p$$

(4.8)

where $x$ and $x'$ are the pixel values at position $i$ and $j$ respectively, and $g(i,j)$ is the Gaussian function coefficients and is normalized and shift invariant, i.e., $\sum_{j \in \partial i} g(i,j) = 1$ and $g(i,j) = g(j,i)$. The following $g$ as shown in Table 4.1 is used in our implementations, where $x$ is at the center of the Table. Here $p$ defines the order of the GGMRF. We use $p = 1.2$ as suggested in [132] to balance the edge-
preserving property and block artifact reduction performance. More discussion on
the selection of $p$ can be found in [132]. $\sigma^p_x$ can be estimated by [133]

$$\hat{\sigma}^p_x = \sum_{(i,j) \in C} g_{(i,j)} |y - y'|^p$$ (4.9)

4.3 SD-MRF, TD-MRF and TSD-MRF

With the MAP formulation given in (4.4) and the image formation described by
the GGMRF model given in (4.8), we introduce two new transform domain solutions
in this Section. Before we do this, we first briefly summarize the spatial domain MRF
solutions from the literature.

4.3.1 SD-MRF Solution

In SD-MRF solutions, the noise $N$ in (4.3) is assumed to have particular statistical
distributions. One of the most commonly used models is to assume $N$ is Gaussian
noise with mean 0 and variance $\sigma^2_N$. Hence

$$\log p(y|x) = -\frac{1}{2\sigma^2_N} (y - x)^2 + \log \frac{1}{\sqrt{2\pi\sigma_N}}$$ (4.10)

Substitute (4.8) and (4.10) into (4.4), we have

$$\hat{x}_{MAP} = \arg\max_x \{ -\frac{1}{2\sigma^2_N} (y - x)^2 - \frac{1}{p\sigma^p_x} \sum_{(i,j) \in C} g_{(i,j)} |x - x'|^p \}$$

$$= \arg\min_x \{ \frac{1}{2\sigma^2_N} (y - x)^2 + \frac{1}{p\sigma^p_x} \sum_{(i,j) \in C} g_{(i,j)} |x - x'|^p \}$$ (4.11)

By differentiating (4.11) with respect to $x$, we get

$$-\frac{1}{\sigma^2_N} (y - x) + \frac{1}{\sigma^p_x} \sum_{(i,j) \in C} g_{(i,j)} |x - x'|^{p-1} \text{sign}(x - x') = 0$$ (4.12)

Root finding techniques can then be used to find the optimal solution.
4.3.2 TD-MRF Solution

In this Section we derive the TD-MRF MAP solution. In classical BDCT coding techniques, the image or video frame of size $M \times N$ is divided into blocks of size $L \times L$ and then the 2-D DCT is obtained for each block $B_{(i,j)}$, where $i = 0, \ldots, \frac{M}{L}$ and $j = 0, \ldots, \frac{N}{L}$ are the horizontal and vertical index of the block respectively. The 2-D DCT coefficients of the $(i,j)$-th block $B_{(i,j)}$ can be obtained by

$$F_D^{(i,j)}(u,v) = \frac{2C(u)C(v)}{L} \left[ \sum_{m=0}^{L-1} \sum_{n=0}^{L-1} f_{(i,j)}(m,n) \cos \left( \frac{2m+1}{2L} u \pi \right) \cos \left( \frac{2n+1}{2L} v \pi \right) \right]$$

where $f_{(i,j)}(m,n)$ is the $(m,n)$-th pixel value in the $B_{(i,j)}$ block for $u,v = 0, \ldots, L-1$, and for $L = 8$

$$C(u) = \begin{cases} \frac{1}{\sqrt{2}}, & \text{if } u = 0; \\ 1, & \text{otherwise}. \end{cases}$$

(4.14)

After the DCT, the transform coefficients are quantized independently in each block. The quantized coefficients can be determined by

$$F_Q^{(i,j)}(u,v) = round \left( \frac{F_D^{(i,j)}(u,v)}{\gamma Q(u,v)} \right)$$

where $Q(u,v)$ is a quantization table and $\gamma$ is a quantization parameter (QP) that controls the overall quality [4].

Correspondingly, the “dequantization” and the inverse DCT transform is defined as:

$$\hat{F}_D^{(i,j)} = \gamma F_Q^{(i,j)}(u,v)Q(u,v)$$

$$\hat{f}_{(i,j)}(m,n) = \frac{2}{L} \left[ \sum_{u=0}^{L-1} \sum_{v=0}^{L-1} C(u)C(v) \hat{F}_D^{(i,j)}(u,v) \cos \left( \frac{2m+1}{2L} u \pi \right) \cos \left( \frac{2n+1}{2L} v \pi \right) \right]$$

(4.17)

It has been observed that DCT coefficients at the same frequency are highly correlated [134]. Hence we can group the DCT coefficients at the same frequency in different blocks together. We define each group as $F(u,v)$, where $(u,v)$ is the frequency order of the coefficients. This DCT subband image formation is also used in [63]. $F(u,v)$ is a subband image of size $\frac{M}{L} \times \frac{N}{L}$. To illustrate the idea of the DCT
subband image, we encode a $512 \times 512$ lena blocky image by a $2 \times 2$ DCT and its subband images are shown in Fig. 4.3.

As we can see from Fig. 4.3, when the original image is blocky, its subband images also demonstrate a degree of blockiness. Based on this observation, we conjecture that we may reduce the block artifact of the whole image by reducing the blockiness at each subband image. The basic idea behind TD-MRF is then to use MAP optimization (4.4) on each subband image sequentially.

In SD-MRF, the conditional probability $p(y|x)$ is derived based on the Gaussian noise assumption. We now examine this assumption in the transform domain. Denote the QCS of $y$ as $\Omega(y)$. Notice that $p(y|x) = 0$ for $x \notin \Omega(y)$, and $p(y|x) = 1$ for all $x \in \Omega(y)$, hence $\log p(y|x) = -\infty$ for $x \notin \Omega(y)$ and $\log p(y|x) = 0$ for $x \in \Omega(y)$. Apparently, the Gaussian assumption is no longer valid and SD-MRF solution (4.11) cannot be used on each subband image directly. To maximize $\log p(y|x) + \log p(x)$, we will have to limit our search of $\hat{x}_{MAP}$ to inside $\Omega(y)$.

The image DCT AC coefficients at the same frequency order follow empirical statistical distributions. Many distributions have been studied in the literature, among which the Laplacian distribution remains a popular choice balancing simplicity and fidelity to empirical data [134–138]. The Laplacian model for the $(u, v)$-th subband image is defined as

$$p(x) = \frac{\lambda(u, v)}{2} \exp\{-\lambda(u, v)|x|\} \tag{4.18}$$

where $\lambda(u, v)$ is defined as

$$\lambda(u, v) = \begin{cases} 0, & \text{if } (u, v) = (0, 0); \\ \sqrt{\frac{2}{\sigma^2_x(u, v)}}, & \text{otherwise}. \end{cases} \tag{4.19}$$

where $\sigma^2_x(u, v)$ is the variance of the subband image $F(u, v)$ and can be estimated by (4.9) with $p = 2$.

Combined with (4.4), this leads to the MAP formulation as maximize $\log p(x)$ subject to the QCS constraint $\Omega(y)$ in (4.1), the GGMRF constraint in (4.8) and
the Laplacian model in (4.18). With Lagrangian optimization, the MAP estimator is given by:

$$\hat{x}_{MAP} = \arg \max_{x \in \Omega(y)} \{-\lambda(u, v)|x| - \sum_{c \in C} V_c(x_c)\}$$

$$= \arg \min_{x \in \Omega(y)} \{\lambda(u, v)|x| + \sum_{c \in C} V_c(x_c)\}$$

(4.20)

For the DC subband image, the MAP estimator is given by

$$\hat{x}_{MAP} = \arg \min_{x \in \Omega(y)} \left\{ \frac{1}{p\sigma_x^p} \sum_{(i,j) \in C} g(i, j)|x - x'|^p \right\}$$

(4.21)

By differentiating (4.21) with respect to $x$, we obtain

$$\frac{1}{\sigma_x^p} \sum_{(i,j) \in C} g(i, j)|x - x'|^{p-1} \text{sign}(x - x') = 0$$

(4.22)

For AC subband images,

$$\hat{x}_{MAP} = \arg \min_{x \in \Omega(y)} \left\{ \frac{\sqrt{2}}{\sqrt{\sigma_x^2(u, v)}} |x| + \frac{1}{p\sigma_x^p} \sum_{(i,j) \in C} g(i, j)|x - x'|^p \right\}$$

(4.23)

By differentiating (4.23) with respect to $x$, we get

$$\frac{\sqrt{2}}{\sqrt{\sigma_x^2(u, v)}} \text{sign}(x) + \frac{1}{\sigma_x^p} \sum_{(i,j) \in C} g(i, j)|x - x'|^{p-1} \text{sign}(x - x') = 0$$

(4.24)

A root finding technique can be then used to find the optimal MAP estimator in (4.24). A half interval search is used in our experiments. It is noted that any optimized root finding technique should work with both TD-MRF and SD-MRF solutions [139].

Both the SD-MRF and TD-MRF solutions treat the block artifact reduction as a Bayesian estimation problem with a MRF model. They are distinguished in the following aspects. First, the SD-MRF assumes a Gaussian noise model and uses this constraint on the restored image to balance the image fidelity and smoothness. The TD-MRF assumes a Laplacian model on the DCT AC coefficients and uses this constraint to address the image fidelity. Hence, a more accurate noise model will improve the SD-MRF quality, while a more accurate AC coefficient model will help
the TD-MRF solution. Second, in SD-MRF, the MAP optimization is done on the entire image in the spatial domain; while in TD-MRF, the MAP solution is obtained on each subband image sequentially. Since the DCT transform compacts the energy in the first few coefficients and the human visual system is more sensitive to lower frequency than higher frequencies, the TD-MRF can achieve artifact reduction progressively.

4.3.3 TSD-MRF Solution

The TSD-MRF solution is a simple extension by combining the TD-MRF solution and SD-MRF solution serially. Despite its simplicity, our experimental results shows that it can achieve significant visual quality improvement. For the TSD-MRF solution,

- On a $M \times N$ blocky image, use the TD-MRF procedure and obtain a processed image;
- On the TD-MRF processed image, use the SD-MRF procedure.

4.4 EXPERIMENTAL RESULTS

In this Section, we compare these three methods in the following four aspects:

- block artifact reduction measured by MSDS and MSDS$_t$;
- image fidelity measured by PSNR;
- computational complexity in terms of processing time in millisecond on a Pentium III 933MHz computer with 256MB RAM;
- visual subjective quality by showing the original image, the blocky image and the processed image.
The algorithms are implemented by Visual C++ 6.0. We tested the following four 512×512 TIFF images (Lena, Peppers, Couple, Boat) and one 256×256 (Cameraman) from the USC-SIPI data base [140]. Each image is encoded using JPEG by the VcDemo reference software [141]. Two data rates, 0.2bpp and 0.3bpp, are tested for each image. MSDS, MSDS\textsubscript{t}, PSNR and processing time are compared in Table 4.2 - 4.6. We obtained the processing time for each subband in the TD-MRF solution. Our experimental results show that the MSDS, MSDS\textsubscript{t} and PSNR of the spatial domain reconstructed images generally stop changing after the first 20-25 subband images are processed. So the processing time for TD-MRF is accumulated to the subband when these metrics stop changing.

As we can see from the results, SD-MRF can improve the PSNR by 0.2-0.6dB, while TD-MRF and TSD-MRF will lose 0.1-1dB in PSNR. In MSDS and MSDS\textsubscript{t}, SD-MRF also generally leads to more reductions than TD-MRF. This is particularly true when the JPEG encoded image is less blocky, i.e., at higher data rates such as 0.3bpp. Meanwhile, TSD-MRF leads to lower MSDS and MSDS\textsubscript{t} than both SD-MRF and TD-MRF.

In terms of computational complexity, TD-MRF uses less processing time compared with SD-MRF. To quantize this comparison, we normalize the TD-MRF processing time by the entire image’s SD-MRF processing time. We also normalize the TD-MRF MSDS reduction with the SD-MRF MSDS reduction. We show the normalized MSDS reduction versus normalized processing time with the increase of number of subband images in Fig. 4.4 and Fig. 4.5. As we can see from Fig. 4.4, TD-MRF uses 10 – 15\% of the processing power but can achieve 75 – 100\% of MSDS reduction compared with the SD-MRF solution. In the case of JPEG coding with a 0.3bpp data rate, the TD-MRF method generally uses 15 – 25\% processing power and achieves 45 – 75\% MSDS reduction. From this comparison, we can conclude that TD-MRF is more effective in reducing complexity for images encoded at a lower data rate. This may serve low-end devices, such as mobile telephones, well in the sense that low-end computational resources are often associated with smaller band-
width or storage spaces in these applications. It is noted that the PSNR of TD-MRF processed images does not change much with the increase of the subband numbers. For TSD-MRF, its computational complexity is basically the sum of TD-MRF and SD-MRF. Another observation is the time for TD-MRF to process each subband image. Each subband image is \( \frac{1}{64} \) of the size of the whole image. Denote the time for SD-MRF to process the whole image as \( T_s \). For DC subband image, it generally takes a little more than \( \frac{T_s}{64} \), while each of the first few AC subband images takes a little less than \( \frac{T_s}{64} \). The processing accelerates with the increase of frequency. Beyond 20-25 subbands, the subband images are virtually flat with sparse large values and TD-MRF processing generally has marginal effect on these subband images.

Although the MSDS, \( MS{DS}_t \), and PSNR results show that our methods can reduce the block artifact significantly without endangering the fidelity of the original image, we have to be careful here to make sure that the MSDS reduction does not lead to over-blurring, one artifact that many block artifact reduction algorithms frequently suffer from. This concern is especially valid in the case of TSD-MRF, where we observe that MSDS of the TSD-MRF is sometimes even lower than the MSDS of the original image. While this can be interpreted as over-blurring objectively, we find in Fig. 4.8-(d) and 4.10-(d) that this is not necessarily true subjectively. We demonstrate two test images (Lena and Peppers) with their blocky images and processed images shown side by side. In the 0.2bpp case, the SD-MRF and TD-MRF have comparable visual quality, and TSD-MRF is significantly better. In the 0.3bpp case, SD-MRF and TSD-MRF have very slightly better quality than TD-MRF.

4.5 Conclusions

To conclude, we presented a transform domain Markov Random Field model in this work to address the block artifact reduction problem in BDCT-based image compression. We presented two methods, namely TD-MRF and TSD-MRF, based on this model. We showed by objective and subjective comparisons that TD-MRF can
Table 4.2
MSDS, MSDS<sub>t</sub>, PSNR and processing time (PT) comparison (Lena 512 × 512).

<table>
<thead>
<tr>
<th>Title</th>
<th>MSDS</th>
<th>MSDS&lt;sub&gt;t&lt;/sub&gt;</th>
<th>PSNR (dB)</th>
<th>PT (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original</td>
<td>1257</td>
<td>1624</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>JPEG Encoded (0.2 bpp)</td>
<td>5299</td>
<td>6674</td>
<td>28.90</td>
<td>N/A</td>
</tr>
<tr>
<td>SD-MRF (0.2 bpp)</td>
<td>3078</td>
<td>4055</td>
<td>29.44</td>
<td>48072</td>
</tr>
<tr>
<td>TD-MRF (0.2 bpp)</td>
<td>3241</td>
<td>4071</td>
<td>27.92</td>
<td>8066</td>
</tr>
<tr>
<td>TSD-MRF (0.2 bpp)</td>
<td>1694</td>
<td>2229</td>
<td>27.80</td>
<td>57063</td>
</tr>
<tr>
<td>JPEG Encoded (0.3 bpp)</td>
<td>3435</td>
<td>4384</td>
<td>31.68</td>
<td>N/A</td>
</tr>
<tr>
<td>SD-MRF (0.3 bpp)</td>
<td>1806</td>
<td>2427</td>
<td>32.19</td>
<td>41369</td>
</tr>
<tr>
<td>TD-MRF (0.3 bpp)</td>
<td>2511</td>
<td>3192</td>
<td>30.84</td>
<td>11030</td>
</tr>
<tr>
<td>TSD-MRF (0.3 bpp)</td>
<td>1220</td>
<td>1641</td>
<td>30.49</td>
<td>51270</td>
</tr>
</tbody>
</table>

Table 4.3
MSDS, MSDS<sub>t</sub>, PSNR and processing time (PT) comparison (Peppers 512 × 512).

<table>
<thead>
<tr>
<th>Title</th>
<th>MSDS</th>
<th>MSDS&lt;sub&gt;t&lt;/sub&gt;</th>
<th>PSNR (dB)</th>
<th>PT (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original</td>
<td>2079</td>
<td>2418</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>JPEG Encoded (0.2 bpp)</td>
<td>5150</td>
<td>6341</td>
<td>28.03</td>
<td>N/A</td>
</tr>
<tr>
<td>SD-MRF (0.2 bpp)</td>
<td>2863</td>
<td>3663</td>
<td>28.60</td>
<td>42322</td>
</tr>
<tr>
<td>TD-MRF (0.2 bpp)</td>
<td>3407</td>
<td>4200</td>
<td>27.44</td>
<td>8510</td>
</tr>
<tr>
<td>TSD-MRF (0.2 bpp)</td>
<td>1724</td>
<td>2212</td>
<td>27.45</td>
<td>52030</td>
</tr>
<tr>
<td>JPEG Encoded (0.3 bpp)</td>
<td>2799</td>
<td>3524</td>
<td>31.28</td>
<td>N/A</td>
</tr>
<tr>
<td>SD-MRF (0.3 bpp)</td>
<td>1357</td>
<td>1799</td>
<td>31.79</td>
<td>41431</td>
</tr>
<tr>
<td>TD-MRF (0.3 bpp)</td>
<td>2145</td>
<td>2697</td>
<td>30.53</td>
<td>10531</td>
</tr>
<tr>
<td>TSD-MRF (0.3 bpp)</td>
<td>998</td>
<td>1322</td>
<td>30.27</td>
<td>52270</td>
</tr>
</tbody>
</table>
Table 4.4
MSDS, MSDS_t, PSNR and processing time (PT) comparison (Couple 512 × 512).

<table>
<thead>
<tr>
<th>Title</th>
<th>MSDS</th>
<th>MSDS_t</th>
<th>PSNR (dB)</th>
<th>PT (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original</td>
<td>3654</td>
<td>4554</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>JPEG Encoded (0.2 bpp)</td>
<td>10102</td>
<td>12273</td>
<td>25.44</td>
<td>N/A</td>
</tr>
<tr>
<td>SD-MRF (0.2 bpp)</td>
<td>6318</td>
<td>7867</td>
<td>25.84</td>
<td>41790</td>
</tr>
<tr>
<td>TD-MRF (0.2 bpp)</td>
<td>6413</td>
<td>7803</td>
<td>25.32</td>
<td>6660</td>
</tr>
<tr>
<td>TSD-MRF (0.2 bpp)</td>
<td>3626</td>
<td>4538</td>
<td>25.33</td>
<td>49400</td>
</tr>
<tr>
<td>JPEG Encoded (0.3 bpp)</td>
<td>8108</td>
<td>10097</td>
<td>27.67</td>
<td>N/A</td>
</tr>
<tr>
<td>SD-MRF (0.3 bpp)</td>
<td>4808</td>
<td>6210</td>
<td>28.13</td>
<td>41369</td>
</tr>
<tr>
<td>TD-MRF (0.3 bpp)</td>
<td>6110</td>
<td>7604</td>
<td>27.59</td>
<td>10350</td>
</tr>
<tr>
<td>TSD-MRF (0.3 bpp)</td>
<td>3451</td>
<td>4423</td>
<td>27.59</td>
<td>54430</td>
</tr>
</tbody>
</table>

Table 4.5
MSDS, MSDS_t, PSNR and processing time (PT) comparison (Boat 512 × 512).

<table>
<thead>
<tr>
<th>Title</th>
<th>MSDS</th>
<th>MSDS_t</th>
<th>PSNR (dB)</th>
<th>PT (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original</td>
<td>3911</td>
<td>4767</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>JPEG Encoded (0.2 bpp)</td>
<td>8878</td>
<td>10947</td>
<td>26.24</td>
<td>N/A</td>
</tr>
<tr>
<td>SD-MRF (0.2 bpp)</td>
<td>5589</td>
<td>7095</td>
<td>26.67</td>
<td>41060</td>
</tr>
<tr>
<td>TD-MRF (0.2 bpp)</td>
<td>5498</td>
<td>6755</td>
<td>25.87</td>
<td>8984</td>
</tr>
<tr>
<td>TSD-MRF (0.2 bpp)</td>
<td>3129</td>
<td>3969</td>
<td>25.84</td>
<td>51020</td>
</tr>
<tr>
<td>JPEG Encoded (0.3 bpp)</td>
<td>7176</td>
<td>8965</td>
<td>28.13</td>
<td>N/A</td>
</tr>
<tr>
<td>SD-MRF (0.3 bpp)</td>
<td>4285</td>
<td>5525</td>
<td>28.57</td>
<td>43225</td>
</tr>
<tr>
<td>TD-MRF (0.3 bpp)</td>
<td>5315</td>
<td>6620</td>
<td>28.02</td>
<td>10770</td>
</tr>
<tr>
<td>TSD-MRF (0.3 bpp)</td>
<td>2989</td>
<td>3844</td>
<td>27.95</td>
<td>54270</td>
</tr>
</tbody>
</table>
Table 4.6
MSDS, $\text{MSDS}_t$, PSNR and processing time (PT) comparison (Cam-
eraman 256 $\times$ 256).

<table>
<thead>
<tr>
<th>Title</th>
<th>MSDS</th>
<th>$\text{MSDS}_t$</th>
<th>PSNR (dB)</th>
<th>PT (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original</td>
<td>2278</td>
<td>2767</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>JPEG Encoded (0.2 bpp)</td>
<td>4325</td>
<td>5164</td>
<td>22.32</td>
<td>N/A</td>
</tr>
<tr>
<td>SD-MRF (0.2 bpp)</td>
<td>3336</td>
<td>4025</td>
<td>22.56</td>
<td>9974</td>
</tr>
<tr>
<td>TD-MRF (0.2 bpp)</td>
<td>3232</td>
<td>3866</td>
<td>22.27</td>
<td>1760</td>
</tr>
<tr>
<td>TSD-MRF (0.2 bpp)</td>
<td>2399</td>
<td>2904</td>
<td>22.36</td>
<td>11935</td>
</tr>
<tr>
<td>JPEG Encoded (0.3 bpp)</td>
<td>3440</td>
<td>4276</td>
<td>25.77</td>
<td>N/A</td>
</tr>
<tr>
<td>SD-MRF (0.3 bpp)</td>
<td>2565</td>
<td>3232</td>
<td>26.06</td>
<td>10826</td>
</tr>
<tr>
<td>TD-MRF (0.3 bpp)</td>
<td>2787</td>
<td>3456</td>
<td>25.69</td>
<td>1810</td>
</tr>
<tr>
<td>TSD-MRF (0.3 bpp)</td>
<td>2032</td>
<td>2554</td>
<td>25.70</td>
<td>12045</td>
</tr>
</tbody>
</table>
substantially relax the computational complexity constraint compared with SD-MRF and still achieve significant block artifact reduction. We noted that TD-MRF generally cannot achieve as much block artifact reduction as SD-MRF. This is because in highly quantized images, almost all high frequency coefficients are truncated to zero. Hence, loss incurred to high frequency coefficients cannot be fully recaptured if subbands are processed separately as in TD-MRF. In the meantime, the TSD-MRF framework that combines the TD-MRF and SD-MRF leads to more significant block artifact reduction without over-blurring the image.
Fig. 4.3. Subband representation of the DCT coefficients. (a) Blocky image; (b) Subband representation: (i) top left: DC subband image; (ii) top right: (0,1)-th subband image; (iii) bottom left: (1,0)-th subband image; (iv) bottom right: (1,1)-th subband image.
Fig. 4.4. Normalized comparison (0.2bpp).

Fig. 4.5. Normalized comparison (0.3bpp).
Fig. 4.6. Original test images. (a) Lena (512 × 512); (b) Peppers (512 × 512).
Fig. 4.7. Comparisons of the SD-MRF, TD-MRF and TSD-MRF methods (Lena 0.2bpp). (a) JPEG encoded image (0.2bpp); (b) TD-MRF (c) SD-MRF; (d) TSD-MRF.
Fig. 4.8. Comparisons of the SD-MRF, TD-MRF and TSD-MRF methods (Lena 0.3bpp). (a) JPEG encoded image(0.3bpp); (b) TD-MRF (c) SD-MRF; (d) TSD-MRF.
Fig. 4.9. Comparisons of the SD-MRF, TD-MRF and TSD-MRF methods (*Peppers* 0.2bpp). (a) JPEG encoded image (0.2bpp); (b) TD-MRF (c) SD-MRF; (d) TSD-MRF.
Fig. 4.10. Comparisons of the SD-MRF, TD-MRF and TSD-MRF methods (Peppers 0.3bpp). (a) JPEG encoded image (0.3bpp); (b) TD-MRF (c) SD-MRF; (d) TSD-MRF.
5. CONCLUSIONS

Advances in video compression and video processing have made it possible to deliver high quality video for many applications. Rate and distortion tradeoffs have long been a major concern in video coding. Within the last two decades, video quality has significantly improved while data rate and cost continues to decrease. Many researchers have pondered the future of video compression. With many more new technologies on the horizon, there are also many new video applications that pose new research challenges. We believe, along with the rate distortion tradeoff, low complexity and low latency will also become a very challenging problem for many applications [50,52,64–77]. In this dissertation we examined the design of low complexity video compression and processing methods.

5.1 Contributions of This Dissertation

- Rate Distortion Analysis of Wyner-Ziv Video Coding

We addressed the rate-distortion performance of Wyner-Ziv video coding. A theoretic analysis of Wyner-Ziv video coding was developed. We studied the Wyner-Ziv video coding performance and compared it with conventional motion-compensated prediction (MCP) based video coding. We showed that theoretically Wyner-Ziv video coding may outperform by up to 0.9bit/sample DPCM-frame video coding. For most practical sequences with low motion correlation across the sequences, the rate saving is less significant. When compared with INTER-frame video coding, Wyner-Ziv video coding leads to a rate increase of as much as 0.2-0.6bit/sample for sequences with small motion vector variances and 1bit/sample for those with large motion vector variances.
The results show that the simple side estimator cannot meet the expectation of practical applications and more effective side estimation is needed.

- **Conventional Motion Search Methods Revisited**

  We studied the use of conventional motion search methods for side estimators. The results showed that the use of sub-pixel motion search does not affect the coding efficiency as much as it does in conventional video coding. Also, the use of sub-sampling motion search only results in small coding efficiency loss with Wyner-Ziv video coding. This indicates that for side estimators that cannot locate the rough position of the true motion vectors in the first place, it makes little sense to further refine the motion vector by using sub-pixel motion search. For decoders with limited computing capability, a 2:1 or even coarser subsampling is worth consideration. We also showed that the use of multi-reference motion search can effectively improve coding efficiency. Side estimators with two reference frames can outperform those with one reference frame by 0.2bit/sample or more. More data rate reduction can be achieved with more reference frames.

- **Wyner-Ziv Video Coding with a Refined Side Estimator**

  We presented a new Wyner-Ziv video decoder with a refined side estimator. The goal of this new decoder is to better exploit the motion correlation in the reconstructed video sequence and hence improve the coding efficiency. The idea of refined side estimator is to progressively extract side information from both previous reconstructed frames and the current partially decoded Wyner-Ziv frame. The experimental results showed that our design can improve the coding quality by as much as 2dB in PSNR.

- **Wyner-Ziv Video Coding with Universal Side Estimator**

  We proposed a novel decoding structure with a universal prediction side estimator. The goal of this decoder is to reduce the decoding complexity at the
Wyner-Ziv decoder and hence make it possible to design an encoder and decoder with low complexity. This new side estimator uses a non-motion-search method to construct the initial estimate at the Wyner-Ziv video decoder. The test results show that for sequences in which the motion can be predicted with previous frames, the universal prediction side estimator is 2-3dB lower than the conventional MCP-based motion side estimators in terms of coding efficiency. However, for other sequences, the coding efficiency is rather close and sometimes universal prediction side estimator even outperforms the MCP-based side estimator. We also showed that this new method can significantly reduce the coding complexity at the decoder.

**Block Artifact Reduction Using A Transform Domain Markov Random Field Model**

Lossy image and video compression is often accompanied with annoying artifacts. Post processing methods are used to reduce or eliminate the artifacts. Many post processing methods are done in the spatial domain. Since human visual system is not as sensitive to the artifacts in the high frequency bands as to those in the low frequency bands, spatial domain post processing methods may unnecessarily process those artifacts in the high frequency bands and hence lead to high computational complexity. We presented a transform domain Markov Random Field model to address the artifact reduction. We presented two methods, namely TD-MRF and TSD-MRF, based on this model. We showed by objective and subjective comparisons that transform domain post processing method can substantially relax the computational complexity constraint compared with spatial domain method and still achieve significant block artifact reduction. We note that TD-MRF generally cannot achieve as much block artifact reduction as SD-MRF. This is because in highly quantized images, almost all high frequency coefficients are truncated to zero. Hence, loss incurred to high frequency coefficients cannot be fully recaptured if subbands
are processed separately as in TD-MRF. Meanwhile, the TSD-MRF framework that combines the TD-MRF and SD-MRF leads to more significant block artifact reduction without over-blurring the image.

5.2 Future Work

The future work can be explored from the following three perspectives:

• For rate distortion analysis of Wyner-Ziv video coding, we have developed a systemic method to analyze the video coding efficiency. In the future, this method can be extended to analyze the use of other motion search methods for the Wyner-Ziv side estimator, such as motion search with various block shapes, leaky motion prediction, motion vector prediction, and multiple description motion search.

• For universal prediction based side information estimation, we currently only use the co-located pixels in the previous frames as the search context. In the future, one could consider how to optimally select a context to improve video coding efficiency, in particular the size and shape of the context. Our results showed that universal prediction sometimes can better capture the characteristics of a video sequence, hence one could also study the use of universal prediction in conventional video coding.

• In this thesis we addressed the rate distortion tradeoffs in low complexity video compression. A broader problem to study in the future is to explore the theoretic aspects of rate-distortion-complexity tradeoffs and the applications in video compression. This is particularly important for applications that face constraints both in the data rate and computational resources.
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