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</tr>
<tr>
<td>5.63</td>
<td>(a) Original mammogram with the microcalcifications outlined. (b) Background subtracted image $I_1$. (c) Normal linear structure map $I_m$. (d) Residual image with more conspicuous microcalcifications.</td>
</tr>
<tr>
<td>5.64</td>
<td>Results in Figure 5.63 repeated for the region centered at the microcalcifications. (a) Original mammogram containing microcalcifications. (b) Background subtracted image $I_1$. (c) Normal linear structure map $I_m$. (d) Residual image with more conspicuous microcalcifications.</td>
</tr>
</tbody>
</table>
Mammography is currently the best technique for reliable detection of early, non-palpable, potentially curable breast cancer. In the past decade there has been tremendous interest in computer aided diagnosis (CAD) in digital mammograms. The goal has been to increase diagnostic accuracy as well as the reproducibility of mammographic interpretation.

Among breast abnormalities, spiculated masses having a stellate appearance are the most difficult type of tumor to detect. We propose a multiresolution feature analysis and classification approach for the detection of spiculated lesions. In general, it is difficult to determine the size of the neighborhood that should be used to extract local features of spiculated lesions. There is a fundamental difference in our method compared to other approaches, in that we extract and classify features at multiple resolutions, hence overcoming the difficulty of choosing a neighborhood size a priori to capture tumors of varying sizes. Furthermore, the top-down classification requires less computation by starting with the coarsest resolution image and propagating detection results to finer resolutions. On the MIAS database, we achieved 84.2% true positive detection at less than 1 false positive per image and 100% true positive detection at 2.2 false positive per image.

The effectiveness of algorithms for detecting cancers can be greatly increased if these algorithms work synergistically with algorithms for recognizing normal mammograms. However, little work has been done on understanding normal mammograms.
We propose a novel technique to specifically characterize normal mammograms based on normal tissue identification and removal, which is independent of the types of abnormalities that may exist in the mammogram. Experimental results have shown that this approach also facilitates the classification of abnormalities, since suppressing normal background structures enhances the contrast and obviousness of abnormal structures.
1. INTRODUCTION

Breast cancer is the second major cause of death from cancer among American women and continues to be the leading cause of nonpreventable cancer death [1]. It is a serious health problem in the United States, the incidence of which continues to rise [2]. The American Cancer Society (ACS) estimates that, on average, every 15 minutes five women are diagnosed with breast cancer, and one woman dies of this disease. It is also estimated that one in eight women will be diagnosed with breast cancer in her lifetime, and 1 in 30 will die from it [2]. Mammography is currently the best technique for reliable detection of early, non-palpable, potentially curable breast cancer [3]. The mortality rate from this disease decreased for the first time in 1995, due in part to the increasing utilization of screening mammography [2]. However, radiologists vary in their interpretation of mammograms. In addition, the interpretation is a repetitive task that requires much attention to minute detail. Therefore, in the past decade there has been tremendous interest in the use of image processing and analysis techniques [4, 5, 6, 7, 8, 9] for Computer Aided Diagnosis (CAD) in digital mammograms, which will replace conventional mammograms in the near future. The goal has been to increase diagnostic accuracy as well as the reproducibility of mammographic interpretation.

Among breast abnormalities, spiculated masses having a stellate appearance in mammograms are the worst and most difficult type of tumor to detect [1]. Their central masses are usually irregular with ill-defined borders. Their sizes vary from a few millimeters to several centimeters in diameter. Computer aided tumor detection in digital mammograms usually consists of feature extraction followed by classification [4]. In general, it is difficult to determine the size of the neighborhood that
should be used to extract local features of spiculated lesions. If the neighborhood is too large, small lesions may be missed; while if the neighborhood is too small, parts of large lesions may be missed. In this thesis we propose a new multiresolution image analysis algorithm for the detection of spiculated lesions in mammograms [10, 11] that specifically addresses this difficulty of predetermining the neighborhood size for feature extraction. We first obtain a multiresolution representation of the original mammogram using a linear phase nonseparable 2-D wavelet transform. Features that are designed to differentiate spiculated lesions from normal structures are then extracted for every pixel at each resolution. Detection is performed from the coarsest resolution to the finest resolution using a binary tree classifier. There is a fundamental difference in our method than other approaches, in that we extract and classify features at multiple resolutions, hence overcoming the difficulty of choosing a neighborhood size \textit{a priori} to capture tumors of varying sizes. Furthermore, the top-down classification we use requires less computation by starting with the coarsest resolution image (least amount of data) and propagating detection results to finer resolutions.

Cancer treatment is most effective when the cancer is detected early, it follows that the progress in treatment will be closely related to the ability to reduce the proportion of “misses” in the cancer detection task. This, in turn, requires better methods for analyzing hard abnormal mammograms, which are hard because they are very similar to normal mammograms. The effectiveness of algorithms for detecting cancers can be greatly increased if these algorithms work synergistically with algorithms for characterizing normal mammograms. However, little work has been done on understanding normal mammograms [12]. In this thesis we propose a novel algorithm to specifically characterize normal mammograms. This algorithm is based on normal tissue identification and removal, which is independent of the types of abnormalities that may exist in the mammogram. This approach also facilitates the classification of abnormalities, since suppressing normal background structures enhances the contrast and obviousness of abnormal structures. In addition, the normal tissue characterization problem is fundamentally simpler and easier for computers to solve than is the
tumor detection problem, because the properties of images of normal tissue are much simpler than the properties of images of abnormalities of various types, sizes, and stages of development.

In Chapter 2, we first summarize the features of three types of breast lesions in digital mammograms: microcalcifications, circumscribed lesions, and spiculated or stellate lesions. We then present a survey of the current status of CAD research in digital mammography.

In Chapter 3, we provide an overview of multiresolution representations of signals using wavelets. In Section 3.3, one dimensional multiresolution analysis is discussed, including the orthogonal and biorthogonal wavelet representations. Then in Section 3.4, multiresolution analysis is extended to two dimensions. Both separable and non-separable wavelet transforms are discussed.

We present the new multiresolution analysis algorithm for automatic detection of spiculated lesions in Chapter 4. In Section 4.2, we describe the multiresolution decomposition method. In Section 4.3, we discuss the mammographic features used to characterize spiculated lesions of different sizes at various resolutions. The top-down classification approach is discussed in Section 4.4. Experimental results and discussion are presented in Section 4.5.

The normal mammogram characterization technique is then presented in Chapter 5. First we describe features of normal mammograms in Section 5.2. Then in Section 5.3, we present a new line detector that is capable of extracting linear mammographic features. The characterization algorithm is discussed in Section 5.4. Finally we present experimental results and discussion in Section 5.5.
2. COMPUTER AIDED DIAGNOSIS IN DIGITAL MAMMOGRAPHY

2.1 Features of Breast Lesions in Mammograms

Mammograms are X-ray breast images whose usefulness in the study of breast cancer was first reported in 1913 and has been proved over time [2]. Figure 2.1 shows the appearance of a normal mammogram. Mammographic abnormalities in breast cancer can be characterized into three classes [13]: microcalcifications, circumscribed masses, and spiculated or stellate lesions. These mammographic features are summarized as follows (example mammograms are taken from [13] except noted otherwise).

1. Microcalcifications

Malignant microcalcifications vary extremely in form, size, density, and number. They are usually clustered within one area of the breast, often within one lobe. Figure 2.2 shows two basic types of malignant microcalcifications. The granular type in (a) is tiny with dot-like or elongated shape and innumerable. The casting type in (b) consists of fragments with irregular contour and varying length. Benign microcalcifications are characterized by homogeneous shape, uniform density, sharp outline, or radiolucent density. Some examples are given in Figure 2.3. The microcalcifications in (a) are very fine and dense with homogeneous spherical, pearl-like shape, and are sharply outlined. The microcalcifications in (b) are oval, ring-shaped with radiolucent centers. The microcalcifications in (c) are coarse, irregular but sharply outlined and uniformly dense. A more detailed summary of mammographic characteristics of microcalcifications is shown in Figure 2.4.
2. Circumscribed Masses

Malignant masses are high density radiopaque and random oriented. Two examples are shown in Figure 2.5. On the other hand, halo and capsule are characteristics of benign masses with rare exceptions. A halo is a narrow radiolucent ring or a segment of a ring around the periphery of a tumor, as shown in Figure 2.6 (a). A capsule is a thin, curved, radiopaque line that is seen only when it surrounds tumors containing fat, as shown in Figure 2.6 (b). A cyst with smooth borders and orient in the direction of the nipple following the trabecular structure of the breast also indicates a benign lesion, as shown in Figure 2.6 (c). A more detailed summary of mammographic characteristics of circumscribed masses is shown in Figure 2.7.

3. Spiculated Lesions

Spiculated lesions are almost all malignant. Figure 2.8 shows two examples. The lesion in (a) has a distinct central tumor mass with dense spicules radiating in all directions. The spicule length usually increases with tumor size. The lesion in (b) has a very small, hardly perceptible tumor center and a lace-like, fine reticular radiating structure which causes parenchymal distortion and/or asymmetry. Occasionally benign spiculated lesions are characterized by translucent, oval or circular center, as shown in Figure 2.9 (a), or translucent areas within a loose structure and low density spicules, as shown in Figure 2.9 (b). A more detailed summary of mammographic characteristics of spiculated lesions is shown in Figure 2.10.

2.2 Current Status of CAD research in Digital Mammography

Studies have shown that mammography can be used to detect breast cancer two years before it is palpable and, when properly administered, can reduce the overall mortality from breast cancer by up to 30% [14]. However, radiologists’ interpretation of the same mammogram may differ substantially [15] since mammograms are
generally low in contrast and high in noise, while breast structures are small and complex. The false negative rate in current clinical mammography is reported to vary from 4% to 20% [2, 16, 17, 18, 19, 20]. On the other hand, of women who have positive mammograms and are sent for a biopsy, only 15–34% actually have cancer [21, 22]. Therefore, in the past decade tremendous research has been done on Computer Aided Diagnosis (CAD) techniques in mammography. The goal has been to increase diagnostic accuracy as well as the reproducibility of mammographic interpretation.

For detecting microcalcifications, Strickland and Hahn [23] designed multiscale matched filters using wavelet transforms for enhancing and detecting calcifications. Nishikawa et al [24] used a difference image technique to enhance microcalcifications first, then extracted potential microcalcifications with a series of three different techniques: a global thresholding, an erosion operator, and a local adaptive thresholding. Finally, some false positives are eliminated by a texture analysis technique and remaining detections are grouped by a non-linear clustering algorithm. Cheng et al [25] proposed a five-step approach based on fuzzy logic technique, which includes image fuzzification, enhancement, irrelevant structure removal, segmentation, and reconstruction. Chan et al [26] investigated a convolution neural network (CNN) based approach and showed its effectiveness in reducing false positive detections. Nagel et al [27] examined three feature analysis methods, namely, rule based, an artificial neural network (ANN), and a combined method, and concluded that the combined method performs best because each of the two methods eliminates different types of false positives. Gürcan et al [28] described a statistical method using skewness and kurtosis to detect microcalcifications. Shen et al [29] developed a set of shape factors, including measures of compactness, moments, and Fourier descriptors, to measure the roughness of contours of calcifications and for use in their classification as malignant or benign. Dhawan et al [30] presented a feature analysis approach. Their combined set of image structure features include first and second order gray-level histogram statistics and wavelet decomposition-based features.
For circumscribed masses, Lai et al [31] relied on a combination of criteria including the shape, brightness contrast, and uniform density of tumor areas for detecting circumscribed masses. Petrick et al [32] used an adaptive density-weighted contrast enhancement filter in conjunction with Laplacian-Gaussian edge detection to detect suspicious mass regions in mammograms. Yin et al [33] and Méndez et al [34] investigated bilateral subtraction technique based on the alignment of corresponding right and left mammograms. Wei et al [35] proposed the use of local texture features in combination with global multiresolution texture features for the detection of masses from normal breast tissue. Kupinski and Giger [36] developed two lesion segmentation techniques — one based on a single feature called the radial gradient index (RGI) and the other based on simple probabilistic models. Brzakovic et al [37] used thresholding and fuzzy pyramid linking for mass localization and classification. Comer et al [9] and Li et al [38] used Markov random fields to classify a mammogram into different texture regions.

For spiculated lesions, Kegelmeyer et al [8, 39] extracted a five-dimensional feature vector for each pixel which included the standard deviation of the edge orientation histogram (ALOE) and the output of four spatial filters. Each feature vector was then classified using a binary decision tree. Karssemeijer and Brake [40] investigated a method based on statistical analysis of a map of edge orientations. Two features were derived from the edge orientation map that were used to classify suspicious regions. Huo et al [41] developed a technique that involves lesion extraction using region growing and feature extraction using radial edge-gradient analysis. Two measures are obtained from four different neighborhoods about the extracted lesion to evaluate the degree of spiculation. Kobatake and Yoshinaga [42] proposed the use of line skeletons and a modified Hough transform to characterize spiculated patterns.

Others have explored classifying breast lesions as benign or malignant. Sahiner et al [43] introduced a rubber band straightening transform (RBST) for characterization of mammographic masses. Features extracted from the RBST images were found to be significantly more effective for tumor classification than those extracted from the
original images. Rangayyan et al [44] investigated the potential of acutance in quantifying the sharpness of the boundaries of tumors, and distinguishing between benign and malignant mammographic tumors in combined usage of other shape factors, such as compactness, Fourier descriptors, moments, and chord-length statistics. Kilday et al [45] studied the use of tumor boundary roughness, circularity, and other shape factors for classification of mammographic lesions as fibroadenomas, cysts, and cancers. Pohlman et al [46] developed a technique based on shape morphology for classifying breast lesions as benign or malignant.

However, little work has been done on understanding normal mammograms. Heine, et al [47] used a statistical method based on wavelet expansion to separate normal regions from potentially abnormal regions containing isolated calcifications. Kalman, et al [48] studied the feasibility of combining the wavelet transform and artificial neural networks to screen normal mammograms from mammograms containing masses.

Significant progress in computer aided diagnosis in mammography has been made. It has even spawned the development of a company called R2 Technology, Inc, where the name “R2” symbolizes second reader. According to the second reader concept, the computer is used to double check the initial reading of a radiologist, much as would a second human reader. The job of the second reader is to detect subtle abnormalities that the first reader might have missed. This approach has been proven successful at increasing the sensitivity for breast cancer detection by up to 15% [49].

With the advent of digital mammography systems, the implementation of CAD systems in everyday clinical applications looks promising [7]. When this occurs, it will change the practice of radiology.
Fig. 2.1. A normal mammogram.
(a) (b)

Fig. 2.2. Two basic types of malignant microcalcifications. (a) Granular: tiny with dot-like or elongated shape, innumerable. (b) Casting: fragments with irregular contour, differ in length.

(a) (b) (c)

Fig. 2.3. Benign microcalcifications. (a) Homogeneous, solid, sharply outlined, spherical, pearl-like, very fine and dense. (b) Ring-shaped, oval, center radiolucent. (c) Coarse, irregular but sharply outlined and very dense.
<table>
<thead>
<tr>
<th>Characteristics of Calcifications</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Anatomical Origin</strong></td>
</tr>
<tr>
<td>Terminal ducts and ductules</td>
</tr>
<tr>
<td>Fragments with irregular contour</td>
</tr>
<tr>
<td>Cyst-like dilated lobules</td>
</tr>
<tr>
<td>Crescent-shaped or elongate on lateral view and circular, faint, opaque masses on cranio-caudal view</td>
</tr>
<tr>
<td>Miscellaneous</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

Fig. 2.4. Mammographic characteristics of calcifications.
Fig. 2.5. Malignant masses. (a) High density radiopaque. (b) Solid tumor with random orientation.

Fig. 2.6. Benign masses. (a) Halo: a narrow radiolucent ring or a segment of a ring around the periphery of a tumor, (b) Capsule: a thin, curved, radiopaque line that is seen only when it surrounds tumors containing fat. (c) A cyst with smooth borders and orient in the direction of the nipple following the trabecular structure of the breast.
### Characteristics of Circumscribed Lesions

<table>
<thead>
<tr>
<th>Importance</th>
<th>Sign</th>
<th>Description</th>
<th>Category</th>
<th>Note</th>
</tr>
</thead>
<tbody>
<tr>
<td>primary</td>
<td>halo</td>
<td>a narrow radiolucent ring or a segment of a ring around the periphery of a lesion</td>
<td>present</td>
<td>both the halo sign and the capsule are characteristic of benign tumors, with rare exceptions</td>
</tr>
<tr>
<td></td>
<td>capsule</td>
<td>a thin, curved, radiopaque line that is seen only when it surrounds lesions containing fat</td>
<td>present and absent</td>
<td></td>
</tr>
<tr>
<td></td>
<td>density</td>
<td>evaluated in relation to the surrounding parenchyma, or, in the case of fatty involution, to the nipple</td>
<td>radiolucent, radiolucent and radiopaque combined, low density radiopaque, high density radiopaque</td>
<td>all radiolucent, all radiolucent and radiopaque combined, and most low density radiopaque lesions are benign</td>
</tr>
<tr>
<td>secondary</td>
<td>form and orientation</td>
<td>spherical or ovoid with smooth borders, orientation is in the direction of the nipple following the trabecular structure of the breast</td>
<td>cyst</td>
<td>These serve as confirmation of diagnoses which should have already been made on the basis of primary signs</td>
</tr>
<tr>
<td></td>
<td>size</td>
<td>may be smooth or lobulated, random orientation</td>
<td>solid tumor</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>very large (&gt; 5 cm)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>intermediate (3-5 cm)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>smaller (&lt; 3 cm)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Fig. 2.8. Malignant spiculated lesions. (a) Distinct central tumor mass with dense spicules radiating in all directions. The spicule length usually increases with tumor size. (b) Very small, hardly perceptible tumor center and a lace-like, fine reticular radiating structure which causes parenchymal distortion and/or asymmetry.

Fig. 2.9. Benign spiculated lesions. (a) Center is translucent, oval or circular. (b) Translucent areas are within a loose structure, spicules are fine and of low density.
<table>
<thead>
<tr>
<th>Characteristics of Spiculate Lesions</th>
<th>diagnosis</th>
<th>tumor center</th>
<th>radiating structure</th>
<th>skin</th>
<th>may cause retraction and localized skin thickening</th>
</tr>
</thead>
<tbody>
<tr>
<td>scirrhous carcinoma, early stage</td>
<td>small, may be imperceptible</td>
<td>translucent oval or circular center of the radiating structure</td>
<td>spicules are fine and of low density</td>
<td>localized skin thickening and retraction may be present</td>
<td></td>
</tr>
<tr>
<td>scirrhous carcinoma, early stage</td>
<td>small, may be imperceptible</td>
<td>translucent oval or circular center of the radiating structure</td>
<td>spicules are fine and of low density</td>
<td>localized skin thickening and retraction may be present</td>
<td></td>
</tr>
<tr>
<td>scirrhous carcinoma, early stage</td>
<td>small, may be imperceptible</td>
<td>translucent oval or circular center of the radiating structure</td>
<td>spicules are fine and of low density</td>
<td>localized skin thickening and retraction may be present</td>
<td></td>
</tr>
<tr>
<td>scirrhous carcinoma, early stage</td>
<td>small, may be imperceptible</td>
<td>translucent oval or circular center of the radiating structure</td>
<td>spicules are fine and of low density</td>
<td>localized skin thickening and retraction may be present</td>
<td></td>
</tr>
<tr>
<td>scirrhous carcinoma, early stage</td>
<td>small, may be imperceptible</td>
<td>translucent oval or circular center of the radiating structure</td>
<td>spicules are fine and of low density</td>
<td>localized skin thickening and retraction may be present</td>
<td></td>
</tr>
<tr>
<td>scirrhous carcinoma, early stage</td>
<td>small, may be imperceptible</td>
<td>translucent oval or circular center of the radiating structure</td>
<td>spicules are fine and of low density</td>
<td>localized skin thickening and retraction may be present</td>
<td></td>
</tr>
<tr>
<td>scirrhous carcinoma, early stage</td>
<td>small, may be imperceptible</td>
<td>translucent oval or circular center of the radiating structure</td>
<td>spicules are fine and of low density</td>
<td>localized skin thickening and retraction may be present</td>
<td></td>
</tr>
<tr>
<td>scirrhous carcinoma, early stage</td>
<td>small, may be imperceptible</td>
<td>translucent oval or circular center of the radiating structure</td>
<td>spicules are fine and of low density</td>
<td>localized skin thickening and retraction may be present</td>
<td></td>
</tr>
<tr>
<td>scirrhous carcinoma, early stage</td>
<td>small, may be imperceptible</td>
<td>translucent oval or circular center of the radiating structure</td>
<td>spicules are fine and of low density</td>
<td>localized skin thickening and retraction may be present</td>
<td></td>
</tr>
<tr>
<td>scirrhous carcinoma, early stage</td>
<td>small, may be imperceptible</td>
<td>translucent oval or circular center of the radiating structure</td>
<td>spicules are fine and of low density</td>
<td>localized skin thickening and retraction may be present</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 2.10. Mammographic characteristics of spiculated lesions.
3. MULTIRESOLUTION REPRESENTATIONS OF IMAGES

3.1 Introduction

In computer vision and image processing, the objects one is interested in generally have very different sizes. Hence, it is impossible to define a priori an optimal resolution for analyzing images. A multiresolution representation reorganizes image information into a set of details appearing at different resolutions, and thus provides a hierarchical framework for image analysis [50]. Recently the wavelet transform has become the most popular technique of obtaining multiresolution representations of signals. It has the advantage of localizing information in both the time (or space) and frequency domains. In particular, it is capable of trading one type of resolution for the other, which makes it especially suitable for the analysis of nonstationary signals [51]. In this chapter, we give an overview of wavelet transform based multiresolution representations of signals.

3.2 Notation

The notation used throughout this chapter is similar to that in [50]. Let \( \mathbb{Z} \) and \( \mathbb{R} \) denote the set of integers and real numbers respectively. \( \mathbb{L}^2(\mathbb{R}) \) and \( \mathbb{L}^2(\mathbb{R}^2) \) denote the vector space of measurable, square-integrable one-dimensional functions \( f(x) \) and two dimensional functions \( f(x,y) \), respectively. The inner product of \( f(x) \in \mathbb{L}^2(\mathbb{R}) \) and \( g(x) \in \mathbb{L}^2(\mathbb{R}) \) is written as

\[
\langle f(x), g(x) \rangle = \int_{-\infty}^{+\infty} f(x)g(x)dx
\]
Similarly, the inner product of \( f(x, y) \in L^2(\mathbb{R}^2) \) and \( g(x, y) \in L^2(\mathbb{R}^2) \) is written as

\[
\langle f(x, y), g(x, y) \rangle = \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} f(x, y) g(x, y) \, dx \, dy
\]

The Fourier transform of \( f(x) \in L^2(\mathbb{R}) \) is defined by

\[
\hat{f}(\omega) = \int_{-\infty}^{+\infty} f(x) e^{-i\omega x} \, dx
\]

and the Fourier transform of \( f(x, y) \in L^2(\mathbb{R}^2) \) is defined by

\[
\hat{f}(\omega_x, \omega_y) = \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} f(x, y) e^{-i(\omega_x x + \omega_y y)} \, dx \, dy
\]

\( \mathbb{I}^2(\mathbb{Z}) \) is the vector space of square-summable sequences

\[
\mathbb{I}^2(\mathbb{Z}) = \left\{ (\alpha(i))_{i \in \mathbb{Z}} : \sum_{i=-\infty}^{+\infty} |\alpha(i)|^2 < \infty, \alpha(i) \in \mathbb{R} \right\}
\]

The discrete time Fourier transform of \( h(n) \in \mathbb{I}^2(\mathbb{Z}) \) is defined by

\[
H(\omega) = \sum_{n=-\infty}^{+\infty} h(n) e^{-i\omega n}
\]

### 3.3 Multiresolution Analysis of One Dimensional Signals

#### 3.3.1 Orthogonal Wavelet Representation

The resolution \( r \) of a signal \( f(x) \) can be described and indexed by the number of samples per length or time unit needed to fully describe \( f(x) \). For example, if the highest frequency contained in \( f(x) \) is 1kHz, then by the sampling theorem [52], 2000 samples/sec is needed to fully represent the signal. We can say the resolution of \( f(x) \) is \( r = 2 \). If we lowpass filter \( f(x) \) such that it is bandlimited to 500Hz, therefore 1000 samples/sec is sufficient to represent the new signal, we then say the resolution is decreased to \( r = 1 \). Resolution is really a relative term. If we let the resolution of the original signal \( f(x) \) be described by the index \( r = 1 \), then the resolution of its lowpass filtered version is \( r = 0.5 \). We usually are interested in representing a signal at various resolutions \( (r_j)_{j \in \mathbb{Z}} \) that varies exponentially, such as \( r_j = 2^j \). In such cases, \( j \) can be used to index the resolutions, instead of \( r_j \). For a non-bandlimited signal, infinitely
many samples per unit are needed to fully represent it, thus it has resolution $j = +\infty$. In practice, a physical measuring device can only measure a signal at finite resolution, i.e., the signal is bandlimited. Usually we index the resolution of the original signal as $j = 0$. Then in the above example, the lowpass filtered signal has a resolution $j = -1$.

Let the original signal $f(x) \in L^2(\mathbb{R})$ and let $A_{2^j}$ be an operator that approximates $f(x)$ at resolution $2^j$, hence $g_j(x) = A_{2^j} f(x) \in L^2(\mathbb{R})$ is an approximation of $f(x)$ and has resolution $2^j$. For example, the operator $A_{2^j}$ could be a lowpass filter that has cutoff frequency $2^j F_{ref}$, where $F_{ref}$ is some reference frequency. Obviously, $g_j(x)$ remains the same if we approximate it again at the same resolution $2^j$. Therefore, $A_{2^j}$ is a projection operator on a particular vector space $V_{2^j} \subset L^2(\mathbb{R})$, where $V_{2^j}$ is the set of all possible approximations at the resolution $2^j$ of all functions in $L^2(\mathbb{R})$. For example, all possible signals that are bandlimited to $2^j F_{ref}$. The set of vector spaces $(V_{2^j})_{j \in \mathbb{Z}}$ is said to be a multiresolution approximation of $L^2(\mathbb{R})$ if it satisfies the following properties [50]:

1. The approximation of a signal at resolution $2^{j+1}$ contains all the necessary information to obtain its approximation at a coarser resolution $2^j$:

$$V_{2^j} \subset V_{2^{j+1}}, \forall j \in \mathbb{Z} \quad (3.1)$$

2. The spaces of approximated functions can be derived from one another by scaling each approximated function by the ratio of their resolutions:

$$f(x) \in V_{2^j} \iff f(2^j x) \in V_{2^{j+1}}, \forall j \in \mathbb{Z} \quad (3.2)$$

3. The approximation $A_{2^j} f(x)$ of a signal $f(x)$ can be characterized by $2^j$ samples per length unit, or equivalently, there exists a mapping $M : V_1 \rightarrow \mathbb{F}(\mathbb{Z})$ such that signals in $V_1$ can be represented at 1 sample per length unit. This is essentially the sampling theorem:

$$M(V_1) = (\alpha_i)_{i \in \mathbb{Z}} \quad (3.3)$$
4. When \( f(x) \) is translated by a length proportional to \( 2^{-j} \), \( A_{2^j} f(x) \) is translated by the same amount and is characterized by the same samples that have been translated. As a consequence of Property 2, it is sufficient to express this for resolution \( j = 0 \):

\[
A_1 f_k(x) = A_1 f(x - k), \quad \text{where} \quad f_k(x) = f(x - k), \forall k \in \mathbb{Z} \tag{3.4}
\]

\[
M(A_1 f(x)) = (\alpha_i)_{i \in \mathbb{Z}} \iff M(A_1 f_k(x)) = (\alpha_{i-k})_{i \in \mathbb{Z}}, \forall k \in \mathbb{Z} \tag{3.5}
\]

5. As the resolution increases to \(+\infty\) the approximated signal converges to the original signal. On the other hand, as the resolution decreases to zero, the approximated signal converges to zero:

\[
\lim_{j \to -\infty} V_{2^j} = \bigcup_{j=-\infty}^{+\infty} V_{2^j} \text{ is dense in } L^2(\mathbb{R}) \tag{3.6}
\]

\[
\lim_{j \to +\infty} V_{2^j} = \bigcap_{j=-\infty}^{+\infty} V_{2^j} = \{0\} \tag{3.7}
\]

Let \( O_{2^j} \) be the vector space that satisfies: (1) \( O_{2^j} \) is orthogonal to \( V_{2^j} \) and (2) \( O_{2^j} \oplus V_{2^j} = V_{2^{j+1}} \), i.e. it is the orthogonal complement of \( V_{2^j} \) in \( V_{2^{j+1}} \).

It can be shown [50] that there exists a unique scaling function \( \phi(x) \in L^2(\mathbb{R}) \), such that if we let \( \phi_{2^j}(x) = 2^j \phi(2^j x) \) for \( j \in \mathbb{Z} \), then \( (2^{-j/2} \phi_{2^j}(x - 2^{-j} n))_{n \in \mathbb{Z}} \) is an orthonormal basis of \( V_{2^j} \). Accordingly, an orthogonal wavelet function \( \psi(x) \) can be defined as a function with Fourier transform \( \hat{\psi}(\omega) = G(\frac{\omega}{2}) \hat{\phi}(\frac{\omega}{2}) \), where

\[
G(\omega) = e^{-j\omega H(\omega + \pi)} \tag{3.8}
\]

and \( H(\omega) \) is the transfer function of a discrete time (or space) filter with impulse response

\[
\hat{h}(n) = \langle \phi_{2^{-1}}(x), \phi(x - n) \rangle, \forall n \in \mathbb{Z} \tag{3.9}
\]
Similarly if we let \( \psi_{2^j}(x) = 2^j \psi(2^j x) \) for \( j \in \mathbb{Z} \), then \( (2^{-j/2} \psi_{2^j}(x - 2^{-j} n))_{n \in \mathbb{Z}} \) is an orthonormal basis of \( O_{2^j} \) and \( (2^{-j/2} \psi_{2^j}(x - 2^{-j} n))_{(n,j) \in \mathbb{Z}^2} \) is an orthonormal basis of \( L^2(\mathbb{R}) \).

The approximation of any signal \( f(x) \in L^2(\mathbb{R}) \) at resolution \( 2^j \) can then be obtained by projecting \( f(x) \) onto the vector space \( V_{2^j} \)

\[
g_j(x) = A_{2^j} f(x) = 2^{-j} \sum_{n=-\infty}^{+\infty} \langle f(x), \phi_{2^j}(x - 2^{-j} n) \rangle \phi_{2^j}(x - 2^{-j} n)
\]

The detail signal at resolution \( 2^j \), defined as the “difference” between the approximation of function \( f(x) \) at resolutions \( 2^{j+1} \) and \( 2^j \), is given by a similar decomposition in the vector space \( O_{2^j} \)

\[
D_{2^j} f(x) = 2^{-j} \sum_{n=-\infty}^{+\infty} \langle f(x), \psi_{2^j}(x - 2^{-j} n) \rangle \psi_{2^j}(x - 2^{-j} n)
\]

Let \( \alpha_n^j = \langle f(x), \phi_{2^j}(x - 2^{-j} n) \rangle \) and let \( \beta_n^j = \langle f(x), \psi_{2^j}(x - 2^{-j} n) \rangle \), we can then rewrite the above equations as

\[
g_j(x) = A_{2^j} f(x) = 2^{-j} \sum_{n=-\infty}^{+\infty} \alpha_n^j \phi_{2^j}(x - 2^{-j} n)
\]

\[
D_{2^j} f(x) = 2^{-j} \sum_{n=-\infty}^{+\infty} \beta_n^j \psi_{2^j}(x - 2^{-j} n)
\]

For any \( J \in \mathbb{Z} \), the set of coefficients

\[
(\alpha_n^J, (\beta_n^j)_{j \leq j < +\infty})_{n \in \mathbb{Z}}
\]

known as the wavelet coefficients, are called an orthogonal wavelet representation of \( f(x) \) [53], where \( J \) is arbitrary and denotes the depth of the decomposition.

Define \( \tilde{h}(n) = h(-n) \) and \( \tilde{g}(n) = g(-n) \), where \( h(n) \) is defined as in Equation 3.9 and \( g(n) \) is the impulse response of the transfer function defined in Equation 3.8. It can be further shown that both \( (\alpha_n^j)_{n \in \mathbb{Z}} \) and \( (\beta_n^j)_{n \in \mathbb{Z}} \) can be obtained from the finer approximation \( (\alpha_n^{j+1})_{n \in \mathbb{Z}} \) as follows: treat \( (\alpha_n^{j+1})_{n \in \mathbb{Z}} \) as a discrete time signal indexed by \( n \) and convolve it with the discrete time filters \( \tilde{h}(n) \) and \( \tilde{g}(n) \), respectively, then retain every other sample of the output. \( \tilde{h}(n) \) is known as the analysis lowpass filter.
and $\tilde{g}(n)$ is known as the analysis highpass filter. This is a decimation process that consists of filtering followed by downsampling:
\[
\alpha_n^j = \sum_{k=-\infty}^{+\infty} \tilde{h}(2n - k)\alpha_k^{j+1}
\]
\[
\beta_n^j = \sum_{k=-\infty}^{+\infty} \tilde{g}(2n - k)\alpha_k^{j+1}
\]
The approximation coefficients of $f(x)$ at resolution $r = 1$ or $j = 0$, $(\alpha_n^0)_{n \in \mathbb{Z}}$, can therefore be used as a starting point to obtain wavelet coefficients at coarser resolutions by successively decomposing $(\alpha_n^j)_{n \in \mathbb{Z}}$ into $(\alpha_n^j)_{n \in \mathbb{Z}}$ and $(\beta_n^j)_{n \in \mathbb{Z}}$ for $-J \leq j \leq -1$, $J > 0$. This is illustrated in Figure 3.1.

On the other hand, $(\alpha_n^{j+1})_{n \in \mathbb{Z}}$ can be reconstructed from $(\alpha_n^j)_{n \in \mathbb{Z}}$ and $(\beta_n^j)_{n \in \mathbb{Z}}$ by treating them as discrete time signals indexed by $n$ and putting zeros between each sample, followed by convolving the resulting signals with the discrete time filters $h(n)$ and $g(n)$, respectively. $h(n)$ is known as the synthesis lowpass filter and $g(n)$ is known as the synthesis highpass filter. This is an interpolation process consists of upsampling followed by filtering:
\[
\alpha_n^{j+1} = 2 \sum_{k=-\infty}^{+\infty} [h(n - 2k)\alpha_k^j + g(n - 2k)\beta_k^j]
\]
$(\alpha_n^0)_{n \in \mathbb{Z}}$ can then be reconstructed from lower resolution wavelet coefficients by repeating this procedure for $-J \leq j \leq -1$, $J > 0$, as shown in Figure 3.2.

### 3.3.2 Biorthogonal Wavelet Representation

The multiresolution analysis for a biorthogonal wavelet representation [54] consists of two hierarchies of approximation spaces
\[
\cdots \subset V_{-2} \subset V_{-1} \subset V_0 \subset V_1 \subset V_2 \cdots
\]
\[
\cdots \subset \tilde{V}_{-2} \subset \tilde{V}_{-1} \subset \tilde{V}_0 \subset \tilde{V}_1 \subset \tilde{V}_2 \cdots
\]
$W_j$ and $\tilde{W}_j$ will be the complements of $V_j$ in $V_{j+1}$ and of $\tilde{V}_j$ in $\tilde{V}_{j+1}$, respectively. They are not the orthogonal complements described above, instead $W_j \perp \tilde{V}_j$ and
Accordingly, there are two scaling functions $\phi(x)$ and $\tilde{\phi}(x)$, and two wavelet basis functions $\psi(x)$ and $\tilde{\psi}(x)$. Biorthogonal wavelet representation can be implemented in a similar filter bank structure as shown in Figure 3.1 and Figure 3.2. However, the synthesis filters will be different from the analysis filters, in contrast to the implementation of orthogonal wavelet representation, where the same filters $h(n)$ and $g(n)$, (or their mirror images $h(-n)$ and $g(-n)$) are used for both reconstruction and decomposition. Such filter banks have more flexibility in terms of designing. Moreover, symmetric filters can be used, which is impossible in the orthonormal case.

As an example, [23] used a biorthogonal wavelet bases for detecting microcalcifications in mammograms. The filter coefficients are shown in Table 3.1.

The two scaling functions and wavelet basis functions are shown in Figure 3.3.

### 3.3.3 $M$ Voices Per Octave

Generally speaking, wavelets constitute a family of functions derived from one single function $\psi(x)$ by scaling and shifting [55]

$$\psi^{(a,b)}(x) = a^{-1/2} \psi \left( \frac{x-b}{a} \right)$$

where $a, b \in \mathbb{R}, a > 0$. The shifting parameter $b$ gives the position of the wavelet, while the scaling parameter $a$ governs its frequency. If sampling the phase space $(b, a)$ [55] at $a = 2^j, b = 2^j n$, we obtain a so-called “dyadic” grid, as shown in Figure 3.4(a). Sometimes finer sampling in scale may be desired for signal analysis, which results in a denser grid in the phase space, as shown in Figure 3.4(b). In other words, $a = 2^j$ is replaced by $a = 2^{j+m/M}$, $m = 0, \ldots, M - 1$, where $m$ is known as “voice” [56]. The standard “octave-by-octave” algorithm, shown in Figure 3.1 and Figure 3.2, can be used to obtain the wavelet coefficients on $M$ voices per octave as follows [56]:

1. Given the lowpass filter $h(n)$ and the highpass filter $g(n)$, solve for the corresponding scaling function $\phi(x)$ and wavelet basis function $\psi(x)$

$$\phi(x) = \sum_n h(n) \phi(2x - n)$$  \hspace{1cm} (3.10)
\[
\psi(x) = \sum_n g(n) \phi(2x - n)
\]  
(3.11)

2. For each \( m = 0, \ldots, M - 1 \), let

\[
\phi_m(x) = 2^{-m/2M} \phi(2^{-m/M} x)
\]

\[
\psi_m(x) = 2^{-m/2M} \psi(2^{-m/M} x)
\]

3. Solve Equation 3.10 and Equation 3.11 for new lowpass filter \( h_m(n) \) and highpass filter \( g_m(n) \)

4. Apply the standard “octave-by-octave” algorithm

As an example, given the analysis lowpass filter \( h(n) \) and highpass filter \( g(n) \) of the biorthogonal wavelet discussed in Section 3.3.2, we are to derive another set of filters \( h_1(n) \) and \( g_1(n) \) that can generate wavelet coefficients at scale \( a = 2^{j+1/2} \). First we solve the two-scale difference Equations 3.10 and 3.11 \cite{57} to obtain the corresponding scaling function \( \phi(x) \) and wavelet basis function \( \psi(x) \). This is shown in Figure 3.3 and also repeated in Figure 3.5.

Stretching \( \phi(x) \) and \( \psi(x) \) by a factor of \( \sqrt{2} \), we then find \( h_1(n) \) and \( g_1(n) \) by using the stretched functions in Equations 3.10 and 3.11. Both filters are no longer FIR. The truncated \( h_1(n) \) and \( g_1(n) \), along with the original \( h(n) \) and \( g(n) \), as well as their magnitude responses, are shown in Figure 3.6 and Figure 3.7, respectively.

### 3.3.4 Undecimated Wavelet Representation

Notice that the wavelet decomposition and reconstruction structure described in Figure 3.1 and Figure 3.2 employ down-sampling and up-sampling operations, which results in a shift-variant system \cite{58}. For signal analysis, feature extraction, and object detection, a shift-invariable representation is usually preferable \cite{51, 23}. This can be achieved by up-sampling (or down-sampling) the filter coefficients at further decompositions (or reconstructions), instead of down-sampling (or up-sampling) the resulting filter outputs after each level of decomposition (or reconstruction).
3.4 Extension to Two Dimensional Signals

For image processing applications, the signal is a two dimension finite energy function \( f(x, y) \in L^2(\mathbb{R}^2) \). A multiresolution approximation of \( L^2(\mathbb{R}^2) \) is a sequence of subspaces of \( L^2(\mathbb{R}^2) \) which satisfies a straightforward two-dimensional extension of the properties of \( (V_2^j)_{j \in \mathbb{Z}} \) [50].

3.4.1 Separable Wavelet Representation

A separable two dimensional multiresolution representation can be obtained by extending the one-dimensional algorithm described in Section 3.3 to the horizontal and vertical directions. Hence, extra importance is given to the horizontal and vertical directions in the image. A one level decomposition and reconstruction structures are shown in Figure 3.8 (a) and (b), respectively.

3.4.2 Non-Separable Wavelet Representation

In general, 2D filters and/or subsampling are not separable. From a discrete space filtering point of view, subsampling is defined by a sublattice of the original lattice [59]. The down sampling operation is characterized by a dilation matrix \( D \). The indices of points belonging to the sublattice are given as weighted integer combinations of the columns of \( D \). For example,

\[
D = \begin{bmatrix}
1 & 1 \\
1 & -1
\end{bmatrix}
\]

is a possible representation of the so-called two dimensional quincuncx sublattice, as shown in Figure 3.9.

Coefficients of four nonseparable 2D filters, which form a perfect reconstruction filter bank with down sampling matrix \( D \), are shown in Table 3.2, Table 3.3, Table 3.4, and Table 3.5. Their magnitude responses are shown in Figure 3.10.

The corresponding linear phase nonseparable 2-D wavelet transform will be used to obtain multiresolution representations of images in the breast tumor detection algorithm discussed in Chapter 4. This transform does not introduce phase distortions
in the decomposed images, and no bias is introduced in the horizontal and vertical
directions as a separable transform would.

3.5 Wavelet Transform of Digital Images

In practice, we usually deal with discrete time (or space) signals. For example,
a digital image is a two dimensional discrete space signal \( f(m, n) \in \mathbb{Z}^2 \). Its
pixel values can be viewed as the approximation coefficients at resolution \( j = 0 \) of a
continuous function \( \tilde{f}(x, y) \) given by

\[
\tilde{f}(x, y) = \sum_{m=-\infty}^{+\infty} \sum_{n=-\infty}^{+\infty} f(m, n) \phi(x - m, y - n)
\]

The wavelet transform of \( \tilde{f}(x, y) \) is then considered as the wavelet transform of the
digital image \( f(m, n) \). As an example, we demonstrate how to obtain a separable
biorthogonal wavelet transform of the Barbara image using the procedure illustrated
in Figure 3.8 [60, 53, 50], where the filters \( \tilde{H}, \tilde{G}, H, \) and \( G \) are the analysis LPF,
the analysis HPF, the synthesis LPF, and the synthesis HPF, respectively, as shown
in Table 3.1. The input \( \alpha_n \) to the filter bank in Figure 3.8 (a), when \( j = 0 \), are
the pixel values of the original Barbara image, shown in Figure 3.11. After filtering
and downsampling, the outputs \( \alpha_{-1}^{-1}, \beta_{1, -1}^{-1}, \beta_{2, -1}^{-1} \), and \( \beta_{3, -1}^{-1} \), are as shown in Figure 3.12
(a), (b), (c), and (d), respectively. The approximation coefficients \( \alpha_{n}^{-1} \) at the coarser
resolution \( j = -1 \) can again be input to the filter bank to obtain the wavelet transform
at an even coarser resolution \( j = -2 \). The outputs \( \alpha_{-2}^{-1}, \beta_{1, -2}^{-2}, \beta_{2, -2}^{-2}, \) and \( \beta_{3, -2}^{-2} \), are as shown in Figure 3.13 (a), (b), (c), and (d), respectively. Higher level of wavelet
decomposition can be obtained by repeating this process.
Table 3.1 Filter coefficients for implementing a biorthogonal wavelet representation.

<table>
<thead>
<tr>
<th>n</th>
<th>analysis LPF</th>
<th>analysis HPF</th>
<th>synthesis LPF</th>
<th>synthesis HPF</th>
</tr>
</thead>
<tbody>
<tr>
<td>-5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.026749</td>
</tr>
<tr>
<td>-4</td>
<td>0.026749</td>
<td>0</td>
<td>0</td>
<td>0.016864</td>
</tr>
<tr>
<td>-3</td>
<td>-0.016864</td>
<td>0</td>
<td>-0.045636</td>
<td>-0.078223</td>
</tr>
<tr>
<td>-2</td>
<td>-0.078223</td>
<td>0.045626</td>
<td>-0.028772</td>
<td>-0.266864</td>
</tr>
<tr>
<td>-1</td>
<td>0.266864</td>
<td>-0.028772</td>
<td>0.295636</td>
<td>0.602949</td>
</tr>
<tr>
<td>0</td>
<td>0.602949</td>
<td>-0.295636</td>
<td>0.557543</td>
<td>-0.266864</td>
</tr>
<tr>
<td>1</td>
<td>0.266864</td>
<td>0.557543</td>
<td>0.295636</td>
<td>-0.078223</td>
</tr>
<tr>
<td>2</td>
<td>-0.078223</td>
<td>-0.295636</td>
<td>-0.028772</td>
<td>0.016864</td>
</tr>
<tr>
<td>3</td>
<td>-0.016864</td>
<td>-0.028772</td>
<td>-0.045636</td>
<td>0.026749</td>
</tr>
<tr>
<td>4</td>
<td>0.026749</td>
<td>0.045626</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 3.2 Analysis Lowpass Filter Coefficients.

<table>
<thead>
<tr>
<th>n</th>
<th>-1</th>
<th>0</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1</td>
<td>0.0000</td>
<td>0.0625</td>
<td>0.0000</td>
</tr>
<tr>
<td>0</td>
<td>0.0625</td>
<td>0.2500</td>
<td>0.0625</td>
</tr>
<tr>
<td>1</td>
<td>0.0000</td>
<td>0.0625</td>
<td>0.0000</td>
</tr>
</tbody>
</table>
Table 3.3 Analysis Highpass Filter Coefficients.

<table>
<thead>
<tr>
<th></th>
<th>-2</th>
<th>-1</th>
<th>0</th>
<th>1</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>-3</td>
<td>0.0000</td>
<td>0.0000</td>
<td>-0.0625</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>-2</td>
<td>0.0000</td>
<td>-0.1250</td>
<td>-0.2500</td>
<td>-0.1250</td>
<td>0.0000</td>
</tr>
<tr>
<td>-1</td>
<td>-0.0625</td>
<td>-0.2500</td>
<td>1.7500</td>
<td>-0.2500</td>
<td>-0.0625</td>
</tr>
<tr>
<td>0</td>
<td>0.0000</td>
<td>-0.1250</td>
<td>-0.2500</td>
<td>-0.1250</td>
<td>0.0000</td>
</tr>
<tr>
<td>1</td>
<td>0.0000</td>
<td>0.0000</td>
<td>-0.0625</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

Table 3.4 Synthesis Lowpass Filter Coefficients.

<table>
<thead>
<tr>
<th></th>
<th>-2</th>
<th>-1</th>
<th>0</th>
<th>1</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>-2</td>
<td>0.0000</td>
<td>0.0000</td>
<td>-0.0625</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>-1</td>
<td>0.0000</td>
<td>-0.1250</td>
<td>0.2500</td>
<td>-0.1250</td>
<td>0.0000</td>
</tr>
<tr>
<td>0</td>
<td>-0.0625</td>
<td>0.2500</td>
<td>1.7500</td>
<td>0.2500</td>
<td>-0.0625</td>
</tr>
<tr>
<td>1</td>
<td>0.0000</td>
<td>-0.1250</td>
<td>0.2500</td>
<td>-0.1250</td>
<td>0.0000</td>
</tr>
<tr>
<td>2</td>
<td>0.0000</td>
<td>0.0000</td>
<td>-0.0625</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

Table 3.5 Synthesis Highpass Filter Coefficients.

<table>
<thead>
<tr>
<th></th>
<th>-1</th>
<th>0</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.0000</td>
<td>-0.0625</td>
<td>0.0000</td>
</tr>
<tr>
<td>1</td>
<td>-0.0625</td>
<td>0.2500</td>
<td>-0.0625</td>
</tr>
<tr>
<td>2</td>
<td>0.0000</td>
<td>-0.0625</td>
<td>0.0000</td>
</tr>
</tbody>
</table>
Fig. 3.1. Orthogonal wavelet decomposition of $\alpha_n^0$.

Fig. 3.2. Reconstruction of $\alpha_n^0$ from its orthogonal wavelet representation.
Fig. 3.3. Scaling functions $\phi(x)$, $\tilde{\phi}(x)$, and wavelet basis functions $\psi(x)$, $\tilde{\psi}(x)$ for the biorthogonal example.

Fig. 3.4. Phase space grids (a) octave-by-octave. (b) 2-voices per octave.
Fig. 3.5. (a) Scaling functions for scale $a = 2^j$ (top) and $a = 2^{j+1/2}$ (bottom). (b) Wavelet basis functions for scale $a = 2^j$ (top) and $a = 2^{j+1/2}$ (bottom).

Fig. 3.6. (a) Lowpass filters for scale $a = 2^j$ (top) and $a = 2^{j+1/2}$ (bottom). (b) Corresponding magnitude responses.
Fig. 3.7. (a) Highpass filters for scale $a = 2^j$ (top) and $a = 2^{j+1/2}$ (bottom). (b) Corresponding magnitude responses.

Fig. 3.8. Separable 2D wavelet transform: (a) Decomposition. (b) Reconstruction.
Fig. 3.9. Two dimensional quincunx sublattice.

Fig. 3.10. Non-separable perfect reconstruction 2D filter (magnitude response).
Fig. 3.11. Original image Barbara. Its pixel values can be viewed as the approximation coefficients of a continuous function \( \tilde{f}(x, y) \) at resolution \( j = 0 \).
Fig. 3.12. First level wavelet decomposition of the Barbara image. (a) approximation coefficients $\alpha^{-1}_n$. (b) horizontal detail signal $\beta^{-1}_{1,n}$. (c) vertical detail signal $\beta^{-1}_{2,n}$. (d) diagonal detail signal $\beta^{-1}_{3,n}$.
Fig. 3.13. Second level wavelet decomposition of the Barbara image obtained by decomposing the approximation coefficients $\alpha_n^{-1}$ at the first level $j = -1$. (a) approximation coefficients $\alpha_n^{-2}$. (b) horizontal detail signal $\beta_{1,n}^{-2}$. (c) vertical detail signal $\beta_{2,n}^{-2}$. (d) diagonal detail signal $\beta_{3,n}^{-2}$.
4. MULTiresolution detection of Spiculated Lesions

4.1 Introduction

Among breast abnormalities, spiculated masses having a stellate appearance in mammograms are strong indicators of breast cancer [1]. Their central masses are usually irregular with ill-defined borders. Their sizes vary from a few millimeters to several centimeters in diameter. Computer aided diagnosis of digital mammograms generally consists of feature extraction followed by classification [4]. For spiculated lesions, Kegelmeyer, et al [8, 39] extracted a five-dimensional feature vector for each pixel which included the standard deviation of the edge orientation histogram (they called this the ALOE feature) and the output of four spatial filters. Each feature vector was then classified using a binary decision tree. They chose the window size for obtaining the ALOE feature to be 4 cm so that it was large enough to encompass all of the spiculated lesions in their data. Karssemeijer and Brake [40] investigated a method based on statistical analysis of a map of edge orientations. Two features were derived from the edge orientation map that were used to classify suspicious regions. To cover the range of sizes of the spicules in their data set, edge orientations were derived at 3 spatial scales and the one with the maximum absolute value was used. In general, it has proved difficult to determine the size of the neighborhood that should be used to extract local features of spiculated lesions. If the neighborhood is too large, small lesions may be missed; while if the neighborhood is too small, parts of large lesions may be missed.

In this chapter, we present a multiresolution scheme for the detection of spiculated lesions in mammograms that specifically addresses this difficulty of predetermining
the neighborhood size for feature extraction. The system diagram is shown in Figure 4.1. We first obtain a multiresolution representation of the original mammogram using a linear phase nonseparable 2-D wavelet transform. Features that are designed to differentiate spiculated lesions from normal structures are then extracted for every pixel at each resolution. Detection is performed from the coarsest resolution to the finest resolution using a binary tree classifier. There is a fundamental difference in our method than other approaches, which is also the novelty of our algorithm, in that we extract and classify features at multiple resolutions, hence overcoming the difficulty of choosing a neighborhood size \textit{a priori} to capture tumors of varying sizes. Furthermore, the top-down classification we use requires less computation by starting with the coarsest resolution image (least amount of data) and propagating detection results to finer resolutions.

In Section 4.2, we describe the multiresolution decomposition method. In Section 4.3, we discuss the mammographic features used to characterize spiculated lesions of different sizes at various resolutions. The top-down classification approach is discussed in Section 4.4. Finally we present experimental results and discussion in Section 4.5.

### 4.2 Multiresolution Decomposition

As indicated above, the spiculated lesions we are interested in can occur in very different sizes. Hence, it is impossible to define \textit{a priori} an optimal resolution for analyzing a mammogram. In Chapter 3, we have shown that a multiresolution representation reorganizes image information into a set of details appearing at different spatial resolutions, and thus provides a hierarchical framework for image analysis [50]. Recently the wavelet transform has become a popular technique for multiresolution representation and analysis in a wide variety of image processing applications, including computer aided diagnosis of mammograms [51, 10, 23, 61, 62].
The linear phase nonseparable 2-D perfect reconstruction wavelet transform described in [59] is used to obtain a multiresolution representation of the original mammogram. This transform does not introduce phase distortions in the decomposed images. In addition, no bias is introduced in the horizontal and vertical directions as would occur with a separable transform. However, it may not be able to conclude that this transform significantly improves the algorithm performance over other multiresolution decomposition methods. The impulse response of the analysis low pass filter is

\[ h(n_1, n_2) = \begin{pmatrix} 0 & 0.125 & 0 \\ 0.125 & 0.5 & 0.125 \\ 0 & 0.125 & 0 \end{pmatrix} \]

The dilation matrix used to represent the subsampling lattice is

\[ D = \begin{bmatrix} 1 & 1 \\ 1 & -1 \end{bmatrix} \]

which corresponds to the 2-D quincunx sublattice [59], as shown in Figure 3.9.

Let the original mammogram have the finest resolution \( N \times N \) pixels. Since \( D \) expands the sampling lattice by \( \sqrt{2} \) in each direction, image resolution decreases by a factor of \( 1/\sqrt{2} \) after each decomposition. For example, the image at the second finest resolution has \( N/\sqrt{2} \times N/\sqrt{2} \) pixels. We will use only images of spatial resolutions \((N \times N), (N/2 \times N/2), \ldots\) for feature extraction and classification.

4.3 Multiresolution Feature Analysis

Spiculated lesions range in size from a few millimeters to several centimeters. Usually the larger the tumor center, the longer is its spicules or “arms” [13]. Hence a large lesion preserves a stellate appearance at several more coarse resolutions. This can be seen in Figure 4.2, in which a spiculated lesion of 1 cm in radius is shown at multiple resolutions.

Also note that an \( M \times M \) region at a coarser spatial resolution \( N/n \times N/n \) corresponds to an \( nM \times nM \) region in the original mammogram with spatial resolution
Therefore, if a set of features extracted within an $M \times M$ window in the original mammogram differentiates spiculated lesions of size $\approx S$ from normal tissue, then the same set of features extracted at another resolution $N/n \times N/n$, using the same sized $M \times M$ window, should be able to detect spiculated lesions of size $\approx nS$. For example, if a set of features extracted within an $8 \times 8$ window in the original mammogram with spatial resolution $N \times N$ differentiates spiculated lesions of size $\approx 1$ mm from normal tissue, then the same set of features extracted at the coarser resolution $N/4 \times N/4$, using the same sized $8 \times 8$ window, should be able to detect similar spiculated lesions of size $\approx 4$ mm. This enables us to choose a fairly small neighborhood for feature extraction at the finest resolution and detect the smallest possible spiculated lesions. Larger lesions will be detected using the same set of features extracted at a coarser resolution. This strategy circumvents the difficulty of choosing a neighborhood size a priori to capture features of objects of varying sizes.

We extract four features from the low frequency wavelet coefficients for every pixel at each resolution. Let $(i, j)$ be the spatial location in the mammogram at row $i$ and column $j$; $f(i, j)$ be the pixel brightness at $(i, j)$; $\partial S_{ij}$ be some neighborhood of $(i, j)$, and $K$ be the number of pixels within $\partial S_{ij}$. The first two features are then defined as the following:

- mean pixel brightness in $\partial S_{ij}$:

$$f(i, j) = \frac{1}{K} \sum_{(m,n) \in \partial S_{ij}} f(m,n)$$

- standard deviation of pixel brightnesses in $\partial S_{ij}$:

$$\sigma_f(i, j) = \sqrt{\frac{1}{K-1} \sum_{(m,n) \in \partial S_{ij}} (f(m,n) - \bar{f}(i, j))^2}$$

Let $D_y(i, j)$ and $D_x(i, j)$ be an estimate of the vertical and horizontal spatial derivatives of $f$ at $(i, j)$, respectively. Let $\theta(i, j) = \tan^{-1}\{D_y(i, j)/D_x(i, j)\}$ be an estimate of the gradient orientation at $(i, j)$ with value $\in (-\pi/2, \pi/2]$. Also let $\text{hist}_{ij}$ be the histogram of $\theta$ within $\partial S_{ij}$ using 256 bins, hence $\text{hist}_{ij}(n) = \#$ of pixels in
\( \partial S_{ij} \) that have gradient orientations \( \in ( -\pi/2 + n\pi/256, -\pi/2 + (n+1)\pi/256 ] \), where \( n = 0, 1, \ldots, 255 \). Let \( \overline{\text{hist}}(i, j) = \frac{1}{256} \sum_{n=0}^{255} \text{hist}_{ij}(n) \) be the average bin height of \( \text{hist}_{ij} \).

The third feature is defined as:

- standard deviation of gradient orientation histogram in \( \partial S_{ij} \):

\[
\sigma_{\text{hist}}(i, j) = \sqrt{\frac{1}{255} \sum_{n=0}^{255} (\text{hist}_{ij}(n) - \overline{\text{hist}}(i, j))^2}
\]

Note that this feature is the same as the ALOE feature described in [8].

Let \( K_{\theta_+}(i, j) \) and \( K_{\theta_-}(i, j) \) be the number of positive and negative gradient orientations within \( \partial S_{ij} \), respectively; \( \overline{\theta}_+(i, j) = \frac{1}{K_{\theta_+}(i, j)} \sum_{\theta(m,n) \geq 0, (m,n) \in \partial S_{ij}} \theta(m, n) \) and \( \overline{\theta}_-(i, j) = \frac{1}{K_{\theta_-}(i, j)} \sum_{\theta(m,n) < 0, (m,n) \in \partial S_{ij}} \theta(m, n) \) be the average positive and negative gradient orientations within \( \partial S_{ij} \), respectively.

The folded gradient orientation \( \theta'(i, j) \) at \( (i, j) \) is defined as:

\[
\theta'(i, j) = \begin{cases} 
\theta(i, j) + \pi & \text{if } \overline{\theta}_+(i, j) - \theta(i, j) > \frac{\pi}{2} \text{ and } K_{\theta_+}(i, j) \geq K_{\theta_-}(i, j) \\
\theta(i, j) - \pi & \text{if } \theta(i, j) - \overline{\theta}_-(i, j) > \frac{\pi}{2} \text{ and } K_{\theta_+}(i, j) < K_{\theta_-}(i, j) \\
\theta(i, j) & \text{otherwise}
\end{cases}
\]

And the fourth feature is then defined as:

- standard deviation of the folded gradient orientations in \( \partial S_{ij} \):

\[
\sigma_{\theta'}(i, j) = \sqrt{\frac{1}{K-1} \sum_{(m,n) \in \partial S_{ij}} (\theta'(m, n) - \overline{\theta'}(i, j))^2}
\]

This modification of \( \theta \) to \( \theta' \) in generating \( \sigma_{\theta'} \) is necessary for this feature not to be sensitive to the nominal value of \( \theta \), but to the actual gradient orientation variances. As one can see from Figure 4.3, the gradient orientation distance between \( \theta_1 = \pi/2 \) and \( \theta_2 = -\pi/4 \) is the same as that between \( \theta_1 = \pi/2 \) and \( \theta_3 = \pi/4 \). For our purpose of detecting spicules, we would like to obtain similar feature values for these two cases. However, if the \( \theta \)s are used directly, the variance of the pair \((\theta_1, \theta_2)\) would be 2.8 and
much larger than the variance of the pair \( (\theta_1, \theta_3) \), which is 0.3; while using the folded gradient orientations \( \theta' \)'s, \( \theta_2 \) will be folded to \( \theta'_2 = 3\pi/4 \) and so we obtain the same \( \sigma_{\theta'} \) for both cases. Even when all \( \theta' \)'s are rotated by some angle \( \alpha \), the feature \( \sigma_{\theta'} \) will remain the same value although the foldings may be different. For example, let \( \alpha = \pi/8 \), then \( \tilde{\theta}_1 = -3\pi/8, \tilde{\theta}_2 = -\pi/8, \) and \( \tilde{\theta}_3 = 3\pi/8 \). To obtain the folded gradient orientations for the pair \( (\tilde{\theta}_1, \tilde{\theta}_2) \), no folding is needed and the feature value remains to be 0.3 as that of the pair \( (\theta_1, \theta_2) \). While for the pair \( (\tilde{\theta}_1, \tilde{\theta}_3) \), \( \tilde{\theta}_1 \) will be folded to \( 5\pi/8 \) and so the feature \( \sigma_{\theta'} \) has the value 0.3 as the same as that of the pair \( (\theta_1, \theta_3) \) before rotating. This feature is different than a similar one we presented in [10] and has proved to better characterize spiculated lesions.

The features \( \sigma_{hist} \) and \( \sigma_{\theta'} \) are chosen to be especially responsive to spiculated lesions. As illustrated in Figure 4.4, a spiculated lesion differs from the normal ducts and connective tissue septae of the breast that tend to radiate from the nipple to the chest wall. It appears as an irregular tumor center surrounded by spicules that radiate in all directions. Accordingly, pixels in normal areas have rather similar gradient orientations, while pixels near spiculated lesions tend to have gradient orientations in many directions. Therefore, the standard deviation of gradient orientations in the neighborhood of a lesion pixel will be larger than that in the neighborhood of a normal pixel. For the same reason, the gradient orientation histogram will be flat near a lesion pixel, but will have a peak corresponding to normal structure orientations near a normal pixel [8]. This result is shown in Figure 4.5 which compares the gradient orientation histograms within a spiculated lesion region and within a normal region, respectively. The mean \( \bar{f} \) and standard deviation \( \sigma_f \) of the pixel brightnesses help further to differentiate lesions from normal tissue regions, because lesions usually have higher density, or appear brighter, in mammograms.

Figure 4.6 shows a test pattern at multiple resolutions, which consists of an idealized spiculated lesion and parallel linear markings, embedded in uncorrelated Gaussian distributed noise with PSNR (Peak Signal to Noise Ratio) of 7db. The lesion has a radius of 128 pixels in the original image. Figure 4.7, Figure 4.8, Figure 4.9, and
Figure 4.10 shows the features $\sigma_y$, $\sigma_{\text{hist}}$, $\tilde{f}$, and $\sigma_f$, respectively, for this test pattern. Each feature at different resolutions is extracted within same sized circular neighborhoods. For this test pattern, the neighborhood radius is 30 pixels for features $\sigma_y$ and $\sigma_{\text{hist}}$, and 20 pixels for features $\tilde{f}$ and $\sigma_f$. A larger neighborhood size is used for features $\sigma_y$ and $\sigma_{\text{hist}}$ because they respond stronger to a spiculated lesion if the entire halo of spicules is included in the feature extraction window, while features $\tilde{f}$ and $\sigma_f$ respond better to the central mass of the lesion. These features are able to differentiate a spiculated lesion from a complex background. From Figure 4.7 and Figure 4.8, we can see that the features best discriminate the lesion from its background at resolution $(N/4 \times N/4)$ when the size of the feature extraction neighborhood matches that of the lesion. In this case, the brightest spot in the feature image in Figure 4.7 (c) and the darkest spot in the feature image in Figure 4.8 (c) directly overlay both the central mass and the spicules of the lesion.

4.4 Classification Algorithm

A sequential hierarchical decision scheme has been shown to achieve better performance than employing a single “best” set of features in a one-step decision [63, 64].

A Binary Classification Tree (BCT) is simple, fast, and efficient type of hierarchical classifier. This tree structured classification approach has several advantages over more traditional nonparametric methods such as the nearest neighbor method [63]:

- BCT does automatic stepwise feature selection and complexity reduction
- BCT is robust with respect to outliers and misclassified points in the training set
- The final classifier can be compactly stored
- BCT efficiently classifies new data
- BCT provides easily understood and interpreted information regarding the predictive structure of the data
We choose the iterative growing and pruning algorithm proposed in [64] for our classification tree design because it not only produces trees with higher classification accuracy, but also requires less computation than other widely used tree design algorithms, such as CART [63].

Considering that there is redundancy in mapping the feature space by spatially adjacent samples, only a subsampling of the training set is used to grow BCT. After the BCT is generated, we associate with each terminal node a suspicious probability which is the percentage of lesion pixels in the training images that falls in this terminal node. The suspicious probability is then recomputed using the entire set of training samples. This partly compensates for the lost classification accuracy due to the fact that not all the training samples are used to design the tree [8].

At each resolution, five features are used for classification: the four features extracted at that resolution plus the feature \( \sigma_{\text{hist}_{ij}} \) extracted at the next coarser resolution. Our experiments have shown that using features across resolutions simultaneously helps capture spiculated lesions of varying sizes. Detection starts from the second coarsest resolution and then goes to the next finer resolution until the original mammogram is reached. A positive detection at a coarser resolution propagates to finer resolutions, which effectively reduces the number of pixels to be classified. A negative result at a coarser resolution will be combined with those at finer resolutions via a weighted sum.

We obtain a probability image from the BCT for each test mammogram, in which the pixel values represent the probability that a pixel belongs to a spiculated lesion. A median filter is then used to eliminate isolated positive responses, followed by a smoothing filter to reach a consensus within neighboring pixels. Final results are obtained by thresholding the filtered probability image.

4.5 Results and Conclusions

We tested the proposed multiresolution detection algorithm on the MIAS database [65] provided by the Mammographic Image Analysis Society (MIAS) in the
UK. Images in the MIAS database have 50 micron resolution. There is a total of 19 mammograms containing spiculated lesions. The smallest lesion extends 3.6 mm in radius, while the biggest one is nearly 10 times larger and extends to 35.0 mm. These 19 together with another 19 normal mammograms, also taken from the MIAS database, were randomly split into two sets with approximately an equal number of lesions and normal mammograms in each set. Each set was then used separately as a training set to generate two BCTs, according to a split-half training paradigm similar to Kegelmeyer et al [8]. A BCT trained by one set was used to classify mammograms in the other set, and vice versa. Therefore, no mammogram was used both for training and testing.

The wavelet transform described in Section 4.2 was used to generate the multiresolution representations of each mammogram. Features described in Section 4.3 were extracted from images of spatial resolutions \((N \times N)\), \((N/2 \times N/2)\), \((N/4 \times N/4)\), and \((N/8 \times N/8)\). Circular regions were used for all feature extractions so that features behave equally in all directions. In this experiment, the neighborhood radius for extracting features \(\sigma_{\theta'}\) and \(\sigma_{\text{hist}}\) was 60 at all resolutions, which corresponds to a radius of 3 mm, 6 mm, 12 mm, and 24 mm in the original resolution \((N \times N)\), and coarser resolutions \((N/2 \times N/2)\), \((N/4 \times N/4)\), and \((N/8 \times N/8)\), respectively. The neighborhood radius for extracting features \(\bar{f}\) and \(\sigma_{f}\) was 20 at all resolutions, which corresponds to a radius of 1 mm, 2 mm, 4 mm, and 8 mm in the original resolution \((N \times N)\), and coarser resolutions \((N/2 \times N/2)\), \((N/4 \times N/4)\), and \((N/8 \times N/8)\), respectively. Extracting features at coarser resolutions for relatively large regions significantly reduces the amount of computation.

Accordingly, three-level classifications were performed for each mammogram, starting from resolution \((N/4 \times N/4)\) and going to \((N \times N)\). At each resolution, the corresponding five dimensional feature vector, including the four features extracted at that resolution and \(\sigma_{\text{hist}}\) extracted at the next coarser resolution, was classified through the BCT trained by the other half test set. The output is a probability image, in which the pixel values represent the probability of belonging to spiculated
lesions. We then used a median filter of radius 5 to eliminate isolated positive responses, followed by a smoothing filter to reach a consensus within neighboring pixels. Because we are looking for larger lesions at coarser resolutions and smaller ones at finer resolutions, the radii used for smoothing filters were chosen to be 18 mm, 6 mm, and 2 mm at resolutions \((N/4 \times N/4)\), \((N/2 \times N/2)\), and \((N \times N)\), respectively. The detection result was obtained by thresholding the smoothed probability image. Using a small threshold is more likely to detect true lesions, but also to generate more false positive responses. Using a large threshold gives fewer false positive responses, but may miss more true lesions. Hence variation of thresholds gives different diagnostic accuracy which can be quantified using FROC (“Free response Receiver Operating Characteristic”) analysis [66], where the true positive fraction (TPF) is plotted as a function of the average number of false positives (FP) per image. FROC analysis [66] is well suited for the assessment of computer aided diagnosis of mammograms because it is applicable to situations that involve any number of reported locations and any number of actual lesions in each image.

If there is a positive detection at a coarser resolution, no feature extraction and detection are needed at the corresponding pixel locations at all finer resolutions. This approach effectively reduces the number of pixels to be classified. Smaller probabilities that give negative responses are propagated to finer resolutions by weighted sum. Figure 4.11 shows a spiculated lesion of size 6.6 mm detected at the finest original resolution; Figure 4.12 shows a spiculated lesion of size 12.4 mm detected at the second coarsest resolution; and Figure 4.13 shows a spiculated lesion of size 35.0 mm detected at the coarsest resolution.

To evaluate the computer diagnosis results, we adopted the criteria in [8]: a computer finding is considered as a true positive detection if its area is overlapped by at least 50% of a true lesion as indicated by an expert radiologist; a computer finding that does not so overlap a true lesion is considered as false positive; and a true lesion that is not overlapped by any computer finding is considered as false negative. By these criteria, the diagnostic accuracy performance of our algorithm
on the MIAS database quantified using FROC curve is shown in Figure 4.14. We achieved 84.2% true positive detection at less than 1 false positive per image and 100% true positive detection at 2.2 false positive per image. The spiculated lesion that was missed first when the detection threshold was increased, or the sensitivity decreased, is shown in Figure 4.15. This lesion lacks visible spicules at all directions, hence it is hard to be captured by our features that are designed to respond to spiculations. Karssemeijer and Brake [40] reported their results on the MIAS database at around 90% true positive detection at 1 false positive per image and 100% true positive detection at more than 4 false positive per image. However they selected only malignant spiculated lesions and included architectural distortions as the abnormal test images, while we used all and only spiculated lesions as the abnormal test images. Since usually different dataset is used in testing, it is difficult to compare results with others.

In summary, our new multiresolution algorithm for the detection of spiculated lesions in digital mammograms has two advantages over other approaches. First we extract and classify features at multiple resolutions, hence overcoming the difficulty of choosing a neighborhood size \textit{a priori} to capture tumors of varying sizes. Furthermore, the top-down classification we use requires less computation by starting with the coarsest resolution image (least amount of data) and propagating detection results to finer resolutions. Experimental results on the MIAS database showed that our algorithm is capable of detecting spiculated lesions of very different sizes at low false positive rates.
Fig. 4.1. Diagram of system for multiresolution spiculated lesion detection, illustrated here for only two resolutions — fine (left) and coarse (right).
Fig. 4.2. Multiresolution representation of a spiculated lesion (a) spiculated lesion in the original mammogram of resolution $N \times N$. (b) in the coarser resolution $N/2 \times N/2$. (c) in the coarser resolution $N/4 \times N/4$. (d) in the coarsest resolution $N/8 \times N/8$. 
Fig. 4.3. Folding edge orientation makes the feature $\sigma_{\theta'}$ insensitive to the nominal value of $\theta$, but sensitive to the actual edge orientation variances.

Fig. 4.4. (a) Directions of spicules of a spiculated lesion differ from the directions of normal linear markings in a mammogram; (b) standard deviation of gradient orientation histogram differentiates the area near a spiculated lesion from normal.
Fig. 4.5. (a) A spiculated lesion region. (b) A normal region. (c) Gradient orientation histograms of (a) and (b)
Fig. 4.6. Multiresolution representation of a test pattern consisting of an idealized spiculated lesion and normal structures embedded in uncorrelated Gaussian distributed noise. The lesion has a radius of 128 pixels in the original image: (a) original $N \times N$ image. (b) coarser resolution $N/2 \times N/2$. (c) coarsest resolution $N/4 \times N/4$. 
Fig. 4.7. Feature $\sigma_\theta$ obtained in circular neighborhoods of radius 30 pixels at all resolutions for the test pattern shown in Figure 4.6. Here large values (bright pixels) indicate spiculated regions as explained in Figure 4.4. (a) original $N \times N$ image. (b) coarser resolution $N/2 \times N/2$. (c) coarsest resolution $N/4 \times N/4$. (d) a circular neighborhood of size 30 pixels in radius.
Fig. 4.8. Feature $\sigma_{hist}$ obtained in circular neighborhoods of radius 30 pixels at all resolutions for the test pattern shown in Figure 4.6. Here small values (dark pixels) indicate spiculated regions as explained in Figure 4.4. (a) original $N \times N$ image. (b) coarser resolution $N/2 \times N/2$. (c) coarsest resolution $N/4 \times N/4$. (d) a circular neighborhood of size 30 pixels in radius.
Fig. 4.9. Feature $\tilde{f}$ obtained in circular neighborhoods of radius 20 pixels at all resolutions for the test pattern shown in Figure 4.6: (a) original $N \times N$ image, (b) coarser resolution $N/2 \times N/2$, (c) coarsest resolution $N/4 \times N/4$. (d) a circular neighborhood of size 20 pixels in radius.
Fig. 4.10. Feature $\sigma_f$ obtained in circular neighborhoods of radius 20 pixels at all resolutions for the test pattern shown in Figure 4.6. Note that feature values are smaller (darker) in the background area at coarser resolutions because of the smoothing effect of the lowpass filtering step in obtaining coarser resolution images. (a) original $N \times N$ image. (b) coarser resolution $N/2 \times N/2$. (c) coarsest resolution $N/4 \times N/4$. (d) a circular neighborhood of size 20 pixels in radius.
Fig. 4.11. A spiculated lesion of size 6.6 mm detected at the finest resolution (a) mammogram with automatic detection. (b) mammogram with tumor as determined by expert radiologists.
Fig. 4.12. A spiculated lesion of size 12.4 mm detected at the second coarsest resolution (a) mammogram with automatic detection. (b) mammogram with tumor as determined by expert radiologists.
Fig. 4.13. A spiculated lesion of size 35.0 mm detected at the coarsest resolution (a) mammogram with automatic detection. (b) mammogram with tumor as determined by expert radiologists.
Fig. 4.14. FROC curve for detection of spiculated lesions in the MIAS database

Fig. 4.15. The first missed spiculated lesion when the detection sensitivity is decreased. It lacks visible spicules at all directions.
5. CHARACTERIZATION OF NORMAL MAMMOGRAMS

5.1 Introduction

A great deal of effort has been devoted to Computer Aided Diagnosis (CAD) in digital mammography. The goal has been to increase diagnostic accuracy as well as the reproducibility of mammographic interpretation. Most work aims at detecting one or more of the three abnormal structures in mammograms [9]: microcalcifications (indicative of ductal carcinoma in situ and other lesions) [67, 24, 23], circumscribed masses [68, 5, 9, 32], and spiculated lesions [8, 40, 10, 11]. Others have explored classifying breast lesions as benign or malignant [37, 69]. There also has been work on distinguishing normal regions from regions containing calcifications [47, 70], or masses [48, 71]. However, little work has been done on specifically characterizing normal mammograms [12].

Since cancer treatment is most effective when the cancer is detected early, it follows that the progress in treatment will be closely related to the ability to reduce the proportion of “misses” in the cancer detection task. This, in turn, requires better methods for analyzing hard abnormal mammograms, which are hard because they are very similar to normal mammograms. We propose to develop algorithms to characterize normal mammograms, rather than mammograms with various possible abnormalities. The problem of detecting normal mammograms is different than the detection of lesions and is not simply “1 - the detection of abnormal mammograms.” We shall examine this issue in the context of a decision model using Bayes’s rule in probability theory. Let $P(\text{cancer})$ be the probability of a cancer; $P(\text{normal})$ be the probability of no cancer; $P(\text{image})$ be the probability of obtaining a specific mammogram;
\( P(cancer|image) \) be the probability of cancer detection given a specific mammogram; \( P(image|cancer) \) be the probability of obtaining a specific mammogram given there is cancer; \( P(image/normal) \) be the probability of obtaining a specific mammogram given there is no cancer. From Bayes’s Rule we have

\[
P(cancer|image) = \frac{P(image|cancer)P(cancer)}{P(image)} \quad (5.1)
\]

where

\[
P(image) = P(image|cancer)P(cancer) + P(image|normal)P(normal) \quad (5.2)
\]

that is,

\[
P(cancer|image) = \frac{P(image|cancer)P(cancer)}{P(image|cancer)P(cancer) + P(image|normal)P(normal)} \quad (5.3)
\]

Decision about treatment (e.g. surgery) is based on the posterior probability \( P(cancer|image) \). Note, however, that if \( P(image|normal) \) is not known, the decision maybe highly suboptimal. For example, even if \( P(image|cancer) \) is small, the posterior probability can be large if \( P(image|normal) \) is close to zero. Note since \( P(normal) \gg P(cancer) \), \( P(image|normal) \) really dominates. Clearly, without knowing \( P(image|normal) \) there is no way of obtaining the posterior probability accurately. In other words, this means that misses can be avoided more easily, if we know better how normal mammograms look. Even if there is little evidence that a malignant breast could have produced the given image, the medical decision can be positive (cancer present) if we know that it is very unlikely that the image could have been produced by a normal breast. Therefore, the effectiveness of algorithms for detecting cancers can be greatly increased if these algorithms work synergistically with algorithms for characterizing normal mammograms.

In this chapter, we propose to specifically characterize normal mammograms based on normal tissue identification and removal, which is independent of the types of abnormalities that may exist in the mammogram. This approach also facilitates the
classification of abnormalities, since suppressing normal background structures enhances the contrast and obviousness of abnormal structures. In addition, the normal tissue characterization problem is fundamentally simpler and easier for computers to solve than is the tumor detection problem, because the properties of images of normal tissue are much simpler than the properties of images of abnormalities of various types, sizes, and stages of development. First we describe features of normal mammograms in Section 5.2. Then in Section 5.3, we present a new line detector that is capable of extracting linear mammographic features. The residual image generation algorithm is discussed in Section 5.4. Finally we present experimental results in Section 5.5.

5.2 Normal Mammograms

There is a surprising lack of a clear definition of the “normal” breast [1, 2]. Entirely normal mammograms may have very different appearance. Figure 5.1 shows four normal mammograms taken from the Digital Database for Screening Mammography (DDSM). These mammograms, from (a) to (d), have ACR breast tissue density ratings of 1 (fatty) to 4 (dense) [72]. The shadows in the mammograms that appear as diffuse amorphous clouds of density with indistinct borders are caused by glandular tissue in the breast. These cloud-like densities raise the local average brightness of the image. Those “linear or gently curved” markings are formed by connective tissue septi between fat lobules.

In general, two observations can be made of normal mammograms:

- Unequivocally normal areas have lower overall density than abnormal ones. This means no spikes indicating microcalcifications, and no large bright areas indicating masses.

- Normal areas have “quasi-parallel” linear markings, as shown in Figure 5.2(a) and sketched in Figure 5.2(c). These markings are the shadows of ducts and connective tissue elements, which upon inspection are not randomly oriented,
but rather tend to radiate from the nipple toward the chest wall. These normal regions are distinct from spiculated or stellate lesions, in which linear markings radiate locally in all directions [10, 11], as shown in Figure 5.2(b) and sketched in Figure 5.2(d).

5.3 Linear Structure Identification

5.3.1 Introduction

Line or linear structure detection is a very basic, yet important problem in image processing and computer vision. It is also often the preprocessing step in other applications such as feature extraction, pattern recognition, and image enhancement.

Since 1960s, the Hough transform [73, 74, 75] has been widely used for detecting lines in binary images. Suppose there is a line at a distance $s$ and orientation $\theta$, as shown in Figure 5.3 (a). It can be represented as

$$s = x \cos \theta + y \sin \theta \quad (5.4)$$

for constants $s$ and $\theta$. The Hough transform maps all the pixels on this line into one point in the $(s, \theta)$ parameter space, or Hough space, as shown in Figure 5.3 (b). Thus, each point in the Hough space represents a line. Let $C_{s,\theta}(x,y) = 1$ if $(x,y)$ satisfies Equation 5.4, and $C_{s,\theta}(x,y) = 0$, otherwise. Define accumulator $A(s, \theta) = \sum_{(x,y) \in \text{image}} C_{s,\theta}(x,y)$, then if a straight line as represented in Equation 5.4 exists in the image, $A(s, \theta)$ will show a local maximum in the Hough space. In other words, a local maximum of $A(s, \theta)$ indicates that there may be a line segment in the image. The value of $A(s, \theta)$ represents the length of the straight line assuming that the line has no gap. A line that is more than one pixel wide will map to a set of local maximum of $A(s, \theta)$ with identical orientation $\theta$ and successively varying distances $s$ [76]. The Hough transform is fairly robust to noisy or missing data [75] because noisy points are unlikely to contribute coherently to a single accumulator in the Hough space, while a few missing points will not affect the count in an accumulator much. The same idea can be easily extended to detect shapes other than straight lines,
such as ellipse [77, 78] and circular objects [79]. However, this usually increases the dimension of the parameter space that needs to be considered [80], which, in turn, increases storage and computational complexity. Let the number of parameters be $p$ and each parameter be quantized to $n$ values, then the number of accumulators in the Hough space is $n^p$, which can be prohibitively large when either $p$ or $n$ is large. Since higher parameter accuracy requires a finer quantization, or larger $n$, there usually is a trade-off between accuracy and computation time [81] in the Hough transform. Storage and/or computation efficient algorithms [82, 83, 84, 85], as well as parallel processing [86, 87] of Hough transforms have been proposed to tackle this complexity problem. Another drawback of the Hough transform is that it is not suitable for direct use in grayscale images. It requires some preprocessing steps, such as edge detection and thresholding, to make an input grayscale image a binary pattern before applying. Lo and Tsai [76] proposed a “Gray-scale Hough transform” that added the graylevel $G$ as another parameter to remove the preprocessing requirements in the conventional Hough transform. In addition, the Hough transform does not provide the actual position of the line in the $(x, y)$ plane [88]. It can be seen from Figure 5.3 that the Hough transform gives us only the angle of the line ($\theta$) and its distance from the origin ($s$). This is not sufficient for many applications.

Lines are commonly viewed as extended or contiguous edges. Consequently, many line detection algorithms extract local edges first, then group them into more globally defined lines based on certain criteria. For example, Nevatia and Babu [89] used edge positions and orientations to link edge detection results; Basak, et al. [90] proposed two connectionist models; Lee and Kweon [91] developed a six-step algorithm that consists of, after edge extraction, edge scanning, edge normalization, line-blob extraction, line-feature computation, and line linking; Zucker, et al. [92] used a relaxation process; Kanazawa and Kanatani [93] used an asymptotic approximation to fit a line to an edge segment; Nelson [94] combined explicit linear and end-stop terms with edge information to produce an energy landscape in which local minima correspond to linear features; and Mansouri, et al. [95] used a hypothesis prediction/verification
paradigm to detect lines of predefined length. However, local edge operators usually enhance the noise and tend to generate dense edge maps due to their small spatial extent, which makes subsequent processing difficult [96].

Earlier in the research [12], we designed a set of correlation filters as normal line detectors to find normal linear markings at 16 radial orientations in mammograms. Their impulse responses are as shown in Figure 5.4. The length and width of their spatial extent were tuned to respond to linear shadows, such as those in Figure 5.2 (a), but not to the much smaller shadows of microcalcifications. An angle image could be obtained by taking maximum of the 16 line detectors’ output at each pixel location and then assigning its pixel value related to the corresponding orientation. Figure 5.5 (a) shows a pattern with lines and solid areas used to test the set of line detectors. Figure 5.5 (b) shows the resultant angle image, in which brightness corresponds to line orientation. Sample detector outputs at 0°, 45°, 90°, and 135° are shown in Figure 5.5 (c), (d), (e), and (f), respectively. Note that curved sectors of the large circle are appropriately read as “lines” because they are locally linear within the tolerance of the line detectors. However, normal linear markings vary from 0.1 to 1.0 mm in width. If its width does not match well with the width of the correlation filters, then the linear marking may not be extracted accurately. This can be seen in Figure 5.6, where (a) shows part of a mammogram with a circumscribed mass in the center. This original image is then highpass filtered to facilitate line detection and the enhanced image is shown in Figure 5.6 (b). A set of correlation line detectors with width 0.85 mm is applied to the enhanced image. Figure 5.6 (c) shows the detected linear structures. To see how well they match the actual linear markings in the enhanced image, we subtract Figure 5.6 (c) from Figure 5.6 (b) and show the result in Figure 5.6 (d). We see in Figure 5.6 (d) that the correlation filters missed thinner lines while did not fully extract thicker lines in the enhanced image.

Then we proposed a novel line or linear structure detection algorithm based on a new model for lines, which solved the above “miss match” problem. It is capable of extracting lines with very different width, lines with irregular width, as well as
curves. This is especially telling when Figure 5.6 and Figure 5.20 are compared. In Section 5.3.2, we describe this new line model in detail. In Section 5.3.3, we present the detection algorithm as well as some implementation issues. Experimental results and discussions are presented in Section 5.3.4.

5.3.2 Model For Lines

Lines are commonly considered as extended or contiguous edges while edges are usually defined as local discontinuity in image graylevels. Therefore, many line detectors are based on gradients, such as the compass operator [73] shown in Table 5.1. However, pixels in the middle of a “thick” line do not possess the properties that characterize an edge pixel. (Here, “thick” line refers to a line that has more than 2 pixels in width.) Figure 5.7 (a) shows a “thin” line of 1 pixel in width at the top and a “thick” line of 10 pixels in width at the bottom. Part of the “thick” line is enlarged and shown in Figure 5.7 (b). It is obvious that no edge operator would indicate that the shaded pixel in Figure 5.7 (b) is an edge pixel, even when it operates in a neighborhood as large as the boxed 9x9 window, which is larger than the spatial support of most edge operators. This is simply because this 9x9 window is actually an uniform region. It is therefore not surprising that line detectors based on edge extraction results do not respond well to thick lines. As an example, we apply the E-W compass gradient operator, as shown in Table 5.1 (a), to the image in Figure 5.7 (a). The result is shown in Figure 5.8. As expected, we see that only the edges of those lines are detected.

We propose that the basic characteristic of a line, regardless of its thickness, is that pixels on it have similar graylevels. In other words, if a pixel belongs to a line, then there exists a string of pixels along the direction of the line that contains this pixel and has similar graylevels. String will be used to refer to a single pixel wide line throughout this chapter. This is illustrated in Figure 5.9, where a line at 45° is described. The boxed string of pixels along 45° has the same graylevels as that of the shaded pixel, which makes the shaded pixel seen as part of the line. The same idea
applies to why we see lines at $0^\circ$, $11.25^\circ$, $22.5^\circ$, and $33.75^\circ$, respectively, in Figure 5.10 (a), (b), (c), and (d). Another necessary condition for a line to be perceived is that its surrounding region has different graylevels from those of the pixels on the line. In the extreme case of an uniform region, as shown in Figure 5.11 (a), there are strings of pixels with the same graylevels along any direction, while no line will be seen. Finally, the length of a line is greater than its width. For example, we do not call the bright region in Figure 5.11 (b) a line.

In summary, our line model is as follows:

1. There is a string of pixels with similar graylevels along a certain direction.
2. The surrounding pixels have different graylevels.
3. The length of a line is greater than its width.

### 5.3.3 Detection Algorithm

As described in Section 5.3.2, the basic characteristic of a line is that pixels on it have similar graylevels. A good measure of graylevel similarity among pixels is the standard deviation. Let $(i, j)$ be the spatial location in the image at row $i$ and column $j$; $f(i, j)$ be the pixel graylevel at $(i, j)$; $L(\theta, l)$ be a string of pixels in direction $\theta$ and of length $l$; and $N_{L(\theta,l)}$ be the number of pixels within $L(\theta, l)$. Note that $N_{L(\theta,l)}$ is different from the length $l$. For example, a string in the direction $45^\circ$ has about $1/\sqrt{2}$ the number of pixels as a string in the direction $0^\circ$ of the same length, as shown in Figure 5.12. Then the standard deviation of pixel graylevels in $L(\theta, l)$ is

$$
\sigma(\theta, l) = \sqrt{\frac{1}{N_{L(\theta,l)}} - 1} \sum_{(m,n) \in L(\theta,l)} (f(m,n) - \bar{f}_{L(\theta,l)})^2
$$

where $(m,n) \in L(\theta,l)$ means that the string $L(\theta,l)$ passes through the pixel $(m,n)$ and $\bar{f}_{L(\theta,l)}$ is the average graylevel of $L(\theta,l)$

$$
\bar{f}_{L(\theta,l)} = \frac{1}{N_{L(\theta,l)}} \sum_{(m,n) \in L(\theta,l)} f(m,n)
$$
Let $L_{i,j}(\theta, l) = L(\theta, l)$ such that $\sigma_{i,j}(\theta, l) = \min_{(i,j) \in L(\theta, l)} \sigma(\theta, l)$. If pixel $(i, j)$ belongs to a line in the direction $\theta^*$ and of length greater than $l$, then $\sigma_{i,j}(\theta^*, l)$ is small. In the case of an ideal line where all pixels on it have the same graylevels, $\sigma_{i,j}(\theta^*, l) = 0$. Also note that $l$ is not the length of the line, but the minimum length. It can also be interpreted as the maximum width of the line, as we will explain later in this Section.

On the other hand, finding a small $\sigma_{i,j}(\theta^*, l)$ does not lead to the conclusion that $(i, j)$ belongs to a line. As illustrated in Figure 5.11 (a), $(i, j)$ may lies in an uniform region instead. However, if $(i, j)$ is in an uniform region, then $\sigma_{i,j}(\theta, l)$ is small for all $\theta$. Figure 5.13 (b), (c), and (d) compares the relationship between $\sigma_{i,j}(\theta, l)$ and $\theta$ for pixels on the thin line, in the background, and on the thick line, respectively, using the image shown in Figure 5.7 (a) and repeated here in Figure 5.13 (a). If we take the standard deviation of $\sigma_{i,j}(\theta, l)$ with regard to $\theta$ and denote

$$\sigma_{\sigma,(i,j)}^2(l) = \int_0^{2\pi} \{(\sigma_{i,j}(\theta, l) - \bar{\sigma}_{i,j}(l))^2 \frac{1}{2\pi}\} \partial \theta \quad (5.5)$$

where

$$\bar{\sigma}_{i,j}(l) = \int_0^{2\pi} \{\sigma_{i,j}(\theta, l) \frac{1}{2\pi}\} \partial \theta \quad (5.6)$$

Then $\sigma_{\sigma,(i,j)}(l)$ is small for the case that $(i, j)$ lies in an uniform region. For the ideal uniform region, $\sigma_{\sigma,(i,j)}(l) = 0$ as shown in Figure 5.13 (c).

$l$ is taken to be 15 in the above comparison. As mentioned earlier, $l$ is actually the maximum width of the lines we want to detect. Note that the black uniform regions in Figure 5.13 (a) can also be seen as very thick lines. Because we set $l = 15$, which is smaller than the widths of the “black thick lines”, $\sigma_{\sigma,(i,j)}(\theta, l) = 0$ for all $\theta$ and consequently $\sigma_{\sigma,(i,j)}(l) = 0$ for $(i, j)$ in the black regions. Remember that the thick white line at the bottom is 10 pixel in width, so if we set $l < 10$, we would have $\sigma_{\sigma,(i,j)}(l) = 0$ for $(i, j)$ on this line as well. Therefore, small $\sigma_{\sigma,(i,j)}(l)$ indicates an uniform region only when the lines we want to detect have widths smaller than $l$. This complies with the third characteristic in our line model that the length of a line is larger than its width.
Based on the above analysis, our line detector can be summarized in the block diagram shown in Figure 5.14. Since the only restriction is the maximum line width, this line detector is capable of detecting

- lines of very different width, from single pixel wide up to $l$
- lines of any length that is longer than $l$
- lines with varying width, provided that the changes are slower than $l$
- curves, provided that over short segment, they can be approximated as lines of length greater than $l$

Experimental results in Section 5.3.4 will demonstrate these capabilities.

In the actual implementation, it is not necessary to find at every pixel location $(i, j)$ all $L(\theta, l)$ that passes through this pixel and its corresponding $\sigma(\theta, l)$ in order to obtain $\sigma_{i,j}(\theta, l)$. This would be computational intensive. As illustrated in Figure 5.15, for any given $\theta$ and $l$, there are $N_{L(\theta, l)}$ number of strings passing through each pixel. Instead, taking advantage of the fact that many $L(\theta, l)$ are the same for neighboring pixels, we only need to consider one of the $L(\theta, l)$s for each pixel $(i, j)$, such as the one that starts at $(i, j)$. The steps to obtain $\sigma_{i,j}(\theta, l)$ can be implemented as follows:

1. Initiate $\sigma_{i,j}(\theta, l)$ to a large value for every pixel $(i, j)$ in the image.
2. For each pixel $(i, j)$, obtain $\sigma(\theta, l)$ for the string $L(\theta, l)$ that starts at $(i, j)$.
3. Compare this $\sigma(\theta, l)$ to every $\sigma_{m,n}(\theta, l)$, for $\forall(m, n) \in L(\theta, l)$.
4. Replace $\sigma_{m,n}(\theta, l)$ with $\sigma(\theta, l)$ if the latter is smaller.

It is not realistic to obtain $\sigma_{\sigma(i,j)}(l)$ based on all $\theta \in [0, 2\pi)$ using Equation 5.5. Fortunately, due to the spatial redundancy in images, we can obtain a good estimation of $\sigma_{\sigma(i,j)}(l)$ using a number of equally spaced $\theta$s. Denote this number to be $N_\theta$ and the set of $\theta$s as $\theta = (\theta_1, \ldots, \theta_{N_\theta})$. Then Equation 5.5 becomes

$$\sigma^2_{\sigma(i,j)}(l) = \frac{1}{N_\theta - 1} \sum_{\theta \in \theta} (\sigma_{i,j}(\theta, l) - \bar{\sigma}_{i,j}(l))^2$$  (5.7)
and Equation 5.6 becomes

$$\bar{\sigma}_{i,j}(l) = \frac{1}{N_\theta} \sum_{\theta \in \Theta} \sigma_{i,j}(\theta, l)$$ (5.8)

To make a binary decision as to whether or not a pixel \((i, j)\) belongs to a line, we need to threshold \(\sigma_{i,j}(l)\) and \(\sigma_{\sigma,(i,j)}(l)\). First define

$$D(i, j) = \begin{cases} 1 & \text{if } (i, j) \text{ belongs to a line} \\ 0 & \text{otherwise} \end{cases}$$

Then given thresholds \(T_{\sigma}\) and \(T_{\sigma_{\sigma}}\),

$$D(i, j) = \begin{cases} 1 & \text{if } \sigma_{i,j}(l) < T_{\sigma} \text{ and } \sigma_{\sigma,(i,j)}(l) > T_{\sigma_{\sigma}} \\ 0 & \text{otherwise} \end{cases}$$

\(T_{\sigma}\) and \(T_{\sigma_{\sigma}}\) are related to the image noise level. In the ideal case, \(T_{\sigma} = 0\) and \(T_{\sigma_{\sigma}} = 0\). As the image gets noisier, both thresholds should be set larger.

### 5.3.4 Experimental Results and Discussions

We have shown in Figure 5.8 that gradient based line detector failed to extract thick lines. Our proposed line detector, on the other hand, gives a perfect detection in the same image, including both the “thin” line and the “thick” line. The result is shown in Figure 5.16.

Furthermore, uncorrelated Gaussian noise with mean the same as that of the lines is introduced in the background of the image in Figure 5.7 (a). This noisy image is shown in Figure 5.17 (a). Detection results of the gradient operator and the proposed line detector are shown in Figure 5.17 (b) and (c), respectively. We can see that the gradient based detector totally missed the lines, while the proposed line detector correctly identified both.

Figure 5.18 illustrates the idea that \(l\) is the maximum width of the lines we will detect. The input image is shown in (a), where the top line is 1 pixel wide, the second one is 3 pixel wide, and so on. Each line is 2 pixel wider than the one directly above it. Detection results using \(l = 5\), \(l = 10\), and \(l = 20\) are shown in (b), (c), and (d),
respectively. In all cases, lines with width narrower than the $l$ applied are detected. While those wider lines are considered as uniform regions.

There are many linear structures in digital mammograms, which are shadows of normal ducts and connective tissue elements. They usually appear slightly curved, but over short segments, are approximately linear and have varying thicknesses ranging from 0.1 to 1.0 mm in width. These linear structures may have low contrast in a very noisy background. This can be seen in Figure 5.19 (a), which shows part of a normal mammogram, and Figure 5.20 (a), which has a circumscribed mass in the center. To facilitate line detection, we first lowpass filter the original image, then subtract the result from the original. This is equivalent to a highpass filtering. The enhance images are shown in Figure 5.19 (b) and Figure 5.20 (b), respectively. Line detector with $l = 20$ is then used on the enhanced images. The detected linear structures are shown in Figure 5.19 (c) and Figure 5.20 (c), respectively. We then subtract the detected linear structures from the corresponding enhanced images to see how well our line detector has done. Figure 5.19 (d) and Figure 5.20 (d) demonstrate that the linear structures are accurately identified and removed from the enhanced mammograms. Also note that the circumscribed mass becomes more conspicuous after the linear structure removal.

In summary, the line detection technique we propose based on the new line model, as described in Section 5.3.2, is demonstrated using some test patterns and digital mammograms to be able to detect lines of very different width, lines of varying width, as well as curves.

5.4 Residual Images Generation

We propose to characterize normal mammograms by identifying and removing normal tissue structures shown in mammograms. We shall refer to the mammogram that results from the removal of normal structures as the residual image. Accordingly, the residual image of a normal mammogram would be uniformly dark and
featureless; whereas the residual image of an abnormal mammogram would show microcalcifications or masses against a featureless background. Following this rationale, we have implemented a normal tissue identification and removal algorithm as shown in Figure 5.21. The normal mammogram shown in Figure 5.1 (a) is used as a test image to demonstrate how this algorithm works. The major steps of normal tissue characterization are as follows:

1. Smooth the original mammogram $I_0$ and obtain a smoothed image $I_s$.

2. Subtract $I_s$ from $I_0$ to remove background density and enhance contrast of normal structures. The result is denoted as $I_1$. This procedure is illustrated in Figure 5.22, where it can be seen that background densities are largely removed, and normal linear markings are enhanced in $I_1$.

3. Apply to $I_1$ the line detector described in Section 5.3 to identify normal linear structures in the mammogram. The resultant linear markings, or the normal line mask, is denoted as $I_m$.

4. Remove normal linear markings $I_m$ from $I_1$ to create a “residual” or “background” image. As shown in Figure 5.23 for the test mammogram, we set to zeros (black) all pixels in the $I_1$ image that correspond to non-zero values in the normal line mask. Thus obtained residual image has its normal background structures removed and appears featureless.

For abnormal mammogram regions, residual images will consist of only pathology (masses and microcalcifications) on a featureless background. More experimental results are shown in Section 5.5.

5.5 Experimental Results

We tested the proposed normal mammogram characterization algorithm on the “Digital Database for Screening Mammography” (DDSM) [72]. The DDSM project is a collaborative effort involving Massachusetts General Hospital, the University
of South Florida, and Sandia National Laboratories. The primary purpose of the database is to facilitate sound research in the development of computer algorithms to aid in screening. At present time, this database contains more than 1600 cases with each case consisting of 4 images (left and right MLO and CC views) along with patient information and image parameters. Images containing suspicious areas have associated pixel-level “ground truth” information about the locations and types of suspicious regions. The images are digitized at resolutions of $42 - 100\mu$. It is expected that the DDSM project will add more cases to the database in the coming years.

In Section 5.4 we demonstrated our normal structure identification and removal algorithm using a normal mammogram as the test image. In obtaining the $I_1$ image, we used $W_x = 0.95$, $K = 0$, and $G = 10$. For extracting linear structures, we used $l = 20$, $T_\sigma = 30$, and $T_\sigma = 4$. These parameters were determined experimentally using a variety of sample mammography images and are used for all the following studies as well.

Figure 5.24 shows results for a mammogram containing circumscribed masses, where (a) shows the original mammogram with the masses outlined, (b) shows the background subtracted $I_1$ image, (c) shows the normal linear markings $I_m$, and (d) shows the residual image $I_R$ with its normal structures removed. To see details better, these results are repeated in Figure 5.25 for the region centered at the masses. Note that in Figure 5.24 (d) and Figure 5.25 (d) the masses can still be seen but the background structures have been removed.

Figure 5.26 shows results for a mammogram containing a spiculated lesion, where (a) shows the original mammogram with the lesion outlined, (b) shows the background subtracted $I_1$ image, (c) shows the normal linear markings $I_m$, and (d) shows the residual image $I_R$ with its “normal” structures removed. In this case, however, the spiculations of the lesion are detected as linear markings and shown in $I_m$. Consequently, the residual image $I_R$ loses the spiculations. This problem can be dealt
with by detecting stellate patterns in the “normal” mask before removal using features described in Chapter 4 so that spiculations remain in the residual image. To see details better, these results are repeated in Figure 5.27 for the region centered at the spiculated lesion.

Figure 5.28 shows results for a mammogram containing microcalcifications, where (a) shows the original mammogram with the microcalcifications outlined, (b) shows the background subtracted $I_1$ image, (c) shows the normal linear markings $I_m$, and (d) shows the residual image $I_R$ with its normal structures removed. Again, results are repeated in Figure 5.29 for the region centered at the microcalcifications. Note that in Figure 5.28 (d) and Figure 5.29 (d) the microcalcifications can clearly be seen in the residual image and in fact have been enhanced.

We compared microcalcification enhancement results of the residual images with those using the technique developed by Strickland and Hahn [23]. Their method is based on wavelet transforms. First, an undecimated wavelet transform is applied to the original mammogram. Then candidate calcification pixels are detected by thresholding the detailed signals at several levels of decomposition and combining the results. Detected pixel sites are dilated and then weighted before computing the inverse wavelet transform. The output is a microcalcification enhanced image, where straightforward thresholding can be applied to segment the microcalcifications.

Figure 5.30 shows two mammograms with microcalcifications. Figure 5.31 shows the corresponding enhanced images using the technique by Strickland and Hahn. Figure 5.32 shows the corresponding residual images. Since the residual images do not have the fairly complex linear markings produced by normal ducts and connective tissue elements, any potential abnormal structures remained in the mammograms are more conspicuous.

More experimental results for normal mammograms are shown from Figure 5.33 to Figure 5.40, results for mammograms containing circumscribed lesions are shown from Figure 5.41 to Figure 5.48, results for mammograms containing spiculated lesions
are shown from Figure 5.49 to Figure 5.56, and results for mammograms containing microcalcifications are shown from Figure 5.57 to Figure 5.64.

In summary, we proposed a normal mammogram characterization algorithm that specifically identifies and removes normal tissue structures shown in mammograms. This is fundamentally different than other approaches that identify normal mammograms by screening out a specific type of tumor. On the contrary, our technique is independent of the types of abnormalities that may exist in the mammogram. Experimental results have shown that suppressing normal background structures enhances the contrast and obviousness of abnormal structures. We feel that the “de-cluttered” residual images could help radiologists to make a better decision regarding the normality of the mammograms.
Table 5.1 Compass line detection operators.

\[
\begin{bmatrix}
-1 & -1 & -1 \\
2 & 2 & 2 \\
-1 & -1 & -1
\end{bmatrix}
\begin{bmatrix}
-1 & -1 & 2 \\
-1 & 2 & -1 \\
2 & -1 & -1
\end{bmatrix}
\begin{bmatrix}
-1 & 2 & -1 \\
-1 & 2 & -1 \\
-1 & -1 & 2
\end{bmatrix}
\begin{bmatrix}
2 & -1 & -1 \\
-1 & 2 & -1 \\
-1 & -1 & 2
\end{bmatrix}
\]

(a) E-W        (b) NE-SW        (c) N-S        (d) NW-SE
Fig. 5.1. Entirely normal mammograms may have very different appearance. These normal mammograms have ACR breast tissue density ratings of: (a) 1. (b) 2. (c) 3. (d) 4.
Fig. 5.2. (a) A normal region of a mammogram. (b) A spiculated lesion region of a mammogram. (c) Normal structures appear as quasi-parallel linear markings. (d) A spiculated lesion has linear markings that radiate in all directions.
Fig. 5.3. (a) A straight line at a distance $s$ and orientation $\theta$. (b) Hough transform maps all the pixels on this line into one point in the $(s, \theta)$ parameter space, or Hough space.

Fig. 5.4. Filter impulse response of correlation line detectors
Fig. 5.5. (a) Test pattern with lines and solid areas. (b) Line angle image including “lines” without solid features, in which brightness corresponding to line orientation. (c) Individual line detector output at 0°. (d) 45°. (e) 90°. (f) 135°.
Fig. 5.6. A linear marking may not be extracted accurately if its width does not match well with the width of the correlation filters. (a) Original mammogram containing circumscribed mass. (b) Highpass filtered enhanced image. (c) Linear structures detected from the enhanced image using correlation filters with width 0.85 mm. (d) Removed detected linear structures from the enhanced image.
Fig. 5.7. Pixels belonging to a line are not necessarily edge pixels. (a) An image with a 1 pixel wide “thin” line at the top and a 10 pixel wide “thick” line at the bottom. (b) The shaded pixel in the middle of the “thick” line looks unlike an edge pixel within a $9 \times 9$ neighborhood, which is larger than the spatial support of most edge operators.

Fig. 5.8. The E-W compass gradient operator detects only edges of the lines in the image shown in Figure 5.7 (a).
Fig. 5.9. If a pixel belongs to a line, then there exists a string of pixels with similar graylevels along the direction of the line that contains this pixel.
Fig. 5.10. Lines are perceived at orientations (a) $0^\circ$, (b) $11.25^\circ$, (c) $22.5^\circ$, and (d) $33.75^\circ$. 
Fig. 5.11. Necessary conditions for a line to be perceived in an image. (a) Its surrounding region has different graylevels from those of the pixels on the line. (b) Its length is larger than its width.

Fig. 5.12. Two strings of the same length contain different number of pixels.
Fig. 5.13. Relationship between $\sigma_{i,j}(\theta,l)$ and $\theta$. (a) Repeat the image shown in Figure 5.7 (a). (b) For a pixel on the thin line. (c) For a pixel in the uniform region. (d) For a pixel on the thick line.
Fig. 5.14. Block diagram of our line detector.

Fig. 5.15. There are $N_{L(\theta, l)}$ number of strings passing through each pixel for given $\theta$ and $l$. 
Fig. 5.16. The proposed line detector detects both the “thin” line and the “thick line” in the image shown in Figure 5.7 (a).
Fig. 5.17. (a) White Gaussian noise with mean the same as that of the lines is introduced to the background of the image in Figure 5.7 (a). (b) The E-W compass gradient operator failed to detect the lines. (c) Our proposed line detector correctly identified both lines.
Fig. 5.18. Lines with width narrower than the $l$ applied are detected, while those wider lines are considered as uniform regions. (a) Input image with the top line 1 pixel wide and each subsequent line is 2 pixel wider than the one directly above it. (b) Direction result using $l = 5$. (c) Direction result using $l = 10$. and (d) Direction result using $l = 20$. 
Fig. 5.19. (a) Original normal mammogram. (b) Highpass filtered enhanced image. (c) Linear structures detected from the enhanced image. (d) Removed detected linear structures from the enhanced image.
Fig. 5.20. (a) Original mammogram containing circumscribed mass.  (b) Highpass filtered enhanced image.  (c) Linear structures detected from the enhanced image.  (d) Removed detected linear structures from the enhanced image and the mass becomes more conspicuous.
Fig. 5.21. Block diagram of normal tissue identification and removal algorithm, where $W_s =$ weighting factor; $K =$ constant offset factor; $G =$ gain.
Fig. 5.22. Smoothing and background subtraction.

Original Mammogram $I_0$ \hspace{1cm} Smoothed Image $I_s$

\begin{align*}
\text{Smoothing} \\
\text{Background Subtraction} \\
I_1 &= G(I_0 - W_sI_s - K)
\end{align*}

Background Subtracted Image $I_1$
with enhanced normal linear markings
$I_1$ -- Background Subtracted  
$I_m$ -- Normal Mask

Remove normal structures in $I_1$ by setting to zeros (black) all pixels that are nonzero (not black) in $I_m$.

$IR$ -- Residual Image

Fig. 5.23. Normal structure removal.
Fig. 5.24. (a) Original mammogram with the circumscribed masses outlined. (b) Background subtracted image $I_1$. (c) Normal linear structure map $I_m$. (d) Residual image consisting of only the tumor on featureless background.
Fig. 5.25. Results in Figure 5.24 repeated for the region centered at the masses. (a) Original mammogram containing circumscribed masses. (b) Background subtracted image $I_1$. (c) Normal linear structure map $I_m$. (d) Residual image consisting of only the tumor on featureless background.
Fig. 5.26. (a) Original mammogram with the spiculated lesion outlined. (b) Background subtracted image $I_1$. (c) Normal linear structure map $I_m$ contains the spiculations. (d) Residual image does not preserve the spiculations.
Fig. 5.27. Results in Figure 5.26 repeated for the region centered at the spiculated lesion. (a) Original mammogram containing spiculated lesion. (b) Background subtracted image $I_1$. (c) Normal linear structure map $I_m$ contains the spiculations. (d) Residual image does not preserve the spiculations.
Fig. 5.28. (a) Original mammogram with the microcalcifications outlined. (b) Background subtracted image $I_1$. (c) Normal linear structure map $I_m$. (d) Residual image with more conspicuous microcalcifications.
Fig. 5.29. Results in Figure 5.28 repeated for the region centered at the microcalcifications. (a) Original mammogram containing microcalcifications. (b) Background subtracted image $I_1$. (c) Normal linear structure map $I_m$. (d) Residual image with more conspicuous microcalcifications.
Fig. 5.30. Original mammograms containing microcalcifications.

Fig. 5.31. Enhanced image using technique by Strickland and Hahn.
Fig. 5.32. Residual image with more conspicuous microcalcifications.
Fig. 5.33. (a) Original normal mammogram. (b) Background subtracted image $I_1$. (c) Normal linear structure map $I_m$. (d) Residual image.
Fig. 5.34. (a) Original normal mammogram. (b) Background subtracted image $I_1$. (c) Normal linear structure map $I_m$. (d) Residual image.
Fig. 5.35. (a) Original normal mammogram. (b) Background subtracted image $I_1$. (c) Normal linear structure map $I_m$. (d) Residual image.
Fig. 5.36. (a) Original normal mammogram. (b) Background subtracted image $I_1$. (c) Normal linear structure map $I_m$. (d) Residual image.
Fig. 5.37. (a) Original normal mammogram. (b) Background subtracted image $I_1$. (c) Normal linear structure map $I_m$. (d) Residual image.
Fig. 5.38. (a) Original normal mammogram. (b) Background subtracted image $I_1$. (c) Normal linear structure map $I_m$. (d) Residual image.
Fig. 5.39. (a) Original normal mammogram. (b) Background subtracted image $I_1$. (c) Normal linear structure map $I_m$. (d) Residual image.
Fig. 5.40. (a) Original normal mammogram. (b) Background subtracted image $I_1$. (c) Normal linear structure map $I_m$. (d) Residual image.
Fig. 5.41. (a) Original mammogram with the circumscribed masses outlined. (b) Background subtracted image $I_1$. (c) Normal linear structure map $I_m$. (d) Residual image consisting of only the tumor on featureless background.
Fig. 5.42. Results in Figure 5.41 repeated for the region centered at the masses. (a) Original mammogram containing circumscribed masses. (b) Background subtracted image $I_1$. (c) Normal linear structure map $I_m$. (d) Residual image consisting of only the tumor on featureless background.
Fig. 5.43. (a) Original mammogram with the circumscribed masses outlined. (b) Background subtracted image $I_1$. (c) Normal linear structure map $I_m$. (d) Residual image consisting of only the tumor on featureless background.
Fig. 5.44. Results in Figure 5.43 repeated for the region centered at the masses. (a) Original mammogram containing circumscribed masses. (b) Background subtracted image $I_1$. (c) Normal linear structure map $I_m$. (d) Residual image consisting of only the tumor on featureless background.
Fig. 5.45. (a) Original mammogram with the circumscribed masses outlined. (b) Background subtracted image $I_1$. (c) Normal linear structure map $I_m$. (d) Residual image consisting of only the tumor on featureless background.
Fig. 5.46. Results in Figure 5.45 repeated for the region centered at the masses. (a) Original mammogram containing circumscribed masses. (b) Background subtracted image $I_1$. (c) Normal linear structure map $I_m$. (d) Residual image consisting of only the tumor on featureless background.
Fig. 5.47. (a) Original mammogram with the circumscribed masses outlined. (b) Background subtracted image $I_1$. (c) Normal linear structure map $I_m$. (d) Residual image consisting of only the tumor on featureless background.
Fig. 5.48. Results in Figure 5.47 repeated for the region centered at the masses. (a) Original mammogram containing circumscribed masses. (b) Background subtracted image $I_1$. (c) Normal linear structure map $I_m$. (d) Residual image consisting of only the tumor on featureless background.
Fig. 5.49. (a) Original mammogram with the spiculated lesion outlined. (b) Background subtracted image $I_1$. (c) Normal linear structure map $I_m$ contains the spiculations. (d) Residual image does not preserve the spiculations.
Fig. 5.50. Results in Figure 5.49 repeated for the region centered at the spiculated lesion. (a) Original mammogram containing spiculated lesion. (b) Background subtracted image $I_1$. (c) Normal linear structure map $I_m$ contains the spiculations. (d) Residual image does not preserve the spiculations.
Fig. 5.51. (a) Original mammogram with the spiculated lesion outlined. (b) Background subtracted image $I_1$. (c) Normal linear structure map $I_m$ contains the spiculations. (d) Residual image does not preserve the spiculations.
Fig. 5.52. Results in Figure 5.51 repeated for the region centered at the spiculated lesion. (a) Original mammogram containing spiculated lesion. (b) Background subtracted image $I_1$. (c) Normal linear structure map $I_m$ contains the spiculations. (d) Residual image does not preserve the spiculations.
Fig. 5.53. (a) Original mammogram with the spiculated lesion outlined. (b) Background subtracted image $I_1$. (c) Normal linear structure map $I_m$ contains the spiculations. (d) Residual image does not preserve the spiculations.
Fig. 5.54. Results in Figure 5.53 repeated for the region centered at the spiculated lesion. (a) Original mammogram containing spiculated lesion. (b) Background subtracted image $I_1$. (c) Normal linear structure map $I_m$ contains the spiculations. (d) Residual image does not preserve the spiculations.
Fig. 5.55. (a) Original mammogram with the spiculated lesion outlined. (b) Background subtracted image $I_1$. (c) Normal linear structure map $I_m$ contains the spiculations. (d) Residual image does not preserve the spiculations.
Fig. 5.56. Results in Figure 5.55 repeated for the region centered at the spiculated lesion. (a) Original mammogram containing spiculated lesion. (b) Background subtracted image $I_1$. (c) Normal linear structure map $I_m$ contains the spiculations. (d) Residual image does not preserve the spiculations.
Fig. 5.57. (a) Original mammogram with the microcalcifications outlined. (b) Background subtracted image $I_1$. (c) Normal linear structure map $I_m$. (d) Residual image with more conspicuous microcalcifications.
Fig. 5.58. Results in Figure 5.57 repeated for the region centered at the microcalcifications. (a) Original mammogram containing microcalcifications. (b) Background subtracted image $I_1$. (c) Normal linear structure map $I_m$. (d) Residual image with more conspicuous microcalcifications.
Fig. 5.59. (a) Original mammogram with the microcalcifications outlined. (b) Background subtracted image $I_1$. (c) Normal linear structure map $I_m$. (d) Residual image with more conspicuous microcalcifications.
Fig. 5.60. Results in Figure 5.59 repeated for the region centered at the microcalcifications. (a) Original mammogram containing microcalcifications. (b) Background subtracted image $I_1$. (c) Normal linear structure map $I_m$. (d) Residual image with more conspicuous microcalcifications.
Fig. 5.61. (a) Original mammogram with the microcalcifications outlined. (b) Background subtracted image $I_1$. (c) Normal linear structure map $I_m$. (d) Residual image with more conspicuous microcalcifications.
Fig. 5.62. Results in Figure 5.61 repeated for the region centered at the microcalcifications. (a) Original mammogram containing microcalcifications. (b) Background subtracted image $I_1$. (c) Normal linear structure map $I_m$. (d) Residual image with more conspicuous microcalcifications.
Fig. 5.63. (a) Original mammogram with the microcalcifications outlined. (b) Background subtracted image $I_1$. (c) Normal linear structure map $I_m$. (d) Residual image with more conspicuous microcalcifications.
Fig. 5.64. Results in Figure 5.63 repeated for the region centered at the microcalcifications. (a) Original mammogram containing microcalcifications. (b) Background subtracted image $I_1$. (c) Normal linear structure map $I_m$. (d) Residual image with more conspicuous microcalcifications.
6. CONCLUSION

In this thesis, we have studied several aspects of computer aided diagnosis (CAD) in digital mammography. In particular, we proposed two CAD techniques — a multiresolution feature analysis and classification approach for the detection of spiculated lesions, and a normal mammogram characterization algorithm.

Spiculated lesions are strong indicators of malignant breast cancer, therefore it is very important to detect them as soon as possible. Computer aided detection of tumors generally consists of feature extraction followed by classification. However, it has proved difficult to determine the size of the neighborhood that should be used to extract local features of spiculated lesions. Our proposed multiresolution image analysis algorithm addressed this problem by extracting and classifying features at multiple resolutions. This is a fundamental difference in our method compared to other approaches. In addition, this multiresolution feature analysis scheme enables us to choose a fairly small neighborhood for feature extraction at each resolution, hence computationally more efficient than having to use a larger neighborhood for feature extraction to accommodate larger lesions. Furthermore, the top-down classification scheme we use requires less computation by starting with the coarsest resolution image (least amount of data) and propagating detection results to finer resolutions. Experimental results showed that our algorithm is capable of detecting spiculated lesions of very different sizes at low false positive rates.

We designed a new feature, known as the standard deviation of the folded gradient orientations, that responds strongly to stellate patterns in the image. We showed that this feature reflects the actual local gradient orientation variances, and is robust with regard to image rotation. However, some spiculated lesions lack of visible
spiculations in all directions, hence easily cause miss detection. On the other hand, some normal regions in a mammogram may have linear markings in several different directions and be mistakenly detected as abnormal spiculations. A thorough study of the contribution of each feature in detecting the spiculated lesions would improve the overall performance of this algorithm. This study would involve measuring performance of individual feature as well as performance of different feature combinations in detecting tumors. It can help further refine the features, and optimize the number of features that should be used in classification. This is one topic for future work.

Another possible improvement to this algorithm would be splitting the classification process into two stages: detection and confirmation. In the detection stage, only those features that are especially responsive to spiculated lesions, such as the standard deviation of the folded gradient orientations, are used to identify candidate spiculated regions. Sensitivity would be essential in this stage and higher false positive rate is allowed so that very subtle spiculated lesions can be detected. The confirmation stage is used to eliminate those false positives by using features that identify tumor centers, such as the local mean pixel brightness. This two-stage process is also expected to be faster, not only because fewer features are used for classification in each stage, but also because significantly less amount of data need to be considered in the second stage. This is one topic for future work.

Characterizing normal mammograms is an important issue that has been overlooked by most researchers. Since cancer treatment is most effective when the cancer is detected early, better methods for analyzing hard abnormal mammograms is required, which are hard because they are very similar to normal mammograms. Without good understanding of what is normal, cancer treatment decision maybe highly suboptimal. We presented a normal mammogram characterization algorithm that specifically identifies and removes normal tissue structures shown in mammograms. This is fundamentally different than other approaches that identify normal mammograms by screening out a specific type of tumor. On the contrary, our technique is independent of the types of abnormalities that may exist in the mammogram.
We proposed a new model for lines and presented a novel line detection algorithm based on this model for extracting normal linear structures from complex background in mammograms. This line detector is capable of extracting lines with very different width, lines with irregular width, as well as curves. It also responds to region boundaries that have a high curvature, because pixels there have properties similar to those of pixels at the end of a thick line. This may not be desirable in some applications. A length check along the direction of the detected lines would be able to distinguish these two situations, since only a few pixels on the boundary would be detected as belonging to a line.

The presented line model is for lines in grayscale images. It can be extended to lines in color images as follows: 1) there exists a string of pixels with similar colors along a certain direction; 2) the surrounding pixels have different colors; and 3) the length is greater than its width. The extension of the corresponding line detection algorithm to color images would require substitute scalar (graylevel) operations with vector (color components) operations. Note that it may be necessary to first convert images to a uniform color space, such as $(L^*, u^*, v^*)$, where visual difference between two colors is proportional to their Euclidean distance. This is one topic for future work.

Experimental results have shown that suppressing normal background structures enhances the contrast and obviousness of microcalcifications and circumscribed masses. The microcalcification enhancement results of our residual images compared favorably to those of other technique reported in the literature. However, the normal linear structure removal algorithm presented in this thesis removed spiculations of spiculated lesions along with real normal structures. This problem can be dealt with by detecting stellate patterns in the “normal” mask before removal so that abnormal spiculations remain in the residual image. The line orientation information obtained during line detection can be used for this stellate pattern detection. This is one topic for future work.
Ideally, the residual image of a normal mammogram would be uniformly dark and featureless; whereas the residual image of an abnormal mammogram would show abnormalities against a featureless background. However, some much finer normal structures persist in the residual images after removal of the larger linear markings. These constitute fine reticulated patterns of normal background texture. In addition, the removal of the larger linear markings generates black regions that interrupt the finer texture, which makes the identification and removal of the remaining normal background texture more difficult. It may be helpful to fill in those black regions with textures similar to their neighboring normal regions to form a uniform normal background texture. This filling task has to be done with great care since it easily produces another texture in the black regions if the filled texture does not match well with that in the neighborhood. A possible way to do the filling would be modeling the normal texture as an autoregressive process, then estimating its parameters from the non-black regions, and finally generating textures for the black regions based on the estimated parameters. This is one topic for future work.

Another important topic for future work is to directly recognize normal mammograms, rather than mammograms with various possible abnormalities. It is essential to find features that characterize normal regions in the residual images. An analysis of some texture features, such as mean, variance, and skewness, based on a large number of normal residual images could help to make a decision as to what feature combination best characterize normal regions. Since abnormalities in mammograms are highly localized and occupy only a small portion of the whole image, normal detection should be done in small regions. A possible way to achieve this goal would be using a multiresolution image analysis framework similar to the one we presented for spiculated lesion detection. The normal detection shall start from the coarsest resolution. Any region that is classified as abnormal at coarser resolutions eliminate the need for further analysis at finer resolutions, while regions that are classified as normal should be evaluated in more detail at finer resolutions.
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