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Preface

This book documents recent advances in computational electromagnetics performed under the auspices of the Center for Computational Electromagnetics at the University of Illinois, funded mainly by the Multidisciplinary University Research Initiative (MURI), a program administered by the Air Force Office of Scientific Research. Other funding agencies also contributed to the success of the Center, such as the National Science Foundation, Office of Naval Research, Army Research Office, and Department of Energy.

There is a tremendous need to bring the science of electromagnetic simulation, also known as computational electromagnetics, to the same confidence level as that achieved by circuit simulation. However, computational electromagnetics involves solving Maxwell’s equations, which are more complex than circuit equations. It is hoped that one day electromagnetic simulation will master this complexity and enjoy the same pervasiveness in engineering design as does circuit simulation. We are grateful for the foresight of these funding agencies who share our passion for developing this technology.

This book does not pretend to be complete, as it reflects our viewpoint of computational electromagnetics. However, we believe that the knowledge required to support electromagnetic simulation in a sophisticated manner has to come from physicists, engineers, mathematicians, and computer scientists. Since electrical engineering is an offshoot of applied physics, we play the role of applied physicists in the development of this technology: we develop this technology based on our physical insight into the problems, while drawing on knowledge from mathematicians and computer scientists. The presentation style of most of the chapters of this book is in the manner of applied physicists or of traditional electromagneticists—hopefully, we sacrifice mathematical rigor for physical clarity.
This book is not an introduction to computational electromagnetics. It documents recent advances in computational electromagnetics in the manner of a monograph. A seasoned researcher in the area of computational electromagnetics should have little difficulty reading the material. It is also hoped that a graduate student or a professional with some preliminary background in computational electromagnetics or a classicist in electromagnetics who has done some rapid background reading, can easily digest the work reported in this book. For one who intends to perform research in this area, this book will be an excellent starting point. The variety of topics covered is sufficient to nourish many different research directions in this very interesting field.

Even though this book deals only with linear problems associated with Maxwell’s equations, it can be gleaned from a cursory reading that such problems are rich; they are amenable to different mathematical analyses, and allow for different and interesting algorithm designs. Because of the linearity of the problems, both differential equation and integral equation solvers can be developed. Moreover, the problems can be solved in the frequency domain as well as the time domain, enhancing the efficiency and enriching the variety of these methods.

Solutions to Maxwell’s equations have been sought since the very early days of the equations’ discovery. Electromagnetic analysis has always played an important role in understanding many scientific and engineering problems.

Chapter 1 gives an introduction to electromagnetic analysis and explains how the field has evolved into computational electromagnetics in the last few decades. It also introduces, in a very simplified manner, the recent fast algorithms developed to solve Maxwell’s equations. The chapter also attempts to give a historical perspective on electromagnetic analysis and to describe how far we have come since the advent of Maxwell’s equations.

Chapter 2 presents an introduction to the fast multipole method (FMM) and the multilevel fast multipole algorithm (MLFMA) in two dimensions. Interpolation, truncation, and integration errors are discussed. An attempt is also made to relate FMM to group theory, and to the inherent symmetry of space.

Chapter 3 describes the three-dimensional version of FMM and MLFMA and demonstrates the application of the fast algorithm to real-world problems. The algorithm has also been parallelized on a shared-memory machine, and tour-de-force computation involving close to 10 million unknowns is the most important achievement of this work.

Chapter 4 outlines the distributed-memory parallelization of MLFMA, encapsulated in a code called ScaleME (Scaleable Multipole Engine). The parallelization of MLFMA on a distributed memory machine is not an easy task, because different parts of the computation may reside on different processors. The increased communication cost with more processors can be an issue here. A 10-million-unknown problem has also been solved with ScaleME.
Chapter 5 reports on the low-frequency solution of Maxwell’s equations using fast algorithms. This chapter describes the treatment needed for FMM and MLFMA to prevent their catastrophic breakdown at low frequencies. It also describes a method to apply the LF-MLFMA based on Rao-Willon-Glisson (RWG), wire, and wire-surface bases while the intrinsic expansion bases are still the loop-tree-star bases. These bases are designed for low-frequency problems to make the LF-MLFMA efficient for problems with global loops.

Chapter 6 delves into different error issues involved when solving surface integral equations related to Maxwell’s theory. Discretization error due to the use of basis functions, and integration error by replacing integrals with summation are discussed. Errors result from solving the matrix equation, and deconditioning of the matrix equation by MOM and its impact on errors are studied. This chapter also discusses deconditioning due to the near-resonance problem and the low-frequency breakdown problem.

Chapter 7 deals with a recent topic of intense interest in differential equation solvers—the theory of perfectly matched layers (PML). The concept of complex coordinate stretching is discussed. PML is generalized to curvilinear coordinates as well as to complex media. In this chapter, stability issues related to PML are studied, and a unified analysis of various PML formulations using differential forms is included.

Chapter 8 addresses the issue of efficiently solving the forward and inverse problems for buried objects using FFT-based methods. The detection of buried objects usually involves loop antennas, and the forward problem involving the solution of loop antennas over a buried object is discussed in great detail. Moreover, recent advances in different inversion algorithms are also described.

Chapter 9 touches upon solving the penetrable problem at very low frequencies. The low-frequency problem encountered in Chapter 5 for metallic objects also occurs for dielectric and lossy material objects. This chapter describes a way to solve this problem so that the solution of integral equations remains stable all the way from zero frequency to microwave frequencies.

Chapter 10 describes an algorithm to solve three-dimensional waveguide structures using numerical mode matching, but using the finite difference method. The spectral Lanczos decomposition method is used to find the modes. An algorithm with $O(N)$ memory complexity and $O(N^{1.5})$ computational complexity is achieved.

Chapter 11 addresses the problem of solving the volume integral equation concurrently with the surface integral equation. This is particularly important when dealing with structures having metals as well as dielectric materials. The solutions are also accelerated with MLFMA as demonstrated in the chapter. Many practical illustrations of the use of this solution technique are given in this chapter.

Chapter 12 deals with solving axially symmetric, body-of-revolution (BOR) geometry using the finite element method (FEM). This reduces a three-dimensional problem to two dimensions, greatly enhancing the efficiency of the solution. Both
material-coated and metallic objects are considered. The chapter also shows the practical use of cylindrical PML for truncating the FEM mesh. Treatment of BOR geometry with appendages is also considered.

Chapter 13 reports on the hybridization in computational electromagnetics. Hybridization between FEM and the absorbing boundary condition (ABC) is discussed alongside the boundary integral equation (BIE), MLFMA, adaptive absorbing boundary condition (AABC), and shooting and bouncing ray (SBR). Hybridization between MOM and SBR is also considered. AABC is a promising method of hybridizing FEM with fast solvers in the future.

Chapter 14 presents different higher-order methods in computational electromagnetics. Higher-order methods for the surface integral equation as well as for FEM are considered. Also, the efficient coupling of higher-order methods to fast solvers such as MLFMA is discussed. In particular, the use of point-based MLFMA is illustrated. Moreover, a higher-order grid-robust method is also studied in this chapter.

Chapter 15 touches on the topic of asymptotic waveform evaluation (AWE) for broadband calculation in electromagnetics. Illustrations of this acceleration technique for broadband calculation are given for metallic antennas, wire antennas, dielectric scatterers, and microstrip antennas.

Chapter 16 details the analysis of microstrip structure on top of a layered medium. The derivation of the layered medium Green’s function together with its numerical approximation by the complex images is discussed. The use of the fast frequency sweep method, adaptive integral method, and MLFMA to accelerate solution speed is studied. A higher-order method to improve solution accuracy is also demonstrated.

Chapter 17 reviews the steepest-descent FMM (SDFMM) to accelerate the solution speed of quasi-planar structures. For this class of structures, this method reduces both the computational and memory complexity of MLFMA from $O(N \log N)$ to $O(N)$. Applications to scattering from random rough surfaces, quantum-well gratings, and microstrip antennas are demonstrated with this analysis method.

Chapter 18 elaborates on the plane-wave time-domain (PWTD) algorithm, which is an ingenious way of arriving at the time-domain equivalent of FMM and MLFMA. The integral equation is solved using the marching-on-in-time (MOT) method. Stability and accuracy issues are carefully analyzed in this chapter. Both the two-level and multilevel algorithms are presented and demonstrated with examples.

Chapter 19 further develops PWTD for large-scale and real-world applications. The use of PWTD with the magnetic field integral equation (MFIE), electric field integral equation (EFIE), and combined field integral equation (CFIE) is illustrated. Furthermore, scattering and error analysis from complex targets such as aircraft, almond shapes, and cone-spheres are considered.

Even though a large variety of topics is covered here, we do feel that there is still a myriad of problems in computational electromagnetics begging to be solved. Due to the complex nature of computational electromagnetics compared to circuit simulation, the robustness and stability of these algorithms are still issues to be addressed.
Another issue is the computational labor associated with these algorithms—more research needs to be done to enhance their speed. We hope, however, that the work at our Center marks a new beginning in the era of fast algorithms in computational electromagnetics.

During the MURI support, we have demonstrated our ability to solve problems involving 10 million unknowns using the supercomputing facilities of the University of Illinois. With continued support in this field, together with improvements in computer technology, we predict that a decade from now, solving a problem of this size will be routine for many applications.

*If only electromagnetic fields can talk, they will speak volumes!*

WENG CHO CHEW

_Urbana-Champaign, Illinois, June 2001_
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Introduction to Electromagnetic Analysis and Computational Electromagnetics

Weng Cho Chew

1.1 INTRODUCTION

Electromagnetic analysis, a discipline whereby one solves Maxwell’s equations to obtain a better understanding of a complex system, is becoming increasingly important in electrical engineering. One reason is that Maxwell’s theory is essential for the manipulation of electricity and hence is indispensable. Another reason is that Maxwell’s theory has proven to have strong predictive power. This strong predictive power, together with the advent of computer technology, has changed the practice of electrical engineering in recent years. A complete solution to Maxwell’s equations can expedite many electrical engineering design processes.

A notable example is the integrated circuits industry where computer-aided design predictive tools, using circuit theory that is partly based on low-frequency Maxwell’s theory, have completely changed how electrical engineering design processes are performed.

In the beginning, electromagnetic analyses were performed with pencil and paper, solving for closed form and approximate solutions. However, this has changed with the advent of numerical methods and computers, which have spurred the field of “computational electromagnetics.”
Figure 1.1 Because solving Maxwell’s equations is fundamental for the manipulation of electricity, the ability to solve Maxwell’s equations to perform electromagnetic simulations impacts many different areas.

Traditional numerical methods are inefficient, but fast algorithms in computational electromagnetics will alter the use of many of these electromagnetic analysis methods in the future. For a problem with $N$ degrees of freedom, or $N$ unknowns, many of these fast algorithms use $O(N \log N)$ memory, and close to $O(N \log N)$ time, as opposed to the traditional methods requiring $O(N^2)$ memory and $O(N^2)$ time. As $N$ becomes very large, there will be a tremendous discrepancy in memory and time usage between the fast solvers and traditional solvers.

The ability to perform computer simulations with Maxwell’s equations portends great changes in many areas in electrical engineering and related fields such as computer chip design and circuit analysis, lasers and optoelectronics, micro-electro-mechanical sensors (MEMS) and microwave engineering, remote sensing and subsurface sensing, electromagnetic compatibility and electromagnetic interference (EMC/EMI), antenna analysis and design, radar cross-section (RCS) analysis and design, stealth technology, automatic target recognition (ATR), wireless communication and propagation, bioengineering and biotechnology, and physics-based signal processing and imaging (see Figure 1.1).

Despite its arcane sounding name, “computational electromagnetics” is actually highly interdisciplinary, drawing knowledge from physics, mathematics, and computer science (Figure 1.2). An electromagnetic problem that begs to be solved nowadays is orders of magnitude more complex than those at the end of the 19th century. As such, a good understanding of the physics of the problem is essential to
avoid developing methods that will lead us on a primrose path. Good physical insight is also important in understanding the physical mechanism within a calculation, and arriving at an improved algorithm.

However, the use of numerical methods to simulate physical phenomena cannot be done without finesse in the underlying mathematical analysis. Mathematical analysis is needed for understanding error analysis and error control within an algorithm. It is necessary for the understanding of the convergence and conditioning of iterative solvers when applied to a system of linear algebraic equations. More recently, mathematical analysis is necessary for the factorization of operators into factors, which can be computed very efficiently.

The final test of an algorithm is its ability to harness the power of a parallel computer to its fullest. Issues such as memory latency, cache hit and miss, interprocessor communication, and shared memory versus local memory architecture have to be considered. Software engineering issues such as encapsulation, reusability, and ease of software development and maintenance have to be addressed. The synergism between different disciplines is described in Figure 1.2.
1.2 A BIT OF HISTORY

Maxwell’s theory was completed over a century ago in 1864 [1]. At the time of its completion, it was regarded as a triumph by mathematicians and physicists alike. Maxwell’s theory unifies both the theory of light and the theory of electromagnetism, which were thought to be two different theories. The motivation to add displacement current to Ampere’s Law to complete Maxwell’s equations was both a mathematical and a physical one. It was noted that—assuming the existence of the displacement current, which, unlike conduction current, could flow through vacuum—wave phenomena could be mathematically predicted by Maxwell’s equations. The existence of electromagnetic fields as waves was finally confirmed by Heinrich Hertz in 1888, and later the propagation of radio wave across the Atlantic Ocean was demonstrated by Guglielmo Marconi in 1901. We can view those two historical experiments as very early uses of Maxwell’s theory to predict the outcome of experiments.

Maxwell’s theory has been regarded by most physicists to be one of the most elegant theories in physics. Maxwell’s theory also suggests the theory of special relativity and Lorentz transformation. Most physicists believe that if you lock a graduate student in a room and have him perform an electromagnetic calculation correctly, and if you perform an experiment that does not agree with the graduate student’s calculations, then you better check your experiment (C. N. Yang, private communication).

Maxwell’s equations are given by

\[
\nabla \times \mathbf{E} = -\frac{\partial \mathbf{B}}{\partial t} \tag{1.1}
\]

\[
\nabla \times \mathbf{H} = \frac{\partial \mathbf{D}}{\partial t} + \mathbf{J} \tag{1.2}
\]

\[
\nabla \cdot \mathbf{D} = \rho \tag{1.3}
\]

\[
\nabla \cdot \mathbf{B} = 0 \tag{1.4}
\]

They have been used to predict electromagnetic phenomena from the subatomic lengthscale to the intergalactic lengthscale. At the subatomic level, the quantized version of electromagnetic theory—namely, quantum electrodynamics—is often used. In this case, electromagnetic fields are treated as quantum mechanical operators. On the galactic scale, a supernova explosion that happened 168,000 light years away was observed in 1987 [2]. At the time of this supernova explosion (SN1978A, Large Magellanic Cloud), there was no civilization on Earth, only primitive men, such as Cro-Magnon men and Neanderthal men who roamed the surface of the Earth. Despite that, we have been able to observe such electromagnetic radiation that has been traversing the galaxy for 168,000 years through the immensity of the universe. More

---

1Due to the long history of electromagnetics, the history here is necessarily incomplete.
The Sommerfeld half-plane problem of a diffraction by a half screen was solved by Sommerfeld in 1896.

Figure 1.3  The Sommerfeld half-plane problem of a diffraction by a half screen was solved by Sommerfeld in 1896.

mind boggling still is the remnant of the electromagnetic radiation from the big bang that happened 10 billion years ago. This electromagnetic radiation has been traveling at the speed of light for over 10 billion years, and its remnants were detected by two Bell Lab electrical engineers, Arno Penzias and Robert Wilson, who won the Nobel prize in physics in 1978. The cosmic background microwave radiation they detected corresponds to the three-degree black body radiation from the universe.

As a consequence of their predictive power and their validity over a vast range of length scales, solutions for Maxwell’s equations have been used for analysis and prediction in engineering design. Shortly after the advent of Maxwell’s theory, closed form solutions to Maxwell’s equations were sought by the separation of variables. For instance, the Mie scattering solution for a sphere using the method of the separation of variables was found around the end of the 19th century [3, 4]. The guided wave solution in a hollow waveguide was given by Rayleigh in 1897 [5]. The famous Sommerfeld half-plane solution for diffraction of waves by a semi-infinite half plane was presented by Sommerfeld in 1896 [6] (see Figure 1.3). Moreover, the Sommerfeld problem of a dipole source over a half-space Earth was obtained in 1909 [7] (see Figure 1.4). In addition to the above, many solutions were sought for scatterer shapes that conform to a separable coordinate systems. There are reasons for the rapid growth of solutions to Maxwell’s equations during the end of the 19th century. The precursors to electromagnetic theory were the theory of fluid, commonly expressed in the Navier-Stokes equation and the theory of sound, which was expressed in terms of the scalar wave equation. Many mathematical techniques were developed to solve fluid and acoustic problems related to simple shapes. Such problems were solvable with harmonic functions and harmonic analysis, as in the case of low-Reynold’s-number flow and inviscid flow [8]. Hence, we often hear names like Lagrange, Stokes, Gauss, and Euler in electromagnetics literature. For instance, Lord Rayleigh was well familiar with theory of fluid and sound, and he wrote two volumes on the theory of sound during his voyage on the Nile river recuperating from a pneumatic fever [9]. Many of these closed form solutions were generalized to more complex geometries during the first half of the 20th century [10–12]. Many of these solutions to simple shapes are documented in [13].
The Sommerfeld half-space solution of an electric dipole radiating on top of the lossy Earth was solved by Sommerfeld in 1909.

It was said that Sommerfeld found the solution to the half-plane problem by inspection. The Sommerfeld half-plane solution is usually taught to students nowadays using the Wiener-Hopf technique [14]. The Wiener-Hopf technique is a "solution in search of a problem," a term used by some scientists to describe the narrow application of some analysis technique (L. Felsen, private communication). The Wiener-Hopf technique is a technique to deconvolve a convolutional integral of the form

$$\phi_{sca}(x) = -\phi_{inc}(x) = \int_{-\infty}^{0} g(x - x') j(x') dx', \quad -\infty < x < 0$$  \hspace{1cm} (1.5)

by Wiener-Hopf factorization. In the above $g(x - x')$ is a Green’s function, while $j(x)$ describes the current on the half-plane.

Sommerfeld’s solution to the other classical problem for the radiation of an electric dipole source on top of the half-space Earth involves an integral and often expressed as

$$\phi(r) = \int_{0}^{\infty} dk_p J_n(k_p \rho) \left[ e^{ik_z|z-z'|} + R(k_p) e^{ik_z} \right]$$  \hspace{1cm} (1.6)

where $k_z = \sqrt{k^2 - k_p^2}$, $J_n(x)$ is a Bessel function of $n$th order, and $R(k_p)$ is a reflection coefficient. Such integrals are known as Sommerfeld integrals for an obvious reason, and they were hard to evaluate at the time of Sommerfeld. The integrals involve branch cuts and poles that can easily confound the uninitiated. But evaluating such integrals is a routine task these days with the use of the digital computer. To date, the class of closed form integral solutions has expanded to more complex geometry. For instance, the solution of a dipole source in layered media has been generalized [12, 15–22]. These Sommerfeld solutions have also been generalized to the time domain [23–25].

During Sommerfeld’s time, asymptotic methods such as the method of stationary phase and the method of steepest descent were developed to evaluate such integrals.
approximately [15–18, 20, 21, 26–29]. Also, the method of Watson transformation can be applied to the Mie series solution to obtain approximate solutions when the frequency is high [28]. For instance, the physics of a creeping surface wave can be elucidated as such [17, 29]. In these asymptotic methods, a large parameter is often assumed, where the approximation becomes increasingly good when the parameter is large. For electromagnetics, the large parameter is usually the wavenumber that becomes large as the wavelength becomes small or when the frequency is high.

These approximate solutions, derived with mathematical elegance, often entail nice physical meanings, lending further insight into these problems that the closed form solutions, such as the Sommerfeld half-plane and the Sommerfeld half-space solution, do not offer. Moreover, they illustrate that many of the physical mechanisms of scattering and interaction with complex geometries are local in nature, such as edge diffraction and specular reflection.

However, the availability of closed form solutions for simple geometries in separable coordinate systems did not meet the need of engineers and scientists alike. There are only a finite number of separable coordinate systems [30], and the solutions are often very complex. Very soon, innovative methods were sought for solutions of more complex geometries using perturbation and approximate methods. Such methods parallel the perturbation methods that appeared in the fluid community [8]. Like the asymptotic evaluation of integrals, many of these perturbation methods are asymptotic methods where a large or a small parameter has to be assumed.

Mathematicians and engineers capitalized on the physics that can be elucidated from the asymptotic solutions and proposed an ansatz-based solution technique to finding the solution from complex geometries as the frequency becomes very high. Approximate solutions are proposed as ansatz with an asymptotic series that resembles [31]

$$\phi(r) \sim e^{ikr} \left[ a_0 + a_1 \frac{1}{kr} + a_2 \frac{1}{(kr)^2} + \cdots \right], \quad kr \to \infty$$  \hspace{1cm} (1.7)

The amplitude $a_0$ and the exponent $\alpha$ are found by solving canonical problems with a closed form solution, whose asymptotic approximations are obtained with the aforementioned methods. These theories are variously known as the geometrical optics theory, physical optics theory, geometrical theory of diffraction, physical theory of diffraction, and so on. However, these high frequency theories usually become invalid at ray caustics (caustics are defined as points in space where rays meet or bunch together), and shadow boundaries (the boundary between the illuminated region and the shadow region of a wave). In such cases, the uniform asymptotic theory or uniform theory of diffraction has to be used. Many of these works are reported in [16, 32–38]. Recently, these methods have been numerically implemented as a shooting and bouncing ray [39] method, available in a code called XPA TCH.

Another approximation method is the use of matched asymptotic expansions, which are used in fluid theory, but rarely in electromagnetics [40]. The solution of
scattering by small particles by Rayleigh [41] is an excellent example of a solution by matched asymptotic expansion—the far field is expressed in terms of a dipole scattering field, while the near field is expressed in terms of the Laplacian field. The boundary condition on the particle surface is matched using the Laplacian field, but the far field radiation condition is met with the radiation field. In this manner, Rayleigh was able to predict that the scattering cross-section of small particles grows as the fourth power of frequency—the reason why the sky is blue, as high frequency lights are scattered more intensely by air molecules. However, it does not explain why the sky is not purple! To understand that, one will have to study Mie scattering [3] or Thompson scattering [42], both of which indicate that the scattering cross-section of a particle does not grow without bound with increasing frequency.

Though greatly enlarging the class of solvable problems, it was clear that even approximate methods prove insufficient in providing solutions for many engineering and scientific analyses. Soon after the advent of computers in the 1940s [43], scientists and engineers delved into numerical methods for solving fluid equations. The intractable problems found in fluid theory presage the need for electronic computers. Before the advent of electronic computers, human “computers” were used to design aerodynamic vehicles and calculate bomb trajectories. During the Second World War, “computers” meant a bevy of intelligent women with slide rules at hand, doing countless calculations that would advance the frontier in the science of developing the best aerodynamic vehicle. Due to the inherent nonlinearity in the equation of fluid, it was clear that the fluid theorists could not advance their solution technique without the help of the computers, while electromagnetic theorists, largely due to the linearity of the problem, still could sustain themselves with analytic tools.

The 1960s saw the development of many numerical methods to solve Maxwell’s equations. The earliest of these were the finite-difference time-domain (FDTD) method developed by Yee [44] and the method of moments (MOM) developed by Harrington [45]. FDTD proposes to solve the partial differential equation (PDE) associated with Maxwell’s equations directly, whereas MOM converts Maxwell’s equations into integral equations using the principle of linear superposition and the Green’s function. The ability to convert Maxwell’s equations to integral equations assumes the linearity of Maxwell’s equations, which may not be the case in some media. MOM evolves from Galerkin’s method, and it is also similar to the boundary element method (BEM) developed in the structure community [46]. Many works have been devoted to extending MOM for solving 3D electromagnetic problems [47–51].

The finite element method, which was popular in the structure community, was soon ported over to the electromagnetics community for solving problems [52–54]. Many methods popular in the fluid community for solving PDEs are also being brought into the electromagnetics community for solving Maxwell’s equations [55, 56]. In the past few decades, differential equation-based methods have become immensely popular because of their ease of implementation and their efficient use
of memory. All numerical solutions to Maxwell’s equations can be cast into solving an equivalent matrix equation. For the differential equation-based methods, these equivalent matrices are sparse, and for the case of FDTD, the method is matrix-free and mesh-free, as the equivalent matrix-vector product can be generated with some very simple computer operations. The mesh, being rectilinear, need not be stored. Moreover, it is an optimal algorithm in the sense that it generated $O(N^\alpha)$ numbers with $O(N^\alpha)$ operations. As a consequence, FDTD has become immensely popular, primarily by the effort of Taflove and many others [57–59]. The growth in the literature of the FDTD method has been tremendous and is too voluminous for us to report here. A Web site has been maintained to track the work in this area [60].

In contrast, the integral equation-based method gives rise to a smaller number of unknowns and is very versatile for geometry handling. The integral equation method gives rise to dense matrices that are expensive to store and to solve; however, the recent advent in fast solvers for integral equations has opened a new horizon for integral equation methods that did not previously exist.

### 1.3 MORE ON DIFFERENTIAL EQUATION SOLVERS

There is a distinct difference between differential equation solvers and integral equation solvers. In differential equation solvers, one solves for the field that permeates all of space. In contrast, integral equation solvers solve for the sources. For surface scattering phenomena, the equivalent currents reside on the surface or at the interface between regions, reducing the dimensionality of the problem. Hence, the unknown count in integral equation solvers can be much smaller than differential equation solvers for a problem of equivalent size in wavelengths.

Since the computer has only a finite amount of memory, to mimic an infinite space, differential equation solvers require the use of the absorbing boundary condition to emulate the radiation condition at infinity [18, 57]. The recent advent of a perfectly matched layer by Berenger [61] has spurred much activity in this area [62, 63], much of which is reported in [64–69, 71, 90].

In contrast, an integral equation can be derived with Green’s functions satisfying the radiation condition, and hence providing solutions that satisfy the radiation condition. An alternative way to enforce the radiation condition in differential equation solvers is to truncate the solution region with boundary integrals, which in turn are solved with integral equation techniques [72–75].

In solving differential equations, one constructs a numerical grid on which a field is propagated—hence, a field propagates from point $A$ to point $B$ via a numerical grid. A small amount of error is often committed in this mode of field propagation, giving rise to a phase error in the field. This phase error is cumulative and becomes larger with larger simulation size. Consequently, one has to increase the grid density to mitigate this error. Therefore, the larger the problem size, the higher the grid density
required in differential equation solvers [76–78]. In contrast, an integral equation solver propagates a field from point \( A \) to point \( B \) using an exact, closed-form Green’s function. Hence, the problem of grid dispersion error is often less severe in integral equation solvers.

For a second-order accurate scheme such as the Yee scheme, the grid density in one dimension (number of grid points per wavelength) has to grow as \( (kd)^{0.5} \) where \( d \) is the “diameter” of the simulation region, and \( k \) is the wavenumber [77]. Therefore, the total number of unknowns scales as \( (kd)^{1.5} \) in one dimension. In two dimensions, it scales as \( (kd)^2 \), and in three dimensions, it scales as \( (kd)^{4.5} \). A way to mitigate this growth in the unknown count is to use higher-order methods, or to hybridize a differential equation solver with an integral equation solver when a large region of homogeneity exists [79–81].

Fast direct solvers also exist for solving the matrix system resulting from differential equations. The pertinent sparse matrices can be solved in \( O(N^2) \) operations in 2D, and \( O(N^{1.67}) \) operations in 3D. The nested dissection ordering method [82] permits the direct solution of the matrix system in \( O(N^{1.5}) \) operations in 2D and \( O(N^{1.35}) \) operations in 3D [83]. The inverse of a sparse matrix is usually a dense matrix. But the frontal algorithm can be used to greatly reduce the memory storage and computer time in some applications.

### 1.3.1 Convergence Rate of Iterative Differential Equation Solvers

Since differential equation solvers are associated with sparse matrices with \( O(N) \) elements, a matrix-vector product is achieved in \( O(N) \) operations. When the matrix system is solved iteratively, the only remaining avenue for accelerating differential equation solvers is to reduce the number of iterations needed or the number of time steps needed in time-stepping methods. The convergence rate in a matrix equation is determined by the condition number of the matrix, which is the ratio of its largest eigenvalue to its smallest eigenvalue. For the Laplace equation, the equivalent matrix can be always positive definite because the Laplacian operator is a negative definite operator with either the homogeneous Dirichlet boundary condition \( (\phi(r) = 0) \) or the homogeneous Neumann boundary condition \( (\hat{n} \cdot \nabla \phi(r) = 0) \). This can easily be shown using integration by parts:

\[
\int_V d\mathbf{r} \phi^*(\mathbf{r}) \nabla^2 \phi(\mathbf{r}) = -\int_V d\mathbf{r} \nabla \phi^*(\mathbf{r}) \cdot \nabla \phi(\mathbf{r}) < 0 \tag{1.8}
\]

Finding the eigenvalues of a Laplacian operator, which is equivalent to solving the equation:

\[-\nabla^2 \phi(\mathbf{r}) = \lambda \phi(\mathbf{r}) \tag{1.9}\]

is the same as solving a resonant problem involving the Helmholtz equation. For instance, in the 2D case, the Helmholtz equation is

\[
[\nabla^2 + k^2] \phi(\mathbf{r}) = 0 \tag{1.10}
\]
Hence, the largest eigenvalue corresponds to the highest spatial frequency supported by the mesh, which is proportional to \((1/\Delta)^2\) where \(\Delta\) is the discretization size of the mesh. The lowest eigenvalue is the lowest spatial frequency supported by the region, which is proportional to \((1/L)^2\) where \(L\) is the length of the simulation region. Therefore, the condition number of the matrix system is proportional to \((L/\Delta)^2\). Since \(N\) is proportional to \((L/\Delta)^2\), the condition number is proportional to \(N\).

In a symmetric, positive definite matrix system, the number of iterations is proportional to the square-root of the condition number. Therefore, the number of iterations is proportional to \(O(N^{0.5})\). The computational complexity of solving a simple Laplace equation problem is then of \(O(N^{1.5})\) [83].

The above simple result has a very nice physical interpretation for the fact that the number of iterations needed to solve a Laplace problem is roughly proportional to \(O(N^{0.5})\). This follows from the fact that the differential equation operator gives rise to a sparse matrix system, which accounts for only near-neighbor interactions. Therefore, each matrix-vector product will send the information \(O(1)\) grid points away. Therefore, it takes \(O(N^{0.5})\) steps to send the information completely through the simulation region. In 3D, this translates to \(O(N^{0.33})\) steps, yielding a computational complexity of \(O(N^{1.33})\).

The above matrix system for 2D can be preconditioned to give a condition number proportional to \(O(N^{0.5})\) yielding a final computational complexity of \(O(N^{1.25})\). In 3D, with preconditioning, this reduces to \(O(N^{1.17})\) [83].

The convergence of solving Helmholtz equation is harder to ascertain because we are solving a system in which

\[
[\nabla^2 + k^2] \phi(\mathbf{r}) = s(\mathbf{r})
\]

In the above, since \(k^2\) is positive definite and the Laplacian operator is negative definite, the resultant operator is indefinite, if the above is solved in a closed region with Neumann or Dirichlet boundary conditions. The indefiniteness comes about because of the possible resonances in the closed surface at which the eigenvalue of the above system is zero. As such, solving the Helmholtz equation iteratively for a closed cavity may not converge at all at the resonant frequencies. When translated to the FDTD method, this nonconvergence implies that it takes infinitely many time steps to solve the wave equation in a closed cavity.

However, this problem of resonance can be mitigated by letting the energy radiate to infinity which, on a computer, is mimicked by putting absorbing boundary conditions to absorb the energy at the edge of the simulation region. In this manner, the system will not have a zero eigenvalue, mitigating the ill convergence problem.

It is clear from the above that it is not possible to estimate the asymptotic computational complexity for solving a Helmholtz problem due to the possibility of encountering a resonance structure. However, we can regard the asymptotic com-
plexity derived for the Laplace problem to be the lower bound for the Helmholtz problem.

The above physical picture of the convergence rate lends insight into designing methods to accelerate the convergence rate for the Laplace equation. Also, a notable feature of the Laplace equation is its scale-invariant nature. Therefore, one can design a coarser grid to propagate the information rapidly across the simulation region, and interpolate from a coarse grid to a fine grid, and vice versa, to capture high spatial frequency information for accuracy. A hierarchy of meshes of different coarseness can be built for this purpose. This is known as a multigrid method, and it can be shown that the number of iterations can be made independent of the size of the problem. In this manner, the Laplace problem can then be solved in $O(N)$ operations [83].

Unfortunately, there is a limitation on accelerating the solution time of the Helmholtz problem using the multigrid method. The solution to the Helmholtz equation is oscillatory, and the mesh cannot be made arbitrarily coarse due to the Nyquist sampling theorem, which says that at least two points per wavelength is needed to fully capture the information in an oscillatory function. We shall call this barrier to coarsification the “Nyquist barrier.”

An iterative solver is also considered a Krylov subspace method. A series of matrix-vector products after $M$ times, starting with a seed vector $x_0$, generates a subspace spanned by these vectors:

$$
\mathcal{K} = \text{span} \left[ x_0, A \cdot x_0, (A)^2 \cdot x_0, \cdots, (A)^M \cdot x_0 \right]
$$

The numerical solution to the equation $\overline{A} \cdot x = b$ is then sought approximately in this subspace [84,85].

A notable Krylov subspace method is the spectral Lanczos decomposition method (SLDM) [86]. While it is of the same complexity as the conjugate gradient method, it can be used to generate solutions for all frequencies without additional work. This method is also particularly suitable for solving differential equations where sections of uniformity exist, and the method of lines [87] or the numerical mode matching method can be used [88,89].

Yet another differential equation solver is the spectral method, in which the solution is expanded in terms of Fourier bases, or orthogonal bases [90,91]. Due to the natural smoothness of the solution to the Helmholtz equation, this method attains higher-order convergence rapidly, and has been shown to reduce grid-dispersion error.

The above discussions were for Laplace and Helmholtz equations, but we can regard the property of static electromagnetic fields to be Laplacian in nature, and that of dynamic electromagnetic fields to be Helmholtz in nature. The Laplace equation is termed elliptic by mathematicians [83], while the Helmholtz equation is related to the wave equation which is hyperbolic. A diffusion equation, which is midway between elliptic and hyperbolic, is termed parabolic.
1.4 INTEGRAL EQUATION SOLVERS

The integral equation of scattering can be derived using the Green’s function. For electromagnetics, the integral equation is called the Stratton-Chu integral equation [92]. For the sake of clarity, we will present the derivation of surface integral equations for scalar waves. Figure 1.5 is an illustration of the problem.

1.4.1 Surface Integral Equations

Given two equations
\[
\begin{align*}
\left[ \nabla^2 + k_1^2 \right] \phi_1(r) &= Q(r) \\
\left[ \nabla^2 + k_1^2 \right] g_1(r, r') &= -\delta(r - r')
\end{align*}
\]  
(1.13)  
(1.14)

one can multiply the first by \( g_1(r, r') \) and the second by \( \phi_1(r) \) and subtract the two equations. Upon doing so, and integrating the result over \( V_1 \), we obtain
\[
\int_{V_1} dV \left[ g_1(r, r') \nabla^2 \phi_1(r) - \phi_1(r) \nabla^2 g_1(r, r') \right]
= \int_{V_1} dV g_1(r, r') Q(r) + \phi_1(r'), \quad r' \in V_1
\]  
(1.15)

We notice that \( \nabla \cdot (g \nabla \phi - \phi \nabla g) = g \nabla^2 \phi - \phi \nabla^2 g \). Hence, Gauss’ divergence theorem can be used to convert the volume integral to a surface integral yielding
\[
- \int_{S + S_{mf}} dS \hat{n} \cdot \left[ g_1(r, r') \nabla \phi_1(r) - \phi_1(r) \nabla g_1(r, r') \right]
= -\phi_{inc}(r') + \phi_1(r'), \quad r' \in V_1
\]  
(1.16)
where
\[ \phi_{\text{inc}}(\mathbf{r}') = - \int_{V_1} dV \ g_1(\mathbf{r}, \mathbf{r}') Q(\mathbf{r}) \] (1.17)

The surface integral at infinity can be shown to vanish, finally yielding (after swapping \( \mathbf{r} \) and \( \mathbf{r}' \))
\[ \phi_1(\mathbf{r}) = \phi_{\text{inc}}(\mathbf{r}) - \int_{S} dS' [g_1(\mathbf{r}, \mathbf{r}') \partial_{n'} \phi_1(\mathbf{r}') - \phi_1(\mathbf{r}') \partial_{n'} g_1(\mathbf{r}, \mathbf{r}')] \] (1.18)

where \( \partial_{n'} = \hat{n}' \cdot \nabla' \). If the observation point is inside \( V_2 \), the left-hand side would have been zero, and we obtain
\[ \begin{align*}
\mathbf{r} & \in V_1, \quad \phi_1(\mathbf{r}) \\
\mathbf{r} & \in V_2, \quad 0
\end{align*} = \phi_{\text{inc}}(\mathbf{r}) - \int_{S} dS' [g_1(\mathbf{r}, \mathbf{r}') \partial_{n'} \phi_1(\mathbf{r}') - \phi_1(\mathbf{r}') \partial_{n'} g_1(\mathbf{r}, \mathbf{r}')] \] (1.19)

The above implies that the field outside the scatterer consists of the incident field \( \phi_{\text{inc}}(\mathbf{r}) \) and a scattered field generated by equivalent sources \( \partial_{n'} \phi_1(\mathbf{r}') \) and \( \phi_1(\mathbf{r}') \), where \( \phi_1(\mathbf{r}) \) satisfies the Helmholtz wave equation. The former is a charge source while the latter corresponds to a double layer (dipole layer) source. However, if the observation point is placed in \( V_2 \), then the field is identically zero—this is known as the extinction theorem [93].

A similar equation can be derived in Region 2 to obtain
\[ \begin{align*}
\mathbf{r} & \in V_2, \quad \phi_2(\mathbf{r}) \\
\mathbf{r} & \in V_1, \quad 0
\end{align*} = \int_{S} dS' [g_2(\mathbf{r}, \mathbf{r}') \partial_{n'} \phi_2(\mathbf{r}') - \phi_2(\mathbf{r}') \partial_{n'} g_2(\mathbf{r}, \mathbf{r}')] \] (1.20)

By imposing the above equations in \( S^+ \) and \( S^- \), where the former is just outside \( S \) and the latter is just inside \( S \), we obtain the integral equation of scattering for a penetrable body:
\[ \begin{align*}
\mathbf{r} & \in S^-, \quad \phi_{\text{inc}}(\mathbf{r}) = \int_{S} dS' [g_1(\mathbf{r}, \mathbf{r}') \partial_{n'} \phi_1(\mathbf{r}') - \phi_1(\mathbf{r}') \partial_{n'} g_1(\mathbf{r}, \mathbf{r}')] \\
\mathbf{r} & \in S^+, \quad 0 = \int_{S} dS' [g_2(\mathbf{r}, \mathbf{r}') \partial_{n'} \phi_2(\mathbf{r}') - \phi_2(\mathbf{r}') \partial_{n'} g_2(\mathbf{r}, \mathbf{r}')] \] (1.21, 1.22)

When a homogeneous Dirichlet boundary condition or homogeneous Neumann boundary condition is imposed on the surface \( S \), the integral equation of scattering reduces to
\[ \phi_{\text{inc}}(\mathbf{r}) = \int_{S} dS' g_1(\mathbf{r}, \mathbf{r}') \partial_{n'} \phi_1(\mathbf{r}'), \quad \mathbf{r} \in S \] (1.23)
for the homogeneous Dirichlet case, and
\[ \phi_{\text{inc}}(r) = -\int_S dS' \phi_1(r') \partial_{n'} g_1(r, r'), \quad r \in S^- \] (1.24)
for the homogeneous Neumann case.

### 1.4.2 The Internal Resonance Problem\(^2\)

The integral equations (1.23) and (1.24) suffer from the nonuniqueness problem at the internal resonant frequencies of a cavity formed by the surface \(S\). This fact can be proven by deriving the integral equation for the internal resonance of the cavity formed by \(S\).

Let us consider the field inside the surface \(S\) due to sources on \(S\). Assume that the volume inside \(S\) is now filled with a medium with wavenumber \(k_1\). Then by the same reasoning as with (1.20), we have
\[ \phi_1(r) = \int_S dS' [g_1(r, r') \partial_{n'} \phi(r') - \phi_1(r') \partial_{n'} g_1(r, r')] \quad r \in V_2 \] (1.25)
The field inside \(V_2\) is now termed \(\phi_1(r)\) since the wavenumber is \(k_1\) and the corresponding Green’s function is \(g_1(r, r')\). If the cavity has a boundary condition such that \(\phi_1(r) = 0\), \(r \in S\), then the above becomes
\[ 0 = \int_S dS' g_1(r, r') \partial_{n'} \phi_1(r'), \quad r \in S \] (1.26)
At the internal resonant frequencies of the cavity, the above integral equation has a nontrivial solution. The integral operator in (1.26) is precisely that in (1.23). Hence, the integral operator in (1.23) has a null space at the internal resonant frequencies of the cavity. Therefore, the null-space solutions of the exterior Dirichlet problem are due to the internal resonance of the interior Dirichlet problem.

Strangely enough, the null-space solution of the exterior Neumann problem (1.24) is still due to the null-space solution of the interior Dirichlet problem. By the extinction theorem, both (1.25) and (1.26) evaluate to zero for \(r \in V_1\). Keeping \(r \in V_1\), we can take the normal derivative of (1.26) with respect to \(r\) to obtain
\[ 0 = \int_S dS' \partial_{n'} g_1(r, r') \partial_{n'} \phi_1(r'), \quad r \in S^+ \] (1.27)
where \(r \in S^+\) so that \(r \in V_1\). The above has a nontrivial solution at the same resonant frequencies as in (1.26). Moreover, it can be shown that the integral operator in (1.27)

---

\(^2\)This section can be skipped on first reading.
is the transpose of the integral operator in (1.24). Therefore, when (1.27) is discretized into a matrix operator, for example by Galerkin’s method, its null space is the left null space of the corresponding matrix equation derived from (1.24). A matrix operator with a left null space is ill-conditioned, and hence (1.24) becomes ill-conditioned at the same internal resonant frequencies as (1.23).

The remedy to the nonuniqueness due to the internal resonances is to use the combined field formulation known in the electromagnetics literature as the combined field integral equation (CFIE) [94]. A list of papers on the topic can be found in [18, 95]. In this case, one imposes (1.23) for \( r \in S^- \) and takes its normal derivative to obtain a new equation:

\[
\partial_n \phi_{inc}(r) = \int_S dS' \partial_n g_1(r, r') \partial_n' \phi_1(r'), \quad r \in S^- \tag{1.28}
\]

Then (1.23) is combined with (1.28) to obtain

\[
P\phi_{inc}(r) = \int_S dS' \mathcal{P} g_1(r, r') \partial_n' \phi_1(r'), \quad r \in S^- \tag{1.29}
\]

where \( \mathcal{P} = 1 + \lambda \partial_n \), and \( \lambda \) is an appropriately chosen combination parameter to eliminate the null-space solution of (1.29).

It can be proven that with an appropriate choice of \( \lambda \), (1.29) does not have a null-space solution at the internal resonances of the cavity. To show this, we return to the interior cavity problem (1.25) and impose an impedance boundary condition

\[
\phi_1(r') = -\lambda \partial_n' \phi_1(r'), \quad r' \in S \tag{1.30}
\]

By imposing the above boundary condition for \( r \in S^+ \), we have

\[
0 = \int_S dS' [g_1(r, r') + \lambda \partial_n g_1(r, r')] \partial_n' \phi_1(r'), \quad r \in S^+ \tag{1.31}
\]

The above does not have a nontrivial solution when \( \lambda \) is chosen to be a complex or imaginary number. This can be seen by integrating the following equation:

\[
\phi_1^* (\nabla^2 + k_1^2) \phi_1 = 0 \tag{1.32}
\]

over the volume \( V_2 \) with the boundary condition (1.30) to obtain

\[
-\lambda^{-1} \int_S dS |\phi_1|^2 - \int_{V_2} d\mathbf{r} |\nabla \phi_1|^2 + k_1^2 \int_{V_2} d\mathbf{r} |\phi_1|^2 = 0 \tag{1.33}
\]

When \( \lambda \) is a complex number, the only way the above can be satisfied is for \( k_1^2 \) to be complex. Hence, the equation \((\nabla^2 + k_1^2) \phi_1(r) = 0\), \( r \in V_2 \), with the boundary condition (1.30) can only admit solutions with complex resonant frequencies. Equation (1.30) with a complex \( \lambda \) implies either a dissipative or active impedance boundary condition, giving rise to complex resonances.
Figure 1.6 In the Gedanken experiment to prove the existence of a null-space solution for penetrable scatterer case, we assume that the scatterer is impinged upon by an incident wave generated by a resonant source impressed on $S_1$.

### 1.4.2.1 The Penetrable Scatterer Case

Surprisingly enough, even the integral equation (1.21) and (1.22) for a penetrable scatterer is not immune to the internal resonance problem. This can be seen by the following Gedanken experiment (thought experiment), which indicates that (1.21) and (1.22) has a nontrivial solution even when $\phi_{inc}(r) = 0$ (Figure 1.6).

Let us first enclose $S$ within a larger surface $S_1$. The surface $S_1$ has an internal resonance for the interior Dirichlet problem where $\phi(r) = 0$, $r \in S_1$. We first assume that the scatterer $V_2$ is absent. By the equivalence principle, we can put equivalent resonant sources on $S_1$ at its resonant frequency that generates a field within $S_1$ and a zero field everywhere outside $V_2$. Next, we insert scatterer $V_2$ into $S_1$, and the scatterer will scatter the quiescent field inside $S_1$, generating a scattered field everywhere outside $V_2$. We then shrink $S_1$ gradually so that it becomes $S$, also adjusting the frequency and the equivalent sources so that the sources are always equivalent to the internal resonance problem of $S_1$. During this shrinkage, the field thus generated will always have $\phi_{inc}(r) = 0$, $r \in S_1$. There will always be a scattered field outside the scatterer $V_2$.

When $S_1$ collapses exactly onto $S$, $\phi_{inc}(r) = 0$, $r \in S$, and $r \in S_1$ simultaneously, but there will still be a scattered field since $\phi_{inc}(r) \neq 0$, $r \in V_2$. Therefore, we have a case of having a scattered field solution when $\phi_{inc}(r) = 0$, $r \in S$, in (1.21) and (1.22). This proves that (1.21) and (1.22) have a nontrivial solution even when $\phi_{inc}(r) = 0$, $r \in S$. The remedy for this problem is again to use a combined field integral equation by taking the normal derivative of (1.21) and (1.22) and combining the result with itself.
1.4.2.2 PMCHWT Formulation

Another way to avoid the internal resonance problem is to use the PMCHWT formulation [96–98]. Commonly named the PMCHW formulation to credit the authors Poggio, Miller, Chang, Harrington, Wu, and Tsai, it should rightfully be called PMCHWT formulation. It was originally developed for electromagnetic scattering problems, but we will present it using the scalar wave theory to be consistent with the other sections.

In this method, (1.19) is first evaluated for \( r \in S \) by taking its limit from \( r \in V_1 \) to obtain

\[
\frac{1}{2} \phi_1(r) = \phi_{inc}(r) - \int_S dS' [g_1(r,r') \partial_{n'} \phi_1(r') - \phi_1(r') \partial_{n'} g_1(r,r')] \tag{1.34}
\]

and similarly, from (1.20) we have

\[
\frac{1}{2} \phi_2(r) = \int_S dS' [g_2(r,r') \partial_{n'} \phi_2(r') - \phi_2(r') \partial_{n'} g_2(r,r')] \tag{1.35}
\]

where \( \int \) implies a principal value integral.

By assuming that \( \phi_1(r) = \phi_2(r) \), \( p_1 \partial_n \phi_1(r) = p_2 \partial_n \phi_2(r) \), \( r \in S \), is the interface boundary condition, we have

\[
\phi_{inc}(r) = \int_S dS' \left\{ g_1(r,r') + \frac{p_2}{p_1} g_2(r,r') \right\} \partial_{n'} \phi_1(r') - \left[ \partial_{n'} g_1(r,r') + \partial_{n'} g_2(r,r') \right] \phi_1(r') \tag{1.36}
\]

By taking the normal derivative of (1.19) and (1.20) and letting \( r \to S \), we obtain a second equation:

\[
p_1 \partial_n \phi_{inc}(r) = \int_S dS' \left\{ \left[ \partial_n g_1(r,r') + \partial_n g_2(r,r') \right] p_1 \partial_{n'} \phi_1(r') - \left[ p_1 \partial_n \partial_{n'} g_1(r,r') + p_2 \partial_n \partial_{n'} g_2(r,r') \right] \phi_1(r') \right\} \tag{1.37}
\]

The above are two equations for the two surface unknowns \( \phi_1(r) \) and \( \partial_n \phi_1(r) \). If we go through the same Gedanken experiment as we did in in the previous subsection, the left-hand side does not go to zero anymore, and hence, the proof that a null-space solution exists does not hold here. Experience has shown that the above equations are well conditioned even at the internal resonance frequencies of a cavity formed by \( S \).
1.4.3 Volume Integral Equation

The volume integral equation is for the inhomogeneous medium problem. Its derivation is best illustrated with the scalar wave equation. Given a scalar wave equation

\[
\nabla^2 + k^2(r) \phi(r) = s(r)
\]

where \(k^2(r)\) is a function of position, we can rewrite the above as

\[
[\nabla^2 + k_0^2] \phi(r) = [k_0^2 - k^2(r)] \phi(r) + s(r)
\]  

(1.39)

Using the Green’s function, which is a solution to

\[
[\nabla^2 + k_0^2] g(r, r') = -\delta(r - r')
\]

(1.40)

we can write, by the principle of linear superposition, the solution to (1.39), namely,

\[
\phi(r) = \phi_{inc}(r) + \int_V d\mathbf{r}' g(r, r') \left[ k^2(r) - k_0^2 \right] \phi(r)
\]

(1.41)

where \(\phi_{inc}(r) = -\int_V d\mathbf{r}' g(r, r') s(r')\). The above is known as the volume integral equation, or the volume current integral equation. A similar electromagnetic volume integral equation can be derived.

1.4.4 Green’s Function

The Green’s function is essential for the derivation of the integral equation, warranting its discussion here. The Green’s function for the scalar Helmholtz equation satisfies

\[
[\nabla^2 + k^2] g(r, r') = -\delta(r - r')
\]

(1.42)

which is equivalent to the response to a point source at \(r'\). The Green’s function in 3D can be derived to be

\[
g(r, r') = \frac{e^{ik|\mathbf{r} - \mathbf{r}'|}}{4\pi|\mathbf{r} - \mathbf{r}'|}
\]

(1.43)

In general, for a homogeneous medium Green’s function, \(g(r, r') = g(r - r')\), and \(g(r, r') = g(r', r)\).

The Green’s function in 2D is

\[
g(\rho, \rho') = \frac{i}{4} I_0^{(1)}(k|\rho - \rho'|)
\]

(1.44)

where \(\rho = \hat{x}x + \hat{y}y\) and \(\rho' = \hat{x}x' + \hat{y}y'\).

For the Laplace equation, the Green’s function in 3D is

\[
g(r, r') = \frac{1}{4\pi|\mathbf{r} - \mathbf{r}'|}
\]

(1.45)
The above Green’s function appears as the kernel in the integral equation of scattering. Notice that the Green’s function is oscillatory for the Helmholtz equation, while it is nonoscillatory for the Laplace equation. This has both a mathematical and a physical significance. The oscillatory nature of the Green’s function implies that the higher derivatives of the Green’s function become larger, implying the nonsmoothness of the kernel even away from the source point. In contrast, the higher derivatives of the Laplace Green’s function becomes smaller as one recedes from the source point. Consequently, the Laplacian kernel loses information content away from the source point, but this is not the case for the Helmholtz kernel, which carries information to infinity.

Physically, the above implies that the Laplace kernel gives rise to short range interaction whereas the Helmholtz kernel yields long range interaction. Consequently, a vast amount of information can be carried by electromagnetic waves. For instance, we can see the craters on the surface of the moon using optical signals, but we cannot delineate details of the moon if we have only the knowledge of the gravitational field of the moon—which is a static field.

1.4.5 Method of Moments

The method of moments (MOM) was developed to discretize the integral equation, or in general to convert a linear operator equation to a matrix equation. This method is also known as the Petrov-Galerkin method [99]. Given a linear operator equation

\[ Lf = g \]  

where \( L \) is a linear operator, mapping functions in the domain space \( D \) to the range space \( R \). We can first approximate \( f \) with a set of basis functions that can approximate the function in the domain \( D \), namely,

\[ f = \sum_{n=1}^{N} a_n f_n \]  

Substituting the above into (1.47), we have

\[ \sum_{n=1}^{N} a_n Lf_n = g \]  

Multiplying the above by \( t_m \) that approximately spans the range \( R \) and integrating over the the range space, we have

\[ \sum_{n=1}^{N} a_n (t_m, Lf_n) = \langle t_m, g \rangle \]  

\[ m = 1, \cdots, N \]
where $t_m$ is known as the testing function. In the above, we define the inner product as

$$\langle t, f \rangle = \int_S dS \, t(\mathbf{r}) f(\mathbf{r})$$  \hspace{1cm} (1.51)

### 1.4.6 Fast Integral Equation Solvers

There are essentially two ways to solve the ensuing matrix equation (1.50) that result from the integral equation by the method of moments: (1) a direct solver that seeks the inversion of the matrix equation, and (2) an iterative solver for the solution of the matrix equation. A direct solver of the matrix equation can be Gaussian elimination, or lower-upper-triangular decomposition (LUD). The number of operations is proportional to $O(N^3)$, while the matrix storage requirement is of $O(N^2)$. An iterative method to solve a matrix equation can either be Gauss-Seidel, Jacobi relaxation, conjugate gradient, or the derivatives of the conjugate gradient algorithm [83]. All iterative methods require the performance of a matrix-vector product, which usually is the bottleneck of the computation. For dense matrices, such a matrix-vector product requires operations of $O(N^2)$. If the matrix equation is solved in $N_{\text{iter}}$ iterations, the computational cost is proportional to $N_{\text{iter}}N^2$. Moreover, traditional iterative solvers require the generation and storage of the matrix itself.

For large scale computing, it is imperative that the memory requirements have a low complexity. Therefore, the $O(N)$ or $O(N \log N)$ memory requirement of iterative fast solvers is the best path to large scale computing at this point. Historically, fast solvers for static problems have been proposed for simulating interstellar interaction in astronomy, since stars interact via gravitational fields, which are Laplacian [100,101]. Rokhlin and Greengard [102] have proposed a fast multipole method in 1987 which has caught on in popularity in a number of communities. The method is matrix-free, allowing a matrix-vector product to be effected in $O(N)$ operations with $O(N)$ memory requirement.

For dynamic problems, one needs to solve either the Helmholtz or the Maxwell problem. Due to the oscillatory nature of the solution because it describes a wave phenomenon, fast methods to solve dynamic problems did not surface until later. During 1989–1993, some fast direct solvers such as RATMA and NEPAL [103, 104, 106] were proposed by our research group, but they were abandoned in favor of iterative solvers that consume less memory. In 1990, Rokhlin proposed a fast algorithm for the Helmholtz equation [107], which was followed by other works [108–110] and later our group plus others also developed a multilevel version of it during 1994–1995, now commonly known as the multilevel fast multipole algorithm (MLFMA) [111–113]. MLFMA allows a matrix-vector product to be effected in $O(N \log N)$ operations for matrix equations resulting from the method of moments. Moreover, it is almost matrix-free, requiring a memory of $O(N \log N)$. Recently, MLFMA has been demonstrated to solve an equivalent dense matrix system resulting...
from MOM with close to 10 million unknowns, and a full-size aircraft at 8 GHz with a length of 400 wavelengths. A scattering solution using MOM with 9.6 million unknowns has been compared to a Mie series solution for a sphere of 120 wavelengths in diameter [114]. It seems to have been the only path for large-scale computing for the Helmholtz and the Maxwell problems. Moreover, MLFMA has recently been extended by Michielssen, et al. to the time domain called plane-wave time-domain (PWTD) method [115]. A variant of it has also been developed by Brennan and Cullen [116, 117].

Other fast solvers for the Helmholtz equation are the impedance matrix localization (IML) method proposed by Canning [118] and the matrix decomposition method proposed by Michielssen and Boag [119]. The wavelet decomposition method has been proposed to compress or sparsify matrices resulting from solving the Laplace, Helmholtz, or Maxwell problems [120–129]. For Laplace problems, due to the infinitely smooth nature of the static Green’s function which forms the kernel of the integral equation, the resultant matrix can be compressed or sparsified to having $O(N \log N)$ elements. As a consequence, a matrix-vector product of the compressed matrix can be effected in $O(N \log N)$ operations. However, the wavelet compression technique applied to integral equations for the Helmholtz problem faces the same problem as the multigrid method applied to the Helmholtz equation for the differential equation case. The Nyquist barrier or the oscillatory nature of the Green’s function, which forms the kernel for the integral equation, precludes the compression of the matrix equation beyond a certain limit. Hence, a matrix sparsity is still of $O(N^2)$, failing to reduce the computational complexity of a matrix-vector multiply. Recently, the adaptive wavelet packets have been specially designed to further reduce the complexity of a matrix-vector product [128, 129].

Other fast solvers are FFT-based where FFT is used to perform a matrix-vector product in $O(N \log N)$ operations [130–144]. This method exploits the convolutional nature of the integral equation operator, implying that a fast convolution can be performed in the Fourier space by a volumetric Fourier transform. This method is particularly suited for the volume integral equation as the unknowns are tightly packed in space. For surface scatterers, the unknown currents are sparsely distributed through space, making the FFT-based method inefficient.

1.5 A SIMPLIFIED VIEW OF THE MULTILEVEL FAST MULTIPole ALGORITHM

In this section, we will give a very simplistic and pedestrian view of the multilevel fast multipole algorithm. However, many details are sacrificed in order to elucidate the salient features of the algorithm—the accurate description of the algorithm is compromised in order to reduce the description of the algorithm to its simplest.
When an incident field impinges on a scatterer, currents are induced on the scatterer. The induced currents cooperate with each other to generate a secondary field that cancels the incident field on the surface of the scatterer to satisfy the boundary condition.

When solving an integral equation of scattering, the pertinent equation is

$$\phi_{inc}(\mathbf{r}) = \int_{S} dS' g(\mathbf{r},\mathbf{r}') j(\mathbf{r}'), \quad \mathbf{r} \in S$$

(1.52)

where we have replaced the $\partial_n \phi(\mathbf{r})$ in 1.24 with $j(\mathbf{r})$. The physical essence of the above equation says that the current $j(\mathbf{r})$ produces a field via the Green’s function $g(\mathbf{r},\mathbf{r}')$ that cancels the incident field on the surface and in the scatterer (Figure 1.7). The Green’s function is not a local function, but a function that connects two points irrespective of their separation. Therefore, all the current sources on the scatterer cooperate with each other to produce a field that cancels the incident field inside the scatterer. In a numerical discretization of this problem, the current is described by discrete elements on the surface of the scatterer. The cooperative behavior of the current elements can be likened to a telephone network consisting of $N$ telephones where each telephone is connected to every other telephone by direct wire connections. As illustrated in Figure 1.8, the number of telephone lines needed to connect all telephones together is $O(N^2)$ telephone lines.

However, the telephone company knows better. The number of telephone lines needed to connect $N$ telephones can be greatly reduced using the hub system. As illustrated in Figure 1.9, telephones are first divided into groups according to their proximity to each other, and those within the same group are connected to a single hub. Then, wires are used to connect the hubs together. In this manner, the number of telephone lines needed to connect all telephones together is greatly reduced.
A one-level matrix-vector multiply where all current elements talk directly to each other. The number of “links” is proportional to $N^2$ where $N$ is the number of current elements.

A two-level matrix-vector multiply where “hubs” are established to reduce the number of direct “links” between the current elements. This could potentially reduce the complexity of a matrix-vector multiply.
A matrix element $A_{ij}$ is a conduit to transmit field information from current element $j$ to current element $i$ in a single step. In order to facilitate a two-step field information transmission procedure, a matrix element $A_{ij}$ has to be factorized according to

$$A_{ij} = V_{il}^t \cdot T_{ll'} \cdot V_{l'j}$$

This factorization can be achieved using the translational addition theorem to factorize the Green’s function. The first factor $V_{il}^t$ is responsible for information transmission between point $j$ and hub $l'$. The factor $T_{ll'}$ transmits information between hubs $l'$ and $l$. Finally, the factor $V_{l'j}$ disseminates the information from hub $l$ to point $j$. Consequently, a matrix-vector product is replaced by

$$\sum_{j=1}^{N_g} A_{ij} x_j = V_{il}^t \cdot \left( \sum_{l' = 1}^{N_g} T_{ll'} \cdot \left( \sum_{j \in G_{l'}} V_{l'j} x_j \right) \right), \quad i \in G_{ll'}, \quad l' = 1, \cdots, N_g$$

Notice that in the above, a scalar number $A_{ij}$ has been exploded to a vector times a matrix followed by a multiplication of another vector. It seems that a simple information transmission method has been replaced by a more cumbersome one. However, if the matrix $T_{ll'}$ is made diagonal, making the information transmission between two groups a lot more efficient, a reduction in computational labor is possible. This is because the matrix $T_{ll'}$ is reused for information transmission between all elements residing in two groups. The diagonal factorization of the Green’s function for the Helmholtz problem was first achieved by Rokhlin in 1990 [107].

The above idea can be logically extended to multilevel just as a telephone network:

$$A_{ij} = V_{il}^t \cdot \beta_{l_1l_2} \cdots \beta_{l_{L-1}l_L} \cdot T_{l_1l_L'} \cdot \beta_{l_L'l_{L-1}} \cdots \beta_{l_2l_1} \cdot V_{l'j}$$

In the above, the $\beta$ matrices are also diagonal matrices. As such, the above matrices are all the same size. However, a straightforward application of the above factor-
ization does not yield an algorithm of $O(N \log N)$ complexity. Interpolation and anterpolation operators [145] have to be added between levels in order to arrive at an $O(N \log N)$ for fast matrix-vector product [111, 112].

### 1.6 CONCLUSION

This book documents recent advances in fast and efficient methods in computational electromagnetics. There are methods for both differential equation solvers as well as integral equation solvers. Methods for both frequency and time domain will be presented. Hybridization methods will be discussed, as well as methods to solve Maxwell’s equations stably from static to microwave frequencies.

Despite the voluminous amount of work presented here, we believe that much work still needs to be done in computational electromagnetics so that some day, it will provide the same confidence level in electromagnetic simulation as circuit theory has provided in the microchip industry. Hopefully, this book will serve as an inspiration for workers in the field to advance the frontier of knowledge in this area.

Other literature on the subject matter can be found in [146–151].
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Fast Multipole Method and Multilevel Fast Multipole Algorithm in 2D

Weng Cho Chew and Jiming Song

2.1 INTRODUCTION

The fast multipole method (FMM) was suggested by Rokhlin to seek rapid solution to integral equation of scattering [1] for Helmholtz problems. Earlier, Rokhlin and Greengard had proposed a fast multipole algorithm for Laplace problems [2] suitable for solving static problems. However, the static algorithm needs to be modified for Helmholtz and electromagnetic problems. These dynamic algorithms have been recently generalized to electromagnetics and to multilevel algorithms [3–7]. FMM and its multilevel generalization, the multilevel fast multipole algorithm (MLFMA), are promising in terms of providing a path to large-scale computing in electromagnetics.

2.2 INTRODUCTION TO FAST MULTIPOLE IN 2D

To obviate many of the derivations without the complexity of 3D expansion functions, it is best to illustrate first the derivation of the FMM in 2D. In this manner, we can see the simplicity of the mathematics and gain insight into why FMM works. As
we said before, the key feature of the FMM is to diagonalize the translation matrix. This diagonalization was first given by Rokhlin [1]. The diagonalized form of the translation matrix can be derived in many ways. We will illustrate one of the derivations here.

2.2.1 A 2D MOM Problem

Before we do that, we demonstrate a very simple 2D method of moments (MOM) to discretize the 2D integral equation of scattering [8]. In electromagnetics, the 2D scattering problem can be cast entirely into a scalar problem; therefore, the mathematics of 2D electromagnetic scattering is the same as that of scalar acoustic wave scattering. Consider the following scattering problem of a metallic cylinder by an $E_z$ polarized electromagnetic wave:

$$i\omega\mu_0 \int_{S} dS' g_0(\rho - \rho') J_z(\rho') = -E_{z}^{inc}(\rho), \quad \rho \in S$$  \hfill (2.1)$$

In the above,

$$g_0(\rho - \rho') = \frac{i}{4} H_0^{(1)}(k|\rho - \rho'|)$$  \hfill (2.2)$$

is the 2D Green’s function. $J_z(\rho)$ is the induced current on the surface of the metallic scatterer. The above equation says that the induced current $J_z$ generates an electromagnetic field $E_z$ polarized in the $z$ direction that cancels the incident electric field on the surface of the scatterer.

We illustrate a very simple discretization of the above integral equation by using the pulse basis function by the method of moments (see Figure 2.1). In other words,
letting \( J_z(\rho) = \sum_{i=1}^{N} a_i j_i(\rho) \), where \( j_i(\rho) \) is a basis function, which is the pulse basis here, and substituting into the above integral equation, we have, after testing by a Dirac delta function located at the center of the pulse basis,

\[
\sum_{i=1}^{N} A_{ji} a_i = b_j, \quad j = 1, \ldots, N \tag{2.3}
\]

where

\[
A_{ji} = \langle \delta(\rho - \rho_j), i \omega \mu_0 g_0(\rho - \rho'), j_i(\rho) \rangle = i \omega \mu_0 \langle g_0(\rho_j - \rho'), j_i(\rho) \rangle \tag{2.4}
\]

In the above,

\[
\langle f(\rho), g_0(\rho, \rho'), h(\rho) \rangle = \int d\rho f(\rho) \int d\rho' g_0(\rho - \rho') h(\rho') \tag{2.5}
\]

The commas indicate an integration over the surface of the scatterer, and \( \rho_j \) is located at the midpoint of the \( j \)th pulse basis. After performing the integration for the self term \((i = j)\) by approximating the Hankel function with its small argument approximation [9], and approximating the nonself term by a one-point integration rule for simplicity, we have

\[
A_{ji} = \begin{cases} 
\frac{\omega \mu_0}{4} \Delta_i \left[ 1 + \frac{2i}{\pi} \ln \left( \frac{\gamma k \Delta_i}{4e} \right) \right], & i = j \\
\frac{\omega \mu_0}{4} H_0^{(1)}(k \rho_{ji}), & i \neq j
\end{cases} \tag{2.6}
\]

where \( \Delta_i \) is the discretization size that may not be uniform. The above shows that the 2D Green’s function (i.e., the Hankel function) still plays an important role in the matrix equation. Furthermore,

\[
b_j = -E^{inc}_z(\rho_j) \tag{2.7}
\]

which is obtained by testing the incident field at the location \( \rho_j \). In addition, we can think of

\[
a_i = J_z(\rho_j) \tag{2.8}
\]

which is an approximation of the current at the location \( \rho_i \). In the above, \( \rho_{ji} = |\rho_j - \rho_i| \) and \( \frac{\gamma}{4e} = 0.163805 \).

The matrix-vector multiplication \( \sum_{i=1}^{N} A_{ji} a_i \) is the bottleneck in the speed of an iterative solver such as the conjugate gradient algorithm [10, 11]. The fast multipole method expedites this matrix-vector product by a divide-and-conquer scheme followed by a three-step transmission procedure, rather than a one-step procedure (see Figure 2.2). This essentially emulates the telephone network connection we discussed in Chapter 1.
2.2.2 Addition Theorem for Bessel Functions

Understanding the translational addition theorem is imperative for understanding the fast multipole algorithm. We will review the 2D translational addition theorem here. The theorem arises out of addition of angular momentum in quantum mechanics, from whence its name is derived [12]. In the mathematics literature, it is known as the Graf’s formula [9].

The addition theorem for Hankel functions is [13]

\[
H_m^{(1)}(k|\rho - \rho'|)e^{im\phi''} = \begin{cases} 
\sum_{n=-\infty}^{\infty} J_{n-m}(k\rho')e^{-i(n-m)\phi'}H_n^{(1)}(k\rho)e^{in\phi}, & \rho > \rho' \\
\sum_{n=-\infty}^{\infty} H_{n-m}^{(1)}(k\rho')e^{-i(n-m)\phi'}J_n(k\rho)e^{in\phi}, & \rho < \rho' 
\end{cases}
\] (2.9)

Here, \(\phi, \phi', \) and \(\phi''\) are the angles that \(\rho, \rho', \) and \(\rho - \rho'\) make with the \(x\)-axis, respectively (Figure 2.3). Physically, the above says that for a cylindrical wave emanating from the origin \(O''\), it can be expressed in terms of outgoing Hankel cylindrical wave harmonics emanating from the origin \(O\) when \(\rho > \rho'\). This is necessary to satisfy the radiation condition at infinity. When \(\rho < \rho'\), the wave can be expressed in terms of an “incoming” Bessel cylindrical wave harmonics about the origin \(O\). The Bessel wave is actually a standing wave consisting of an incoming Hankel wave plus an outgoing Hankel wave as obviated by the identity \(J_n(x) = 1/2(H_n^{(1)}(x) + H_n^{(2)}(x))\), where \(H_n^{(1)}(x)\) represents an outgoing wave and
\( H_1^{(2)}(x) \) represents an incoming wave. We term the Bessel wave as incoming wave because an incoming Hankel wave will naturally reflect to an outgoing Hankel wave at the origin, yielding a standing Bessel wave.

For the Bessel function of the first kind, we have

\[
J_{n}(k|\rho - \rho'|)e^{im\phi'} = \sum_{n=-\infty}^{\infty} J_{n-m}(k\rho')J_{n}(k\rho)e^{in\phi-i(n-m)\phi'} \tag{2.10}
\]

Alternatively, in vector notation [13], the above can be written more concisely as

\[
\psi^t(\rho - \rho') = \begin{cases} 
\psi^t(\rho) \cdot \overline{\beta}(\rho'), & \rho > \rho' \\
\Re g\psi^t(\rho) \cdot \overline{\alpha}(\rho'), & \rho < \rho'
\end{cases} \tag{2.11}
\]

\[
\Re g\psi^t(\rho - \rho') = \Re g\psi^t(\rho) \cdot \overline{\beta}(\rho'), \quad \forall \rho, \rho' \tag{2.12}
\]

In the above, \( \psi^t(\rho) \) is an infinitely long row vector containing \( H_1^{(1)}(k\rho) \) and \( \Re g \) implies the “regular part” or the part of Hankel function that contains the Bessel function. Moreover, \( \overline{\alpha} \) and \( \overline{\beta} \) are infinite dimensional matrices. Consequently,

\[
\psi^t(\rho_j) = \begin{cases} 
\psi^t(\rho_i) \cdot \overline{\beta}_{ij}, & \rho_i > |\rho_i - \rho_j| \\
\Re g\psi^t(\rho_i) \cdot \overline{\alpha}_{ij}, & \rho_i < |\rho_i - \rho_j|
\end{cases} \tag{2.13}
\]

\[
\Re g\psi^t(\rho_j) = \Re g\psi^t(\rho_i) \cdot \overline{\beta}_{ij}, \quad \forall \rho_i, \rho_j \tag{2.14}
\]

The \( \overline{\alpha} \) and \( \overline{\beta} \) matrices are known as translation matrices or operators. They are used to translate the coordinate system of a wave function to another coordinate system. The \( \overline{\alpha} \) matrix translates an outgoing wave from one coordinate system to an incoming wave at another coordinate system. The \( \overline{\beta} \) matrix translates an outgoing wave from one coordinate system to an outgoing wave at another coordinate system. It also

\textbf{Figure 2.3} Translation in the cylindrical coordinate system.
translates an incoming wave from one coordinate system to an incoming wave at another coordinate system.

The use of the addition theorem allows us to express the field in one coordinate system in terms of the field in another coordinate system. Notice the dichotomous behavior of the expansion, namely, that one expansion is valid outside a circle, while the other expansion is only valid inside the same circle. We term this the violation of the addition theorem. Also,

\[
\psi_t(\rho_{ji}) = \psi_t(\rho_{jl}) \cdot \beta_{li} = \Re g(\psi_t(0) \cdot \beta_{jl} \cdot \alpha_{l' l} \cdot \beta_{li})
\]

where \( \rho_{ji} \) points from point \( i \) to point \( j \). For a monopole source, since only one column of \( \beta_{li} \) is needed, this becomes

\[
H_0^{(1)}(k \rho_{ji}) = \beta_{jl'} \cdot \alpha_{l' l} \cdot \beta_{li}
\]

### 2.2.3 An Inefficient Factorization of the Green’s Function

We illustrate first an alternative way to compute interactions between all the current sources by using the above factorization of the Green’s function, but it does not give rise to a more efficient algorithm for Helmholtz problems. However, it does yield a more efficient algorithm for Laplace problems. Nevertheless, this factorization illustrates the role the multipoles play in the algorithm. It also illustrates why there is a need to diagonalize the translation operators for Helmholtz and electromagnetic problems.

To this end, we divide the \( N \) subscatterers into groups, each of which contains \( M \) subscatterers (current elements). Hence, there are \( N/M \) groups altogether. Furthermore, because \( A_{ji} \) contains the Hankel function when \( i \neq j \), the translational addition theorem for Hankel function can be used to rewrite \( A_{ji} \). Hence, it follows from (2.16) that

\[
H_0^{(1)}(k \rho_{jl'}) = \beta_{jl'} \cdot \alpha_{l' l} \cdot \beta_{li}
\]

where \( l' \) and \( l \) are the centers of the \( l' \)th and \( l \)th groups respectively (see Figure 2.2), and matrix \( \alpha \) and vector \( \beta \) are defined as

\[
[\alpha_{l' l}]_{nm} = H_0^{(1)}(k \rho_{jl'}) e^{-i(n-m)\phi_{l'l}}
\]

\[
[\beta_{jl'}]_n = J_n(k_0 \rho_{jl'}) e^{i(n\phi_{jl'} - \pi)} \quad [\beta_{li}]_n = J_n(k_0 \rho_{li}) e^{-i\phi_{li}}
\]
where $\phi_{\alpha \beta}$ is the angle a vector (that points from point $\alpha$ to point $\beta$) makes with the $x$ axis. The above allows us to factorize the Green’s function from the Helmholtz equation into a vector times a matrix times another vector.

The addition theorem allows one to expand the field due to a source at point $i$ about a new coordinate system with the center at $l$ by using multipole expansions. In (2.17), $P$ indicates the number of multipoles needed to make the expansion accurate. Consequently, the vector $\beta_{li}$ converts a monopole to a $P$ term multipole. Moreover, the translation matrix $\alpha_{l'l}$ converts the outgoing wave multipoles with coordinate center at $l$ to incoming wave multipoles with coordinate center at $l'$. Finally, the vector $\beta_{jl}'$ represents the evaluation of these incoming multipoles at the field point $j$.

Using (2.17), we can rewrite the far interaction (2.3) as

$$b'_j = \frac{\omega \mu_0}{4} \beta'_{jl'} \cdot \sum_{l \neq l' + NN} \sum_{i \in G_l} \alpha_{l'i} \cdot \sum_{j \in G_{l'}} \beta_{li} \Delta_i a_i, \quad j \in G_{l'}, \quad l' = 1, \ldots, N/M \quad (2.20)$$

The above illustrates a three-stage transmission of field information from a source point $i$ to a field point. The first stage is the aggregation stage, the second stage is the translation stage, and the third stage is the disaggregation stage. Due to the violation of the addition theorem, the above mode of calculation is only good when the source point and the field point belong to different groups that are far apart. Hence $l \neq l' + NN$ implies when $l$ is not the self group $l'$ or the near neighbor groups.

In order to maintain the accuracy of (2.17), $P$ is proportional to $M$. Here, $P$ indicates the number of multipoles needed to make the factorization accurate. If the scatterer is discretized such that the discretization size $\Delta$ is about $0.1\lambda$, then the size of the group in terms of wavelength is linearly proportional to $M$. However, the larger the group size in terms of wavelength, the more the number of multipoles needed to approximate the outgoing waves from the group center $l$. It can be seen easily that $P$ is also proportional to the electrical size (size in terms of wavelength) of the group, and hence is also proportional to $M$. This fact can be proven also by looking at the relevant mathematical equation for the convergence of the addition theorem, and we will revisit this point again when we study the error analysis and control of this algorithm.

Hence, the cost of first stage, the aggregation stage, which requires computing

$$e_l = \sum_{i \in G_l} \beta_{li} \Delta_i a_i, \quad l = 1, \ldots, N/M,$$

is

$$T_1 = \frac{N}{M}M^2 = NM \quad (2.21)$$
The cost of the second stage, the translation stage, in computing \( d'_l = \sum_{i=1}^{N/M} \overline{\alpha}_i c_i \), \( l = 1, \ldots, N/M \) is

\[
T_2 = \left( \frac{N}{M} \right)^2 M^2 = N^2 \tag{2.22}
\]

The cost of the last stage, the disaggregation stage, in computing \( \beta'_{j\ell'} \cdot d_{\ell'}, \ j \in G_{\ell'}, l', \ldots, N/M \) is

\[
T_3 = \left( \frac{N}{M} \right) M^2 = NM \tag{2.23}
\]

But alas, the cost of the translation stage using the \( \overline{\alpha}_i \) is still \( O(N^2) \). Therefore, there is little advantage at this point in rewriting (2.3) as (2.20) as now the cost of computing via (2.20) is still of the same computational complexity as before.

### 2.2.4 Diagonalization of the Translation Operator

It is clear why the above algorithm is inefficient—we have exploded a scalar matrix element \( A_{ij} \) into a vector times a matrix times another vector. The \( \overline{\alpha}_l \) matrix, which translates outgoing multipoles to incoming multipoles, is a dense matrix making the aforementioned algorithm inefficient.

Therefore, another factorization where \( \overline{\alpha}_l \) is a diagonal matrix is needed. The diagonal factorization was first presented by Rokhlin [1, 14] and it has since been studied by other workers [15–18]. We will first derive a diagonalized factorization from the above; and later we present another, simpler way of deriving the diagonalized factorization.

To this end, we substitute in the definition of \( \overline{\alpha} \) and \( \beta \) in (2.17) so that it can be written as

\[
H_{0}^{(1)}(k \rho_{ji}) = \sum_{m=-\infty}^{\infty} J_m(k \rho_{ji}) e^{im(\phi_{ji} - \pi)} \cdot \sum_{n=-\infty}^{\infty} H_{m-n}^{(1)}(k \rho_{li}) e^{-i(m-n)\phi_{li}} J_n(k \rho_{li}) e^{-im\phi_{li}} \tag{2.24}
\]

where \( \phi_{\alpha,\beta} \) is the angle a vector that points from point \( \alpha \) to point \( \beta \) makes with the \( x \) axis.

Even though \( H_{m-n}^{(1)}(x) \rightarrow \infty \) when \( |m-n| \rightarrow \infty \), the inner summation above converges because \( J_n(x) \rightarrow 0 \) more rapidly when \( |n| \rightarrow \infty \). Notice that the inner summation in the above is the convolution of two discrete Fourier series. However,
we can truncate the inner summation since it converges and express (2.24) as

\[ H_{0}^{(1)}(k\rho_{ji}) = \sum_{m=-\infty}^{\infty} J_{m}(k\rho_{ji})e^{im(\phi_{ji}-\pi)} \cdot \sum_{n=m-P}^{m+P} H_{m-n}^{(1)}(k\rho_{li})e^{-i(m-n)\phi_{li}}J_{n}(k\rho_{li})e^{-in\phi_{li}} \]

Equation (2.25) can be expressed in the Fourier space by finding the Fourier transforms of the Fourier coefficients. In the Fourier space, the above discrete convolution becomes a multiplication. The last summation in (2.25) can be expressed in terms of Fourier transforms using Parseval’s theorem. The Fourier transforms of the Fourier coefficients involving Bessel functions can be found by using the integral representation of the Bessel function:

\[ J_{m}(k\rho_{ji})e^{im\phi_{ji}} = \frac{1}{2\pi} \int_{0}^{2\pi} d\alpha e^{ik\rho_{ji}\cos(\alpha-\phi_{ji})+im(-\alpha+\pi/2)} \]

(2.26)

\[ J_{n}(k\rho_{li})e^{-in\phi_{li}} = \frac{1}{2\pi} \int_{0}^{2\pi} d\alpha' e^{ik\rho_{li}\cos(\alpha'+\phi_{li})+in(-\alpha'+\pi/2)} \]

(2.27)

Using (2.26) and (2.27) in (2.25), invoking the convolutional property of Fourier series and using Parseval’s theorem for discrete Fourier series, we have

\[ H_{0}^{(1)}(k\rho_{ji}) = \frac{1}{2\pi} \int_{0}^{2\pi} d\alpha \tilde{\beta}_{ji}(\alpha)\tilde{\alpha}_{li}(\alpha) \]

(2.28)

where

\[ \tilde{\alpha}_{li}(\alpha) = \sum_{\mu=-P}^{P} H_{\mu}^{(1)}(k\rho_{li})e^{-i\mu(\phi_{li}-\alpha+\pi/2)} \]

(2.29)

and

\[ \tilde{\beta}_{ji}(\alpha) = e^{-ik\rho_{ji}\cos(\alpha-\phi_{ji})} \quad \tilde{\beta}_{li}(\alpha) = e^{-ik\rho_{li}\cos(\alpha-\phi_{li})} \]

(2.30)

\(^1\text{We will revisit the issue of error introduced by this truncation later.}\)
Using (2.28) in replacement of (2.17) in (2.20), we have a new formula that allows us to transmit information by a three-stage computation, namely,

\[ b'_j = \frac{\omega \mu_0}{8\pi} \int_0^{2\pi} d\alpha \tilde{\beta}_{j'}(\alpha) \sum_{l \neq l' + NN}^{N/M} \tilde{\alpha}_{l'l}(\alpha) \sum_{i \in G_l} \tilde{\beta}_{li}(\alpha) \Delta_i a_i, \]

\[ j \in G_{l'}, \quad l' = 1, \ldots, N/M \]

(2.31)

for intergroup interactions. The integral in (2.31) can be replaced by a \( Q \)-point summation yielding

\[ \frac{\omega \mu_0}{4Q} \sum_{q=1}^{Q} \tilde{\beta}_{j'}(\alpha_q) \sum_{l \neq l' + NN}^{N/M} \tilde{\alpha}_{l'l}(\alpha_q) \sum_{i \in G_l} \tilde{\beta}_{li}(\alpha_q) \Delta_i a_i = b'_j, \quad j \in G_{l'} \]

(2.32)

As shall be shown later, \( Q \) is linearly proportional to \( M \). We can rewrite the summation over \( q \) above in terms of a matrix notation as

\[ \frac{\omega \mu_0}{4Q} \tilde{\beta}_{j'} \cdot \sum_{l \neq l' + NN}^{N/M} \tilde{\alpha}_{l'l} \cdot \sum_{i \in G_l} \tilde{\beta}_{li} \Delta_i a_i = b'_j, \quad j \in G_{l'} \]

(2.33)

Clearly, \( \tilde{\alpha}_{l'l} \) is a diagonal matrix in the above compared to (2.20).

The replacement of \( \tilde{\alpha}_{l'l} \) with a diagonal operator \( \tilde{\alpha}_{l'l} \) reduces the cost in the second stage to

\[ T_2 = \frac{N^2}{M} \]

(2.34)

The cost in the first and third stages is still the same. Therefore, the total cost is

\[ T = C_1 \frac{N^2}{M} + C_2 NM \]

(2.35)

Optimizing (2.35) with respect to \( M \) yields \( M = \sqrt{\frac{C_1}{C_2}} N \). Therefore,

\[ T = 2\sqrt{C_1 C_2} N^{1.5} \]

(2.36)

The above exercise illustrates the importance of diagonalizing the translation operator to arrive at a two-level algorithm with reduced computational complexity.
2.2.5 Summary and Hindsight

The diagonalization of the translation operator can be regarded as a change of basis or a similarity transform of the translation matrix.

The \( \beta \)'s were originally expressed in terms of multipoles, and the wave used to express the outgoing waves were multipoles. The \( \tilde{\beta} \)'s are actually plane waves. So the relationship between the new \( \tilde{\beta} \)'s and the old \( \beta \)'s, as given by (2.26) and (2.27), can be regarded as a change of basis which is expressible as a similarity transform:

\[
\beta = S^T \cdot \tilde{\beta}
\] (2.37)

The above is just the inverse of (2.26) and (2.27). Then,

\[
H_0^{(1)}(k_\rho_{ji}) = \tilde{\beta}_{jl}' \cdot \tilde{S} \cdot \tilde{\alpha}_{ll}' \cdot \tilde{S}^T \cdot \tilde{\beta}_{li}
\] (2.38)

\[
H_0^{(1)}(k_\rho_{ji}) = \tilde{\beta}_{jl}' \cdot \tilde{S} \cdot \tilde{\alpha}_{ll}' \cdot \tilde{\beta}_{li}
\] (2.39)

and

\[
H_0^{(1)}(k_\rho_{ji}) = \frac{1}{2\pi} \int_0^{2\pi} d\alpha \tilde{\beta}_{jl}'(\alpha) \tilde{\alpha}_{ll}'(\alpha) \tilde{\beta}_{li}(\alpha)
\] (2.40)

where

\[
\tilde{\alpha}_{ll}'(\alpha) = \sum_{p=-P}^{P} H_p^{(1)}(k_\rho_{ll}') e^{-ip(\phi_{ll}' - \alpha + \frac{\pi}{2})}
\] (2.41)

and

\[
\tilde{\beta}_{jl}'(\alpha) = e^{-ik_\rho_{jl}' \cos(\alpha - \phi_{jl}')}
\]

\[
\tilde{\beta}_{li}(\alpha) = e^{-ik_\rho_{li} \cos(\alpha - \phi_{li})}
\] (2.42)

In general, for a MOM matrix element, when \( i \) and \( j \) refer to field and source points not within the same group plus the near neighbor groups, it can be factorized as

\[
A_{ij} = V_{il}' \cdot \tilde{\alpha}_{ll}' \cdot V_{l'j}
\] (2.43)

2.2.6 An Alternative Derivation of the Diagonalized Translator

The derivation of (2.25) can follow an alternative path. We can first write

\[
\rho_{jl} = |\rho_j - \rho_i| = |\rho_{jl}' + \rho_{l'l}|
\] (2.44)

(see Figure 2.4). Using this in the translational addition theorem [13], we have

\[
H_0^{(1)}(k_\rho_{jl}) = \sum_{p=-P}^{P} H_p^{(1)}(k_\rho_{ll}') e^{-ip\phi_{ll}'} J_p(k_\rho_{jl}') e^{ip(\phi_{jl}' - \pi)}
\] (2.45)
We have truncated the series *a priori* since the series is exponentially convergent when $\rho_{ji} < \rho_{li}$. Using the integral representation of the Bessel function as in (2.26) and (2.27), we arrive at

$$H_0^{(1)}(k\rho_{jl}) = \frac{1}{2\pi} \int_0^{2\pi} d\alpha e^{-i k \rho_{jl} \tilde{\alpha}} \tilde{\hat{\alpha}}_{jl}(\alpha) \tag{2.46}$$

The condition for the validity of the above is that $\rho_{li} > \rho_{jl}$. This constraint comes from the use of the addition theorem in the derivation of the above—it prevents the violation of the addition theorem. When the above formula is applied to the case $\rho_{ji} = |\rho_j - \rho_i| = |\rho_{jl} + \rho_{li}| \tag{2.47}$

where $\rho_{li} > |\rho_{jl} + \rho_{li}|$, we have

$$H_0^{(1)}(k\rho_{ji}) = \frac{1}{2\pi} \int_0^{2\pi} d\alpha e^{-i k \rho_{jl} \cdot \tilde{\alpha}} \tilde{\hat{\alpha}}_{jl}(\alpha)e^{-i k \rho_{li}} \tag{2.48}$$

This yields a diagonalization that is the same as the previous case in (2.28).

### 2.2.7 Physical Interpretation of Aggregation, Translation, and Disaggregation

Notice that the factor $e^{-ik\rho_{jl}}$ occurs when we calculate the far field pattern of a radiation source as in

$$\phi(\rho) = i \int_V d\rho' \frac{i}{4} H_0^{(1)}(k|\rho - \rho'|) j(\rho')$$

$$\sim \frac{1}{\sqrt{2\pi\rho}} \int_V d\rho' e^{-i k \rho' j(\rho')}, \quad \rho \to \infty \tag{2.49}$$

Therefore, the aggregation stage in (2.32) is equivalent to calculating the far field radiation pattern function of a group. The function $e^{-ik\rho_{li}}$ is the contribution to
this radiation function centered at \( \rho_l \) due to a point source at \( \rho_i \). The translation stage takes this far field radiation pattern function of each group and converts it into an incoming wave pattern. Therefore, it is a far-field-to-near-field transform. The disaggregation stage takes the incoming field pattern and multiplies it by the receiving pattern function of an observation point. The function \( e^{-ik\rho_{jl}'} \) can be thought of as the receiving pattern function of the observation point at \( \rho_j \) with respect to the center \( \rho_l' \). Notice that the radiation pattern function of a point source is the same as the receiving pattern function of an observation point due to reciprocity.

The richness of the radiation pattern is dependent on the size of the group with respect to the wavelength. Therefore, the larger the group size, the richer the radiation pattern, and the more the multipole terms needed to capture this far field pattern.

### 2.2.8 Bandwidth of the Radiation Pattern

The radiation pattern generated by a source has a finite bandwidth because the far field does not have a singularity and is smooth. The far field pattern about the group center due to a group of sources is obtained by the following summation, which gives the far field radiation function:

\[
F(\alpha) = \sum_{i=1}^{M} a_i e^{-ik\rho_{li}}
\]

(2.50)

where \( \rho_{li} \) is the distance of the source point from the group center. The expression \( e^{-ik\rho_{li} \cos(\alpha - \phi_{li})} \) is a periodic function. Notice that it oscillates more rapidly as a function of \( \alpha \) when \( \rho_{li} \) becomes larger. Therefore, the largest frequency component of the far field function is determined by \( R = \max[\rho_{il}] \), which we shall call the radius of the group. To establish a tighter relationship between the bandwidth of the radiation function and \( R \), we expand:

\[
e^{-ik\rho_{li} \cos(\alpha - \phi_{li})} = \sum_{n=-\infty}^{\infty} J_n(k\rho_{li})e^{in(\alpha-\phi_{li})}i^{-n}
\]

(2.51)

The above identity is just the Fourier series expansion of the function \( e^{-ik\rho_{li} \cos(\alpha - \phi_{li})} \). Because \( J_n(x) \) tends to zero exponentially fast when \( n \to \infty \), the above series has exponential convergence.

We can perform a simple analysis to estimate how many terms in the series are needed before the error in the summation is exponentially small. The number of terms also indicates the bandwidth of the function in (2.51). It can be shown that when \( n \to \infty \) and \( x \sim O(n) \), then [9]

\[
J_n(x) \sim \frac{e^{\sqrt{n^2 - x^2} - n \cosh^{-1}(n/x)}}{\sqrt{2\pi(n^2 - x^2)^{1/2}}}
\]

(2.52)
The above decays exponentially fast when \( n > x \). Hence, we first let \( n/x \approx 1 + \delta \) where \( \delta \ll 1 \), and it is a measure of how much \( n \) should be in excess of \( x \) for the above to be exponentially small. In this case, \( \cosh^{-1}(n/x) \sim \sqrt{2\delta}, \sqrt{n^2 - x^2} \sim x\sqrt{2\delta} \). Therefore, the above becomes

\[
J_n(x) \sim \frac{e^{x(1-n/x)\sqrt{2\delta}}}{\sqrt{2\pi x \sqrt{2\delta}}} \approx \frac{e^{-x\sqrt{2\delta}^{3/2}}}{\sqrt{2\pi x \sqrt{2\delta}}}
\]  

(2.53)

Hence, if \( x\delta^{3/2} \gg 1 \), or \( \delta \gg x^{-2/3} \), or if \( \delta \approx Cx^{-2/3} \), where \( C \gg 1 \), then \( J_n(x) \) is exponentially small. This happens when

\[
\frac{n}{x} \approx 1 + Cx^{-2/3}
\]

(2.54)

The above analysis is self-consistent since when \( x \) is large, \( \delta \) can still be small even when the above inequalities are satisfied.

The above shows that for the Fourier series in (2.51) to converge, the number of terms \( n \) needed is given by

\[
n \approx kR + C(kR)^{1/3}
\]

(2.55)

where \( R \) is the radius of the group size. The above formula has also been derived in [19–21].

2.2.9 Error Control

There are two sources of errors in FMM:

- Truncation of the addition theorem;
- Integration error at the final stage.

All these errors can be controlled to be exponentially small. Hence, in principle, FMM has exponential convergence. However, there is often a need to trade off between speed and accuracy.

The truncation of the summation in (2.45) gives rise to a truncation error. The summation in (2.29) is a divergent summation when \( P \to \infty \) because the Hankel function grows larger when \( P \) is larger than its argument [9]. This unstable behavior comes about because we have exchanged the order of integration and summation when the integral representation was used in (2.45). In principle, we should let \( P \) be as large as possible in (2.45) to reduce the truncation error, but this is not possible because of the instability in the resultant formula (2.46) and the associated formula (2.29) due to the finite machine precision. Therefore, if we can truncate the summation before this divergent behavior sets in, we will have a more stable formula. To achieve this stability, we make the argument of the Hankel function \( k\rho_l \) large so
that $P$ can be sufficiently large before it is larger than the argument of the Hankel function precluding the divergent behavior of the series. This is achieved by using the factorized form for computation only for groups that are buffered by at least one group size between them making $k\rho_j \mu_j$ large. Higher stability and accuracy can be achieved by using more buffer boxes.

Referring to (2.45), to obtain an estimate for the truncation error, we can replace the Hankel function $H^{(1)}_p(k\rho_j \mu_j)$ by its large argument approximation, namely, \[ H^{(1)}_p(x) \sim \sqrt{\frac{2}{\pi x}} e^{i(x-\frac{p\pi}{2}+\frac{\pi}{4})} \] when $p < x$. Therefore, the truncation error in (2.45) can be estimated to be

\[
\text{error}_{\text{trun}} = \sqrt{\frac{2}{\pi k\rho_j \mu_j}} \left| \sum_{|p| > P} e^{-ip(\frac{\pi}{2}+\phi_j \mu_j+\phi_j \rho_j)} J_p(k\rho_j \mu_j) \right| \tag{2.57}
\]

Using the large-order approximation for the Bessel function in the above, we can see that the error is exponentially small since a Bessel function becomes exponentially small when its order is larger than its argument [9].

The above argument strikes a delicate balance because we have required that $p$ be small to arrive at (2.56), and in (2.57), the summation is over $|p| > P$. However, since the series in (2.57) converges exponentially fast, only a few terms are needed to estimate the truncation error.

Going from (2.45) to (2.46) requires the use of Parseval’s theorem. Notice that $\tilde{\alpha}_{\mu_j}(\alpha)$ is a function with a finite bandwidth of $2P$. If we choose this bandwidth to be larger than the bandwidth of $e^{-ik \rho_j \mu_j}$ (see Section 2.2.8), then the error in (2.46) will be exponentially small. In other words, the bandwidth of the integrand in (2.46) and (2.48) is $4P$. A band-limited function can be integrated to exponential precision with a finite number of integration points $Q$ [22, 23] where

\[
Q \sim O(P) \tag{2.58}
\]

Consequently, both the truncation error and integration error can be made exponentially small, making these errors controllable.

### 2.3 MOTIVATION FOR MULTILEVEL METHOD

A natural extension of the two-level FMM is to a multilevel one. As we have seen in Chapter 1, a two-level algorithm reduces the computational complexity by reducing the number of “links” between the current elements. Naturally, a multilevel algorithm will further reduce the number of “links.” We call this the multilevel fast multipole algorithm (MLFMA) [4–6]. A simple nesting of the two-level algorithm
to the multilevel one will not yield an $O(N \log N)$ algorithm. Interpolators and anterpolators have to be inserted between levels to arrive at an $N \log N$ algorithm [24].

### 2.3.1 Factorization of the Green’s Function

A simple way to have a multistage multilevel implementation of the fast multipole algorithm is to factorize the Green’s function into multifactors. Using the addition theorem repeatedly, the Hankel function can be written as the following matrix products:

$$H_0^{(1)}(kr_{ji}) = \beta_{j_1} \cdot \bar{J}_{j_1} \cdot J_{j_2} \cdot \bar{J}_{j_2} \cdot \bar{J}_{t_1} \cdot \beta_{t_1}$$  \hspace{1cm} (2.59)

where

$$[\beta_{j_1}]_{j_1,1} = J_{l_1}(k \rho_{j_1})e^{i(l_1 \phi_{j_1} - \pi)}$$  \hspace{1cm} (2.60)

$$[\beta_{j_1} J_{j_2}]_{l_2,m} = J_{l_2-m}(k \rho_{j_1})e^{-i(l_2-m)\phi_{j_1}}$$  \hspace{1cm} (2.61)

$$[\alpha_{j_2 t_2}]_{m,n} = H_{m-n}(k \rho_{j_2 t_2})e^{-i(m-n)\phi_{j_2}}$$  \hspace{1cm} (2.62)

$$[\beta_{j_2 t_2}]_{n,k'} = J_{n-k'}(k \rho_{t_2 t_1})e^{-i(n-k')\phi_{t_2}}$$  \hspace{1cm} (2.63)

$$[\beta_{t_1}]_{k',1} = J_{k'}(k \rho_{t_1})e^{-i k' \phi_{t_1}}$$  \hspace{1cm} (2.64)

The above equation can be diagonalized just as in the two-level case:

$$H_0^{(1)}(kr_{ji}) = \tilde{\beta}_{j_1} \cdot \bar{J}_{j_1} \cdot \tilde{J}_{j_2} \cdot \alpha_{j_2 t_2} \cdot \tilde{J}_{t_2} \cdot \bar{J}_{t_1} \cdot \tilde{\beta}_{t_1}$$  \hspace{1cm} (2.65)

where

$$\tilde{\beta}_{\alpha \beta} = e^{-i k \rho_{\alpha \beta}}$$  \hspace{1cm} (2.66)

and $\rho_{\alpha \beta}$ is a vector that points from $\rho_{\alpha}$ to $\rho_{\beta}$. Equation (2.65) can also be easily derived from (2.46).

The integral above can be discretized and rewritten as products of matrices and vector:

$$H_0^{(1)}(kr_{ji}) = \tilde{\beta}_{j_1} \cdot \bar{J}_{j_1} \cdot \tilde{J}_{j_2} \cdot \alpha_{j_2 t_2} \cdot \tilde{J}_{t_2} \cdot \bar{J}_{t_1} \cdot \tilde{\beta}_{t_1}$$  \hspace{1cm} (2.67)

In the above, the $\tilde{\beta}_{j_1}$, $\tilde{J}_{j_2}$, $\tilde{\alpha}_{j_2 t_2}$, and $\tilde{J}_{t_2}$, $\tilde{\beta}_{t_1}$ are diagonal matrices. They are all translation matrices represented by a new basis—the $\bar{J}$ matrices translate an outgoing wave from one coordinate center to another outgoing wave from another coordinate center. They also translate an incoming wave at one coordinate center to another incoming wave at another coordinate center. The $\tilde{\alpha}$ matrix is as before, a matrix that translates an outgoing wave to incoming waves from one coordinate to another.
2.4 THE MULTILEVEL FAST MULTIPOLE ALGORITHM

The result of a matrix vector product is to compute the field due to the $i$th current element at the $j$th current element for $i = 1, \ldots, N$ and $j = 1, \ldots, N$. It involves $N^2$ operations for MOM matrices because they are dense. MLFMA facilitates this product in $O(N \log N)$ operations for sparse scatterers, and in $O(N)$ operations for densely packed scatterers. It is an algorithm for Helmholtz and electromagnetic problems where the matrix-vector product associated with a matrix from a surface integral equation can be effected in $O(N \log N)$ operations. We summarize the important points of MLFMA below:

- First, a scatterer is discretized into finite elements by using the method of moments. Each element is about $0.1\lambda$ to $0.2\lambda$ in size.

- Then the space that contains the scatterer is gridded into little boxes so that the smallest boxes, at the lowest level, contain at most a few current elements (Figure 2.5).

- In 2D, the boxes are organized into a quad-tree structure with the smallest boxes at the bottom of the inverted tree, and the largest box at the root of the inverted tree. The smallest boxes are also known as the leafy branches of the tree. Not all leafy branches are filled, and the empty boxes with no current element in them are pruned.

- When the element $i$ is far from element $j$, the field due to current element $i$ at the current element $j$ is computed indirectly using the factorized Green’s function in a multilevel multistage fashion. Multistage here implies the aggregation stages followed by translation, and then the disaggregation stages.
The field due to the near neighbor current elements are computed by the traditional method using the unfactorized MOM matrix element $A_{ji}$.

The far element calculation is divided into (1) the aggregation process, and (2) the $\alpha$ translation-disaggregation process. The aggregation process is to compute the radiation patterns (outgoing fields) of the sources at different levels starting from the lowest level in the inverted tree using the $\beta$ translations. The $\alpha$ translation converts outgoing waves into incoming waves, and next, the disaggregation process converts these incoming waves from a higher level into incoming waves at a lower level, and finally, into received fields at the desired field points.

2.4.1 The Aggregation Process

In the aggregation process, we compute the radiation patterns of the current sources. The radiation patterns due to the sources contained in each and every box are computed including the smallest box to the largest box. Instead of computing the radiation patterns of the larger boxes directly, their radiation patterns are computed using the radiation patterns of the smaller boxes contained in them using $\beta$ translation. In this manner, we reuse computations and save computer time. To save more computer time, we introduce interpolation operators between levels in the radiation pattern computation. The important points of the aggregation process are summarized as follows (Figure 2.6):

- The radiation functions due to the sources contained in the boxes in the lowest level are first computed using the formula

$$b_{I_1} = \sum_i \tilde{\beta}_{I_1} J_i$$

(2.68)

and the radiation functions of boxes at the next level up are computed using

$$b_{I_2} = \sum_{I_1} \tilde{\beta}_{I_2} b_{I_1}$$

(2.69)

and so on.

- This is done until the radiation function of the boxes at the third highest level is obtained.

- The above is the same as achieving the calculation

$$b_{I_L} = \sum_{I_{L-1}} \tilde{\beta}_{I_L} \sum_{I_{L-2}} \tilde{\beta}_{I_{L-1}} \cdots \sum_{I_1} \tilde{\beta}_{I_2} b_{I_1}$$

(2.70)
The radiation patterns of the boxes at the lowest level have narrower spectral content (smaller bandwidth) than the radiation patterns of the boxes at the higher level. Hence, it is not necessary to store all the radiation patterns at different levels with the same sampling rate.

The radiation patterns at the lower levels are stored with a coarser sampling rate than those at the higher levels. This is imperative to reduce the memory and the CPU time requirements and eventually the memory complexity and computational complexity of the algorithm.

Hence, it is necessary to interpolate the radiation pattern of the boxes at a given level to a higher sampling rate before it is used to aggregate to build the radiation pattern of the boxes at the next level up.

Mathematically, this is equivalent to adding interpolation matrices at the dot product in the above formula:

\[
b_{l_k} = \sum_{l_{k-1}} \hat{\beta}_{l_k} l_{k-1} \cdot \hat{I}_{l_{k-1}} \cdot \cdots \hat{I}_2 \cdot \sum_{l_1} \hat{\beta}_{l_2} l_1 \cdot \hat{I}_1 \cdot \sum_i \hat{\beta}_{l_1} J_i \quad (2.71)
\]

The interpolation matrices are nonsquare and can be made sparse. They will reduce the cost of the aggregation process significantly.
2.4.2 $\bar{\alpha}$ Translation and Disaggregation

In the aggregation process, the radiation patterns of all the boxes are computed and stored. This sets the stage for the $\bar{\alpha}$ translation and disaggregation process. In MLFMA, the $\bar{\alpha}$ translation and disaggregation procedures are performed simultaneously. This $\bar{\alpha}$ translation process converts the radiation patterns (outgoing fields) into incoming fields. The disaggregation process converts the incoming wave into the received field using the receiving pattern corresponding to the $j$th field point. We summarize the important points of the translation-disaggregation process below:

- The $\bar{\alpha}$ translation is complicated by the violation of the addition theorem. Therefore, the incoming waves from the outgoing waves cannot be calculated for near neighbor boxes. To improve the numerical accuracy of the calculation, only outgoing waves from boxes separated by at least one box size are converted into incoming waves using the $\bar{\alpha}$ translation.

- Hence, by an inductive procedure, we first assume that the incoming field at a given box is computed and is only due to sources in boxes one box removed from the given box (see Figure 2.7).
When we want to calculate the incoming field for one of the children of this given box, we will first shift the precomputed incoming field of this box to the center of the child box (by using diagonalized $\beta$ translators).

But this resultant incoming field at the child box then comes from the field generated by sources outside the parent box excluding the neighbors of the parent boxes (boxes A to G at the parent’s level).

Hence, we have to include the field generated by the 27 boxes as shown, which are at the same level as the child box. These 27 boxes are known as the interaction list boxes.

This is achieved by multiplying the vector that contains the radiation pattern of every one of the interaction list boxes by the diagonalized $\alpha$ matrix for the corresponding translation.

In this manner, the incoming wave at the child box (shaded box in Figure 2.7) will be receiving the incoming field from all the boxes one box removed from itself. We can inductively continue this process, and at the lowest level of the inverted tree, these smallest boxes will be receiving fields from all the other boxes, except for sources in its near neighbor boxes and in the same box.

When shifting the incoming field from the parent box by the $\beta$ translation in the disaggregation process, one needs to down-interpolate, because the spectral content of the receiving pattern of field points inside the parent box is higher than the spectral content of the receiving pattern of field points inside the child box. This is just the converse of the aggregation process, where one needs to up-interpolate.

This down-interpolation is a smoothing process, or a low-pass filtering process. It is also known as the adjoint interpolation, transpose interpolation, or anterpolation [24]. It is facilitated by the transpose of the interpolation matrices described above.

### 2.4.3 More on Interpolation and Anterpolation

Interpolation and anterpolation are intimately related to each other. Consider that we are integrating the product of two band-limited functions:

$$I = \int_0^{2\pi} d\alpha f_2(\alpha)f_1(\alpha)$$

where $f_2(\alpha)$ has twice the bandwidth of $f_1(\alpha)$ (i.e., $f_1(\alpha)$ has a bandwidth of $W$ and $f_2(\alpha)$ has a bandwidth of $2W$). The whole integrand has a bandwidth of $3W$. 

Since the integrand is band-limited, we can replace the above with a quadrature rule committing only exponentially small error [22, 23]:

$$ I = \sum_{i=1}^{Q} w_i f_2(\alpha_i) f_1(\alpha_i) $$

(2.73)

Moreover, if the functions are exactly band-limited, the use of the Nyquist theorem and evenly spaced sampling allows the above integral to be evaluated exactly.

By Nyquist theorem, we need to store $f_1(\alpha_i)$ at half the sampling rate required to store $f_2(\alpha)$. Therefore, to reduce storage, we can design an interpolation matrix $\Gamma^{\text{int}}$ such that

$$ f_1(\alpha_i) = \sum_{j=1}^{M} I^{\text{int}}_{ji} \hat{f}_1(\alpha_j), \quad i = 1, \cdots Q $$

(2.74)

In the above, $M < Q$, and hence, $\Gamma^{\text{int}}$ is nonsquare. Consequently, the sum in (2.73) can be written as

$$ I = f_2^t \cdot W \cdot \Gamma^{\text{int}} \cdot \hat{f}_1 $$

(2.75)

where $W$ is a diagonal matrix that contains the weights from a quadrature rule. (For an evenly spaced sample, $W$ is just a constant times an identity matrix, and it can be ignored in the following discussion.) When we read (2.75) from right to left, it says that the interpolator first interpolates a function stored in $\hat{f}_1$ at a lower sampling rate to a vector with a higher sampling rate. Then the inner product of the resultant vector with the $f_2$ at a higher sampling rate is formed (ignoring $W$).

If we take the transpose of the above equation, it takes on a new meaning without changing its value:

$$ I = \hat{f}_1^t \cdot (\Gamma^{\text{int}})^t \cdot W \cdot f_2 $$

(2.76)

The above says that we first take a function stored in a vector $f_2$ at a higher sampling rate, and anterpolate (also known as transpose interpolate) the vector, which is the same as multiplying the vector by the transpose of the interpolation operator. The resultant vector then forms an inner product with a function stored in the vector at a lower sampling rate.

Anterpolation here can be interpreted as a filtering, smoothing, or down-sampling process. If the interpolation matrix is a sparse matrix with $O(Q)$ elements, it is achieved in $O(Q)$ operations without the effort of an FFT. From the above, it is seen that the interpolation and anterpolation errors are the same. For band-limited functions, interpolation and anterpolation can be performed with exponential accuracy as we shall see.

For MLFMA, the use of interpolation and anterpolation between levels is essential in arriving at an $O(N \log N)$ algorithm for surface scatterers solved with surface integral equations. We will emphasize the following points about interpolation and anterpolation:
Interpolation and anterpolation are crucial because they allow us to work with a lower sampling rate near the leafy branches of the tree (lower levels in an inverted tree) and thereby to reduce the workload. Since the number of leafy branches is a lot higher, cutting down this workload is important.

This is essential for achieving $O(N \log N)$ or $O(N)$ computational and memory complexity. Less memory is needed because radiation patterns for smaller box sizes can be stored in shorter vectors. Computing with smaller vectors also reduces the computer time.

Mathematically, this is equivalent to a new factorization of the Green’s operator:

$$H_0^{(1)}(kr_{ji}) = \tilde{\beta}_{j_1} \cdot \tilde{\beta}_{j_2} \cdot \ldots \cdot \tilde{\beta}_{j_{M-1}} \cdot \tilde{\beta}_{j_M} \cdot \tilde{\alpha}_{j_M} \cdot \tilde{\beta}_{j_M-1} \cdot \ldots \cdot \tilde{\beta}_{j_1} \cdot \tilde{\alpha}_{j_1}$$

Since the box size doubles as we ascend the inverted tree, the bandwidth of the radiation functions doubles.

The interpolation matrices are not square. Asymptotically, they interpolate functions from a given sampling rate to twice its sampling rate.

The use of interpolation and anterpolation matrices allows us to work with smaller matrices at the lower levels, thereby greatly reducing the computational cost and memory requirements.

It can be proven that for band-limited signals, interpolation can be achieved with exponential convergence even with a sparse matrix. Alternatively, interpolation and anterpolation can be achieved with FFTs, albeit with added cost.

The spectral bandwidth or content of the radiation function is proportional to the size of the group, or in this case, the size of the pertinent box. If the box has a diameter $D$, the spectral content is proportional to $kD$.

### 2.4.4 Computational Complexity of MLFMA

In this section, we will analyze the computational and memory complexity of MLFMA when applied to surface and volume scatterers. The MLFMA offers an $O(N \log N)$ computational and memory complexity for performing a matrix-vector product for surface scatterers, and $O(N)$ computational and memory complexity for volume scatterers.

Let us assume the scatter to be a surface scatterer first, so that the current elements sparsely populate the gridded boxes. Only nonempty boxes are involved in the computation.
• If the nonempty boxes at the lowest level have on the average $M$ current elements, there are about $N/M$ nonempty boxes. If the diameter of the box at the lowest level is $d_0$, then the spectral bandwidth of the radiation pattern is proportional to $kd_0$. Moreover, if $Q_0$ discrete samples are used to capture their radiation pattern, then $Q_0 \sim kd_0$.

• The aggregation process at the lowest level involves matrix-vector products of a $Q_0 \times M$ matrix with a length $M$ vector, repeated $N/M$ times. Therefore, the workload is proportional to $Q_0N$.

• In MOM, the smallest element size is assumed fixed when $N$ increases. Therefore, the smallest box size and hence $Q_0$, are fixed when $N$ increases. As a result, the workload at the lowest level is $O(N)$ when $N \to \infty$.

• The boxes at the next higher level are two times bigger than the boxes at the lowest level. Hence, the bandwidth of their radiation pattern is two times wider. Therefore, the sampling rate at the next level up, $Q_1$, is about two times $Q_0$.

• However, the number of boxes reduces by a factor of two or more when one ascends the inverted tree. Therefore, the memory requirement for storing the radiation pattern function does not increase compared to the previous level.

• Before shifting the radiation pattern function to the next level, we need to interpolate the sampling rate to twice its rate. This again is an $O(N)$ operation.

• Next, we shift these up-sampled radiation patterns to the center of the parent boxes. Even though we have to work with a radiation pattern with twice the sampling rate, the number of boxes decreases by a factor of two in the worst case as we move up to the next level. Hence, the workload of aggregation remains $O(N)$ at the next level.

• To understand the worst-case scenario, we consider scattering by a horizontal strip. This problem can be solved using MLFMA with a binary tree instead of a quad tree. Then all the leafy branches of the binary tree are filled. From this, we see that the number of boxes decreases by a factor of two as we ascend the inverted tree. For a sinuous scatterer winding through a 2D space, it is better than the worst case, and the number of boxes decreases by more than a factor of two.

• Hence, by induction, the workload at every level of the aggregation process is $O(N)$, and the memory requirement at every level is also of $O(N)$.

• Since there are $\log N$ levels, the whole aggregation process takes $O(N \log N)$ operations with $O(N \log N)$ memory requirement.
• If the scatterers are densely packed as in volume scattering, then the number of boxes will decrease by a factor of four, while the sampling rate will increase by a factor of two when one ascends the inverted tree.

• Hence, the workload is halved every time one ascends the inverted tree. Consequently, the total workload is \( N + \frac{N}{2} + \frac{N}{4} + \frac{N}{8} + \cdots \approx 2N \). Therefore, for densely packed scatterers, the whole aggregation process can be completed in \( O(N) \) operations.

• The aggregation process is the same as finding the Fourier transform of a function defined at a set of nonuniformly spaced points. It is also a nonuniformly spaced FFT algorithm.

• The disaggregation process is the transpose of the aggregation process. The translation process requires an extra step to address the violation of the addition theorem by introducing a buffer zone. The contribution from the sources in the buffer zone, which are in boxes called the interaction list, introduces an addition \( O(N) \) workload at each level to the translation-disaggregation process because the number of boxes in the interaction list is a constant independent of \( N \). Hence, it is also \( O(N \log N) \) for surface scatterers and \( O(N) \) for dense scatterers.

• MLFMA is used for far-neighbor calculations, and traditional MOM is used for near-neighbor calculations and calculation within the same box at the leafy branches or boxes at the lowest level. Since the size of the smallest boxes at the leafy branches are independent of \( N \), the near-neighbor calculation and the self-box calculation are \( O(N) \) also.

• Therefore, the whole matrix-vector multiply can be effected in \( O(N \log N) \) operations for surface scatterers, and \( O(N) \) for densely packed volume scatterers!

2.5 INTERPOLATION ERROR

The interpolation error in MLFMA can be controlled to be exponentially small by using local interpolation. We briefly describe the theory of local interpolation so that this fact can be understood. Before doing so, we review the theory of global interpolation.

2.5.1 Global Interpolation (Exact)

Assume that \( f(t) \) is a band-limited function as shown in Figure 2.8. Nyquist theorem says that \( f(t) \) can be recovered from \( f(n \Delta t), -\infty < n < \infty \), where \( \Delta t \leq \pi/\omega_{\text{max}} \).
and $\omega_{max}$ is the maximum frequency content of $f(t)$. That is, if $\tilde{f}(\omega)$ is the Fourier transform of $f(t)$, then $\tilde{f}(\omega) = 0$ for $|\omega| > \omega_{max}$. In fact, we can write exactly that

$$f(t) = \left( \sum_{n=-\infty}^{\infty} f(n\Delta t)\delta(t - n\Delta t) \right) \otimes \text{sinc}\left( \frac{\pi t}{\Delta t} \right)$$  \hspace{1cm} (2.78)$$

where $\otimes$ implies a convolution. The above assertion can be proven by taking the Fourier transform of (2.78) so that

$$\tilde{f}(\omega) = \tilde{f}_\Delta(\omega)\tilde{B}(\omega)$$  \hspace{1cm} (2.79)$$

where

$$\tilde{f}_\Delta(\omega) = FT \left[ \sum_n f(n\Delta t)\delta(t - n\Delta t) \right]$$  \hspace{1cm} (2.80)$$

$$\tilde{B}(\omega) = FT \left[ \text{sinc}\left( \frac{\pi t}{\Delta t} \right) \right]$$  \hspace{1cm} (2.81)$$

From (2.80), we see that

$$\tilde{f}_\Delta(\omega) = FT \left[ \sum_n f(t)\delta(t - n\Delta t) \right]$$

$$= FT \left[ f(t) \sum_n \delta(t - n\Delta t) \right]$$  \hspace{1cm} (2.82)$$

$$= \tilde{f}(\omega) \otimes FT \left[ \sum_n \delta(t - n\Delta t) \right] \frac{1}{2\pi}$$

The series $\sum_{n=-\infty}^{\infty} \delta(t - n\Delta t)$ is known as an impulse train. Its Fourier transform is also an impulse train, which can be easily proven. Hence the Fourier transform of
the impulse train is:
\[
\tilde{T}(\omega) = \sum_{p=-\infty}^{\infty} \frac{2\pi}{\Delta t} \delta\left(\omega - \frac{2\pi pt}{\Delta t}\right) \tag{2.83}
\]
Consequently, (2.82) becomes, after using (2.83),
\[
\begin{align*}
\hat{f}_\Delta(\omega) &= \hat{f}(\omega) \otimes \sum_{p=-\infty}^{\infty} \frac{1}{\Delta t} \delta\left(\omega - \frac{2\pi pt}{\Delta t}\right) \\
&= \sum_{p=-\infty}^{\infty} \hat{f}\left(\omega - \frac{2\pi pt}{\Delta t}\right) \frac{1}{\Delta t} 
\end{align*} \tag{2.84}
\]
The Fourier transform of a sinc function is \(\hat{B}(\omega)\) which is given by
\[
\hat{B}(\omega) = \begin{cases} 
\Delta t, & |\omega| \leq \frac{\pi}{\Delta t} \\
0, & |\omega| \geq \frac{\pi}{\Delta t} 
\end{cases} \tag{2.85}
\]
The right-hand side in (2.79) is a product of (2.84) and (2.85). Since \(\Delta t \leq \frac{\pi}{\omega_{\text{max}}}\), \(\hat{f}(\omega)\) is exactly reproduced on the right-hand side, and hence, is equal to the left-hand side.

The above is an exact interpolation. If \(f(t)\) is sampled at \(f(n\Delta t)\), \(f(t)\) can be exactly reproduced if it is band-limited and \(\Delta t \leq \frac{\pi}{\omega_{\text{max}}}\). However, evaluating (2.78) is expensive since it uses all \(f(n\Delta t)\) to find \(f(t)\). If \(f(n\Delta t)\) is stored at \(N\) points, and \(N\) values of \(f(t)\) is needed, it is an \(N^2\) algorithm. The next question is whether it is possible to form a local interpolation using fewer points.

### 2.5.2 Local Interpolation (Exponentially Accurate)

We shall outline the theory for a simple local interpolator [25,26]. The generalization of this theory to other local interpolators should be straightforward. To this end, we replace (2.78) with
\[
\begin{align*}
f(t) &= \left( \sum_{n=-\infty}^{\infty} f(n\Delta t)\delta(t - n\Delta t) \right) \otimes \Omega(t) 
\end{align*} \tag{2.86}
\]
For the discussion here, we assume that \(\Omega(t) = \text{sinc}\left(\frac{\pi t}{\Delta t}\right)e^{-(t/W)^2}\) even though other functions are possible. In this case, we choose \(W\) to be one or two \(\Delta t\), so that \(\Omega(t)\) is negligibly small after one or two \(\Delta t\), or \(t > W\). In this case, when the convolution (2.86) is performed for a given \(t\) on the left-hand side, only a few values of \(f(n\Delta t)\) in the neighborhood of \(t\) are needed, hence the term local interpolation.

To study the error in (2.86), we take the Fourier transform of (2.86) to obtain
\[
\begin{align*}
\hat{f}(\omega) &= \hat{f}_\Delta(\omega)\hat{B}_{\Omega}(\omega) 
\end{align*} \tag{2.87}
\]
Figure 2.9 The local interpolator is a product of the sinc function with a window function whose Fourier transform is also band-limited. Hence, the Fourier transform of the local interpolator is a convolution of the box function with a band-limited function, producing a band-limited function as shown.

where \( \tilde{f}_\Delta(\omega) \) is given by (2.84), and \( \tilde{B}_\Omega(\omega) \) is the Fourier transform of \( \Omega(t) \), and it is clear that

\[
\tilde{B}_\Omega(\omega) = \tilde{B}(\omega) \otimes \tilde{G}(\omega)
\]  

(2.88)

where

\[
\tilde{G}(\omega) = e^{-(\omega W)^2/4} W \sqrt{\frac{2}{\pi}}
\]  

(2.89)
and we have made use of the integral identity
\[ \int_{-\infty}^{\infty} dse^{-s^2} = \sqrt{\pi} \] (2.90)

Moreover, using (2.90), it is easy to show that
\[ \int_{-\infty}^{\infty} d\omega \tilde{G}(\omega) = 1 \] (2.91)

Since \( \tilde{B}_\Omega(\omega) \) is the convolution of \( \tilde{B}(\omega) \) with \( \tilde{G}(\omega) \) with unit area, the sketch of \( \tilde{B}_\Omega(\omega) \) is as shown in Figure 2.9. We assume \( \tilde{B}_\Omega(\omega) \) to be negligibly small when \( \omega = 0.5aW^{-1} \), where \( a > 4 \).

Notice that \( \tilde{B}_\Omega(\omega) \) is similar to \( \tilde{B}(\omega) \) except in the vicinity of \( \pm \frac{\pi}{\Delta t} \). Therefore, if \( f(t) \) is band-limited, and if we pick \( \Delta t \) and \( W \) such that
\[ \frac{\pi}{\Delta t} - 0.5aW^{-1} > \omega_{max} \] (2.92)

then the error in (2.86) is exponentially small. Therefore, for local interpolation, the sampling rate \( \Delta t \) has to be higher than the Nyquist rate. Moreover, if (2.92) is satisfied, the difference between \( \tilde{B}(\omega) \) and \( \tilde{B}_\Omega(\omega) \) is exponentially small and hence, the exponential convergence of this local interpolator.

The local interpolator in (2.86) can be replaced with other local interpolators such as the approximate prolate spheroid, the Lagrange, or bicubic spline interpolators. In some of these interpolators, their Fourier transforms may not be a band-limited function with an exponentially small tail as the example shown here, but with an algebraically decaying tail. However, the amplitude of the algebraically decaying tail can be made exponentially smaller by increasing the order of the interpolator. In this case, exponential convergence is still achieved.

### 2.6 FMM AND GROUP THEORY

There is an intimate relationship between FMM and group theory. The success of FMM relies on the factorization of the Green’s function. This is intimately related to the translational invariance of the physics of free-space—physics experiment performed in one part of space is the same as the same experiment performed in another part of space. The solutions of the Helmholtz equation or Maxwell’s equations in free space are translationally invariant, exhibiting translational symmetry. Translational symmetry is often expressed by the translation group in group theory. To facilitate the discussion, we give a brief overview of groups.
2.6.1 Groups

A group is a set of elements with an operation defined such that the following properties hold:

- **Closure**: For all \( a \) and \( b \) in the group \( G \), \( ab \) is also in \( G \).
- **Associativity**: For all \( a, b, c \) in \( G \), \( (ab)c = a(bc) \).
- **Unit Element**: For all \( a \) in \( G \), there exists an element \( e \) such that \( ea = a \).
- **Inverse Element**: For all \( a \) in \( G \), there exists an element \( a^{-1} \) such that \( a^{-1}a = e \).

If a group has the property that \( ab = ba \) (i.e., the elements are commutative), the group is Abelian. There are many interesting properties associated with groups, but for the lack of space, we will confine ourselves to simple properties so as not to encumber the discussion here [27, 28].

2.6.2 Example of a Group

The translation operator \( T_a \) has the property of

\[
T_a f(x) = f(x - a)
\]  

(2.93)

All possible elements of the translation operator \( T_a \) form the translation group. If we call this group \( T \), it is easy to verify the following:

- If \( T_a \in T \), \( T_b \in T \), then \( T_a T_b \in T \).
- \((T_a T_b)T_c = T_a(T_b T_c)\).
- \( T_a I = T_a \), where \( I \) is the identity operator.
- \( T_{-a}T_a = I \).

Furthermore, it can be shown that \( T_a T_b = T_b T_a \). Hence, the translation group is Abelian. The translation group in 2D is usually called \( T_2 \) while that in 3D is called \( T_3 \).

2.6.3 Representation of a Group

The translation operator above can be regarded as an abstract notion. However, integral, differential, or matrix operators can be derived to explicitly represent it. Consider a function in 1D which is \( f(x) \). Assuming that its derivative exists to infinite order, then its shift can be written by Taylor series expansion as:

\[
T_a f(x) = f(x - a) = \sum_{n=0}^{\infty} \frac{(-a)^n}{n!} \left( \frac{d}{dx} \right)^n f(x) = \exp \left( -a \frac{d}{dx} \right) f(x)
\]  

(2.94)
In two and three dimensions, this can be generalized to

\[ T_\mathbf{a} f(\mathbf{r}) = f(\mathbf{r} - \mathbf{a}) = \exp(-\mathbf{a} \cdot \nabla) f(\mathbf{r}) \] (2.95)

Hence, a representation of the translation operator in coordinate space is that

\[ T_\mathbf{a} = \exp(-\mathbf{a} \cdot \nabla) \] (2.96)

In (2.95), if we replace

\[ f(\mathbf{r}) = \frac{1}{(2\pi)^3} \int_{-\infty}^{\infty} d\mathbf{k} \tilde{f}(\mathbf{k}) e^{i\mathbf{k} \cdot \mathbf{r}} \] (2.97)

then it becomes

\[ T_\mathbf{a} f(\mathbf{r}) = f(\mathbf{r} - \mathbf{a}) = \frac{1}{(2\pi)^3} \int_{-\infty}^{\infty} d\mathbf{k} \tilde{f}(\mathbf{k}) e^{i\mathbf{k} \cdot \mathbf{r}} e^{-i\mathbf{k} \cdot \mathbf{a}} \] (2.98)

Hence, the representation of the translation operator becomes very simple in the Fourier space (momentum space). Its effect can be represented by multiplying the Fourier transform \( \tilde{f}(\mathbf{k}) \) by a scalar number \( e^{-i\mathbf{k} \cdot \mathbf{a}} \).

### 2.6.3.1 Cylindrical Harmonics

We can also find the representation of the translation operator in subspaces. The subspace we will first consider will be the space of functions spanned by the solution of the source-free Helmholtz equation. In this space, the translation operators can be represented by a matrix operator.

For example, we know that

\[ \phi_m(\rho) = J_m(k\rho)e^{im\phi} \] (2.99)

is a solution of the Helmholtz equation

\[ (\nabla^2 + k^2)\phi_m(\rho) = 0 \] (2.100)

in 2D. Since the Helmholtz operator \( \nabla^2 + k^2 \) commutes with the translation operator, then

\[ T_{\rho'}\phi_m(\rho) = \phi_m(\rho - \rho') = J_m(k|\rho - \rho'|)e^{im\phi''} \] (2.101)

is also a solution to the Helmholtz equation (see Figure 2.3 for the definition of variables). We can use the addition theorem to expand the right-hand side of (2.101) to obtain

\[ J_m(k|\rho - \rho'|)e^{im\phi''} = \sum_{n=-\infty}^{\infty} J_{n-m}(k\rho')e^{-i(n-m)\phi'} J_n(k\rho)e^{in\phi} \] (2.102)
The above can be put in a vector notation:

$$
\Re g \Psi^t(\rho - \rho') = \Re g \Psi^t(\rho) \cdot \overline{\beta}(\rho')
$$

(2.103)

where

$$
[\Psi(\rho)]_n = H_n^{(1)}(k\rho)e^{i n \phi}
$$

(2.104)

and

$$
[\overline{\beta}(\rho')]_{nm} = J_{n-m}(k\rho')e^{-i(n-m)\phi'}
$$

(2.105)

and $\Re g H_n^{(1)}(x) = J_n(x)$. The above addition theorem can also be derived by the application of the translation operator (2.96) to (2.99) [27].

Consequently, we can put (2.99) into a column vector and rewrite (2.101) as

$$
T_\rho \Re g \Psi^t(\rho) = \Re g \Psi^t(\rho - \rho') = \Re g \Psi^t(\rho) \cdot \overline{\beta}(\rho')
$$

(2.106)

Therefore, the effect of $T_\rho$ on $\Re g \Psi^t(\rho)$ is the same as multiplying or transforming $\Re g \Psi^t(\rho)$ with the infinite dimensional matrix $\overline{\beta}(\rho')$. We call $\overline{\beta}(\rho')$ the matrix representation of the translation operator $T_\rho$.

It follows that

$$
T_{\rho_1}T_{\rho_2}\Re g \Psi^t(\rho) = \Re g \Psi^t(\rho - \rho') = \Re g \Psi^t(\rho) \cdot \overline{\beta}(\rho'_2)
$$

(2.107)

In this notation, the matrix representation of $T_{\rho_1}T_{\rho_2}$ is

$$
\overline{\beta}(\rho_1) \cdot \overline{\beta}(\rho_2)
$$

(2.108)

A general solution of the source-free Helmholtz equation can be written as

$$
\phi(\rho) = \Re g \Psi^t(\rho) \cdot a
$$

(2.109)

By using the translation operator, we can easily factorize the solution; that is,

$$
T_\rho' \phi(\rho) = \Re g \Psi^t(\rho) \cdot \overline{\beta}(\rho') \cdot a
$$

(2.110)

Repeated application of the translation operator allows us to factorize the solution of the Helmholtz equation. The $\overline{\beta}$ matrices also faithfully reproduce the properties of the translation group. They are also commutative just as the translation operators.

### 2.6.3.2 Plane Waves

Now we replace (2.99) by

$$
\phi_m(\rho) = e^{ik_m \cdot \rho}
$$

(2.111)

Here, the number of plane waves can be chosen to be independent of each other, and they span a subspace of functions which can be expressed as a sum of these plane waves. Then,

$$
T_\rho' \phi_m(\rho) = \phi_m(\rho - \rho') = e^{ik_m \cdot \rho}e^{-ik_m \cdot \rho'} = e^{ik_m \cdot \rho} \overline{\beta}_m(\rho')
$$

(2.112)
where $\tilde{\beta}_m(\rho') = e^{-ik_m \cdot \rho'}$ is a scalar number instead of a matrix in (2.103). If we stack (2.111) into a column vector, we can rewrite (2.112) as

$$T_{\rho'} \phi^i(\rho) = \phi^i(\rho - \rho') = \phi^i(\rho) \cdot \tilde{\beta} (\rho')$$  \hspace{1cm} (2.113)

where $\tilde{\beta} (\rho')$ is now a diagonal matrix whose element on the diagonal is given by the scalar number $\tilde{\beta}_m (\rho')$. It is still a matrix representation of the translation operator $T_{\rho'}$, but it is a diagonal representation. The difference between (2.99) and (2.111) is that (2.99) uses cylindrical harmonics as a basis, while (2.111) uses plane waves as a basis. Hence, the matrix representation of the translation operator under a plane wave basis is diagonal.

A general solution of the source-free Helmholtz equation can be expressed as

$$\phi(\rho) = \sum_m e^{ik_m \cdot \rho} a_m = \phi^i(\rho) \cdot a$$  \hspace{1cm} (2.114)

where $k_m$ corresponds to plane waves propagating in different directions. Equation (2.114) can be made as accurately as one wishes by including more plane wave directions, including inhomogeneous plane waves. As in (2.110), we can easily factorize (2.114) as is done in (2.110) by

$$T_{\rho'} \phi(\rho) = \phi^i(\rho) \cdot \tilde{\beta}(\rho') \cdot a$$  \hspace{1cm} (2.115)

The deeper reason for the existence of a diagonal representation of the translation operator is that the translation group is Abelian. Hence, the translation operators commute, and subsequently, they can be represented by a scalar number as in (2.112), or a diagonal matrix as in (2.113).

### 2.6.4 Green's Function

The Green’s function is a solution of the Helmholtz equation when the source is a point source in space. When the source is at the origin, the Green’s function in 2D is a solution of

$$\left(\nabla^2 + k^2 \right) g(\rho) = -\delta(\rho)$$  \hspace{1cm} (2.116)

where $g(\rho) = \frac{i}{4} H^{(1)}_0(\rho)$. The Green’s function satisfies the radiation condition at infinity. Since the Helmholtz operator commutes with the translation operator, when the point source is being translated to a location $\rho'$, the Green’s function is given by

$$g(\rho - \rho') = \frac{i}{4} H^{(1)}_0(\rho | \rho - \rho'|)$$  \hspace{1cm} (2.117)

It is the solution of

$$\left(\nabla^2 + k^2 \right) g(\rho - \rho') = -\delta(\rho - \rho')$$  \hspace{1cm} (2.118)
Since the variables $\rho$ and $\rho'$ are interchangeable, the Green’s function is also a solution of

$$\left(\nabla'^2 + k^2\right) g(\rho - \rho') = -\delta(\rho - \rho')$$

(2.119)

where $\nabla'$ is expressed in terms of $x', y', z'$ variables. In other words, the Green’s function is symmetric with respect to the $\rho$ and $\rho'$ variables. For the following discussion, we will ignore the factor $\frac{i}{4}$ in (2.117), and the Green’s function can then be written as

$$g(\rho - \rho') = \begin{cases} \Re g\Psi^t(\rho) \cdot \hat{\Phi}(\rho'), & |\rho| < |\rho'| \\ \Psi^t(\rho) \cdot \Re g \Psi^*(\rho'), & |\rho'| < |\rho| \end{cases}$$

(2.120)

We assume $k$ is real in the above, and that $[\hat{\Phi}(\rho')]^n = H_n^{(1)}(k\rho') e^{-i(n-m)\phi'}. $

The bottom part of the equation can be derived by applying the translation operator (2.96) to $g(\rho)$ with $a = \rho'$. The rationale for this is that a translated solution of the Helmholtz equation satisfying the radiation condition still satisfies the Helmholtz equation with the radiation condition. The top part of the equation can be derived by using the symmetry property of the Green’s function. The dichotomous behavior of the expansion is necessary for the convergence of the resultant expansion.

In the lower part of (2.120), $\Psi^t(\rho)$ is singular when $|\rho| = 0$, but for the region $|\rho| > |\rho'|$, we can apply $T_a$ to (2.120) to obtain

$$T_ag(\rho - \rho' - a) = \Psi^t(\rho - a) \cdot \Re g \Psi^*(\rho')$$

(2.121)

where we ensure that $|\rho - a| > |\rho'|$ after translation for the convergence of the resultant expression. We can apply the addition theorem to express

$$\Psi^t(\rho - a) = \Re g \Psi^t(\rho) \cdot \overline{\omega}(a), \quad |\rho| < |a|$$

(2.122)

where

$$[\overline{\omega}(a)]^n_m = H_n^{(1)}(ka) e^{-i(n-m)\phi_a}$$

(2.123)

The above addition theorem can also be derived by applying the raising operator to the prime coordinates in the upper part of (2.120) [13, 27].

Consequently, we have

$$g(\rho - \rho' - a) = \Re g \Psi^t(\rho) \cdot \overline{\omega}(a) \cdot \Re g \Psi^*(\rho')$$

(2.124)

Next, we want to show that this $\overline{\omega}$ matrix commutes with the $\overline{J}$ matrix. To this end, we apply $T_b$ to the above to further obtain

$$g(\rho - \rho' - a - b) = \Re g \Psi^t(\rho) \cdot \overline{J}(b) \cdot \overline{\omega}(a) \cdot \Re g \Psi^*(\rho')$$

(2.125)

Equation (2.124) is also a solution of the source-free Helmholtz equation in the $\rho'$ variable. We can rewrite it as

$$g(\rho - \rho' - a) = \Re g \Psi^t(\rho') \cdot \overline{\omega}(a) \cdot \Re g \Psi(\rho)$$

(2.126)
Applying $T_{-b}$ to the $\rho'$ variable, we have
\[
g(\rho - \rho' - a - b) = \Re g(\Psi)(\rho') \cdot \overline{\beta}(-b) \cdot \overline{\alpha}(a) \cdot \Re g(\Psi)(\rho)
\]
(2.127)

Comparing (2.125) and (2.127), we have
\[
\overline{\beta}(b) \cdot \overline{\alpha}(a) = \overline{\alpha}(a) \cdot \overline{\beta}^\dagger(-b)
\]
(2.128)

But from (2.105), it can be shown that $\overline{\beta}(b) = \overline{\beta}^\dagger(-b)$; hence, the above implies that
\[
\overline{\beta}(b) \cdot \overline{\alpha}(a) = \overline{\alpha}(a) \cdot \overline{\beta}(b)
\]
(2.129)

The fact that $\overline{\beta}$ and $\overline{\alpha}$ commute implies that they can be diagonalized by the same basis. It has been shown that the plane-wave basis diagonalizes both $\overline{\alpha}$ and $\overline{\beta}$ matrices simultaneously.

### 2.6.5 Plane-Wave Representation of the Green’s Function

The Green’s function given by (2.117) can be expanded in terms of plane waves, namely,
\[
g(\rho_i - \rho_j) = \frac{i}{8\pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} dk_x \, dk_y \, e^{ik_x(x_i - x_j) + ik_y(y_i - y_j)}
\]
(2.130)

When $y_i > y_j$ or $y_i < y_j$, the integrand represents plane waves including inhomogeneous waves. If we confine ourselves to the region where $y_i > y_j$ always, (2.130) can be written as
\[
g(\rho_i - \rho_j) = \frac{i}{8\pi} \int_{-\infty}^{\infty} dk_x \, e^{ik_x(\rho_i - \rho_j)}
\]
(2.131)

As such, we can write
\[
\rho_i - \rho_j = \rho_{ij} = (\rho_i - \rho_l) + (\rho_l - \rho_l') + (\rho_l' - \rho_j)
\]
(2.132)

where $\rho_{ab} = \rho_a - \rho_b$ in the above. Using (2.132) in (2.131), we have
\[
g(\rho_{ij}) = \frac{i}{8\pi} \int_{-\infty}^{\infty} dk_x \, \frac{1}{k_y} e^{ik_{x'}(\rho_{ij} - \rho_{ij}')} e^{ik_{x'}(\rho_{ij}' - \rho_{ij}')} e^{ik_{x'}(\rho_{ij}'' - \rho_{ij}''')}
\]
(2.133)

The above can be approximated by a quadrature rule to give
\[
g(\rho_{ij}) = \sum_m w_m e^{ik_{x'}(\rho_{ij} - \rho_{ij}')} e^{ik_{x'}(\rho_{ij}' - \rho_{ij}''')} e^{ik_{x'}(\rho_{ij}''' - \rho_{ij}'''')}
\]
(2.134)
where \( \tilde{\alpha}_{ll'} \) is a diagonal matrix whose elements are
\[
[\tilde{\alpha}_{ll'}]_{mm'} = \delta_{mm'} \psi_m e^{ik_m \cdot \rho_{ll'}}
\]
and
\[
[\beta_{\gamma \beta}]_{mm'} = e^{ik_m \cdot \rho_{\gamma \beta}}
\]
Such plane-wave representation of the translation operator has been used to design fast algorithms in computational electromagnetics [17, 18, 29].

2.7 CONCLUSION

This chapter describes the details of the fast multipole method and the multilevel fast multipole algorithm in 2D. The important point is that MLFMA allows a matrix-vector product to be effected in \( O(N \log N) \) operations, where the matrix is associated with an integral equation of the Helmholtz and electromagnetic problem. The key to obtaining an \( O(N \log N) \) algorithm in both CPU time and memory requirement is the use of interpolation and anterpolation between levels. We further show that the error in the interpolation and anterpolation are controllable. We also discuss the relationship of FMM to group theory, and explain the deeper reason for the diagonalizability of the translation operators that exist in FMM. This method can be generalized to 3D and will be discussed in the next chapter. More references can be found on this topic in [30].
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FMM and MLFMA in 3D and Fast Illinois Solver Code

Jiming Song and Weng Cho Chew

3.1 INTRODUCTION

We have discussed the 2D fast multipole method (FMM) and the multilevel fast multipole algorithm (MLFMA) in last chapter. FMM was extended to 3D by Coifman, Rokhlin, and Wandzura [1] and was implemented in solving the electric field integral equation (EFIE) [2, 3] and combined field integral equation (CFIE) [4] for scattering from conducting objects, reducing the complexity of a matrix-vector multiply and memory requirement from $O(N^2)$ to $O(N^{3/2})$. Later, Song and Chew [5, 6] generalized to MLFMA with $O(N \log N)$ complexity and memory requirement using translation, interpolation, anterpolation (adjoint interpolation), and a grid-tree data structure. Dembart and Yip [7, 8] have implemented MLFMA using signature function, interpolation, and filtering, with a complexity of $O(N \log^2 N)$. Gyure and Stalzer [9] also implemented MLFMA using FFT and 1D FMM with a complexity of $O(N \log^2 N)$. FMM and MLFMA have been applied to problems in a number of areas in electromagnetics such as impedance boundary condition (IBC) [10], homogeneous media and inhomogeneous media using hybridization with the finite element method (FEM) [11, 12], impedance of surface-wire structures [13], electromagnetic compatibility analysis [14], complex images in microstrip structures [15], etc. MLFMA
has been combined with the higher-order Galerkin’s method [16, 17] [see Chapter 14 also] and Nystrom method [18].

Since the basic concepts in 3D FMM and MLFMA are similar to those discussed in the last chapter, we will give a brief description of FMM and MLFMA in 3D in the next section. The differences between the 2D and 3D FMM and MLFMA will be emphasized. Then we will give a detailed discussion of error analysis in the 3D FMM and MLFMA. Later, we will discuss some implementations for large scale computing, such as the block diagonal preconditioner, good initial guess, bistatic to monostatic RCS approximation, interpolation of translation matrix in MLFMA, and calculating radiated fields using MLFMA. Finally, we will present the Fast Illinois Solver Code (FISC) and discuss its capabilities, complexity, accuracy, scaling of memory requirements, and CPU time. More results will be shown in the end of this chapter.

3.2 THREE DIMENSIONAL FMM AND MLFMA

Before we derive the formulations of FMM and MLFMA in 3D, we will briefly introduce the integral equations and the method of moments (MOM). As presented in the last chapter, one way to derive FMM formulations is to use the diagonalized form of the translation matrix, which has been discussed by some researchers [19–21]. In this section, we will derive it in a simple way by using the addition theorem and an elementary identity.

3.2.1 Integral Equations and the Method of Moments

The electromagnetic field scattering by a 3D arbitrarily shaped conductor can be obtained by finding the solution of an integral equation where the unknown function is the induced current distribution. For conducting objects, the electric field integral equation (EFIE) is given by

\[
\hat{t} \cdot \int_S \mathbf{G}(\mathbf{r}, \mathbf{r}') \cdot \mathbf{J}(\mathbf{r}')dS' = \frac{4\pi i}{k\eta} \hat{t} \cdot \mathbf{E}^i(\mathbf{r})
\]

(3.1)

for \(\mathbf{r}\) on surface \(S\), where \(\mathbf{J}(\mathbf{r})\) is the unknown current distribution, \(\hat{t}\) is any unit tangent vector on \(S\), and

\[
\mathbf{G}(\mathbf{r}, \mathbf{r}') = (I - \frac{1}{k^2} \nabla \nabla')g(\mathbf{r}, \mathbf{r}'),
\]

(3.2)

\[
g(\mathbf{r}, \mathbf{r}') = \frac{e^{ikR}}{R}, \quad R = |\mathbf{r} - \mathbf{r}'|.
\]

(3.3)
For closed conducting objects, the magnetic field integral equation (MFIE) is given by

\[ 2\pi \hat{i} \cdot J(r) - \hat{i} \cdot \hat{n} \times \nabla \times \int_S dS' g(r, r') J(r') = 4\pi \hat{i} \cdot \hat{n} \times H^i(r) \tag{3.4} \]

for \( r \) approaching to \( S \) from the outside, where \( \hat{n} \) is an outwardly directed normal.

At the resonant frequencies of the cavity formed by the closed objects, both EFIE and MFIE have null space solutions (nonzero solutions without excitations). The currents from the null space solutions of EFIE will not radiate, and null space solutions of MFIE will radiate. Therefore, neither EFIE nor MFIE can give correct current solutions, while EFIE gives a correct RCS but MFIE does not. The combined field integral equation (CFIE) [22] is used to solve this problem, which is simply a linear combination of (3.1) and (3.4) and is of the form

\[ \alpha \text{EFIE} + (1 - \alpha) \frac{i}{k} \text{MFIE}. \tag{3.5} \]

The combination parameter \( \alpha \) ranges from 0 to 1 and can be chosen to be any value within this range. Some studies have been done on choosing an optimum \( \alpha \), and they have found \( \alpha = 0.2 \) to be an overall good choice [23].

Let us apply the method of moments (MOM) to CFIE. The unknown current \( J(r) \) is first expanded in an appropriately chosen set of basis functions \( \{ j_i(r) \} \),

\[ J(r) = \sum_{i=1}^{N} a_i j_i(r), \tag{3.6} \]

where \( a_i \) are the unknown expansion coefficients. The CFIE is discretized by substituting the above expansion in terms of unknowns \( a_n \). Then, rather than forcing CFIE to be satisfied for \( r \) approaching \( S \) from the outside, it is multiplied by a set of \( N \) testing functions \( \{ t_j \} \) and the inner products are taken to yield

\[ \sum_{i=1}^{N} A_{ji} a_i = F_j, \quad j = 1, 2, \ldots, N, \tag{3.7} \]

where

\[ F_j = \frac{4\pi i}{k} \left[ \frac{\alpha}{\eta} \int_S dS t_j(r) \cdot E^i(r) \right. \]

\[ + (1 - \alpha) \int_S t_j(r) \cdot \hat{n} \times H^i(r) dS \], \tag{3.8} \]

\[ A_{ji} = \alpha A_{ji}^E + (1 - \alpha) A_{ji}^M, \tag{3.9} \]

where

\[ A_{ji}^E = \int_S dS t_j(r) \cdot E^i(r) \]

\[ A_{ji}^M = \int_S dS t_j(r) \cdot \hat{n} \times H^i(r) \]
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\[ A_{ji}^E = \int_S dS \mathbf{t}(r) \cdot \int_S dS' \mathbf{G}(r, r') \cdot \mathbf{j}_i(r'), \quad (3.10) \]

\[ A_{ji}^M = \frac{2\pi i}{k} \int_S dS \mathbf{t}(r) \cdot \mathbf{j}_i(r) \]
\[ -\frac{i}{k} \int_S dS \mathbf{t}(r) \cdot \mathbf{\hat{n}} \times \nabla \times \int_S dS' g(r, r') \mathbf{j}_i(r'). \quad (3.11) \]

Consequently, the integral equations are approximated by matrix equation (3.7) using the MOM. When we use iterative methods like the conjugate gradient (CG) to solve the matrix equation (3.7), a matrix-vector multiply must be computed in each iteration. In the next two sections, we will apply FMM and MLFMA to accelerate the calculations.

### 3.2.2 Three Dimensional FMM

The addition theorem [1, 24] has the form

\[ e^{ik|\mathbf{D} + \mathbf{d}|} = \frac{ik}{|\mathbf{D} + \mathbf{d}|} \sum_{l=0}^{\infty} (-1)^l (2l + 1) j_l(kd) h_l^{(1)}(kD) P_l(\hat{d} \cdot \hat{D}), \quad (3.12) \]

where \( j_l(x) \) is a spherical Bessel function of the first kind, \( h_l^{(1)}(x) \) is a spherical Hankel function of the first kind, \( P_l(x) \) is a Legendre polynomial, and \( d < D \).

Substituting the elementary identity [25] (p. 410)

\[ 4\pi i j_l(kd) P_l(\hat{d} \cdot \hat{D}) = \int d^2 \hat{k} e^{ik \hat{d} \cdot \hat{k}} \]

into Equation (3.12) yields, after truncating the summation series and exchanging the order of integration and summation,

\[ \frac{e^{ik|\mathbf{D} + \mathbf{d}|}}{|\mathbf{D} + \mathbf{d}|} \approx \frac{ik}{4\pi} \int d^2 \hat{k} e^{ik \hat{d} \cdot \hat{k}} \sum_{l=0}^{L} \int d^2 \hat{D} h_l^{(1)}(kD) P_l(\hat{k} \cdot \hat{D}) \]
\[ = \frac{ik}{4\pi} \int d^2 \hat{k} e^{ik \hat{d} \cdot \hat{k}} T_L(\hat{k} \cdot \hat{D}). \quad (3.14) \]

We have truncated the summation of infinite series, where \( \int d^2 \hat{k} \) represents the integrals over the unit sphere, and

\[ T_L(\cos \theta) = \sum_{l=0}^{L} \int d^2 \hat{k} e^{i(l + 1)kD} P_l(\cos \theta). \quad (3.15) \]
To apply FMM in the matrix-vector multiply, we divide the $N$ basis functions into $G$ localized groups, labeled by an index $m$, each supporting about $M = N/G$ basis functions. For the nearby group pairs $(m, m')$, we calculated the matrix elements by direct numerical computation. Letting $r_j$ and $r_i$ be the field point and source point, respectively, we have

$$r_{ji} = r_j - r_i = r_j - r_m + r_m - r_{m'} + r_{m'} - r_i$$

where $r_m$ and $r_{m'}$ are the centers of the $m$th and $m'$th groups, to which $r_j$ and $r_i$ belong, respectively. For nonnearby group pairs $(m, m')$, using Equation (3.14) with $D = r_{mm'}$ and $d = r_{jm} - r_{im'}$, we approximate the scalar Green’s function as

$$e^{ikr_{ji}} = \int d^2 \hat{k} e^{i\hat{k}(r_{jm} - r_{im'})} \alpha_{mm'}(k, r_{mm'}),$$

where

$$\alpha_{mm'}(k, r_{mm'}) = \frac{i k}{4 \pi} \sum_{l=0}^{L} (2l + 1) h_l^{(1)}(kr_{mm'}) P_l (\hat{r}_{mm'} \cdot \hat{k}).$$

The integration in (3.17) will be evaluated by Gaussian quadratures with $K = 2L^2$ points.

Substituting Equation (3.17) into (3.2) yields

$$\mathcal{G}(r_j - r_i) = \int d^2 \hat{k} (\mathbf{I} - \hat{k}\hat{k}) e^{i\hat{k}(r_{jm} - r_{im'})} \alpha_{mm'}(k, r_{mm'}).$$

By substituting (3.19) into (3.10), we have the EFIE matrix elements in the form

$$A_E^{ji} = \int d^2 \hat{k} \mathbf{V}_E^{f_{mj}}(\hat{k}) \cdot \alpha_{mm'}(k, r_{mm'}) \mathbf{V}_E^{s_{im'}}(\hat{k}),$$

where

$$\mathbf{V}_E^{f_{mj}}(\hat{k}) = \int_S dS e^{i\hat{k}r_{jm}} (\mathbf{I} - \hat{k}\hat{k}) \cdot \mathbf{t}_j(r_{jm}),$$

$$\mathbf{V}_E^{s_{im'}}(\hat{k}) = \int_S dS e^{-i\hat{k}r_{im'}} (\mathbf{I} - \hat{k}\hat{k}) \cdot \mathbf{j}_i(r_{im'}).$$

Since $\mathbf{I} - \hat{k}\hat{k} = \hat{\theta}\hat{\theta} + \hat{\phi}\hat{\phi}$, then $(\mathbf{I} - \hat{k}\hat{k}) \cdot \mathbf{V} = V_\theta \hat{\theta} + V_\phi \hat{\phi}$, $\mathbf{V}_E^{f_{mj}}$ and $\mathbf{V}_E^{s_{im'}}$ have only $\theta$ and $\phi$ components.

We have derived FMM formulation solution for EFIE. Let us derive the formula for MFIE. Substituting (3.17) into (3.11) and applying vector operations yield

$$A_M^{ji} = \int d^2 \hat{k} \mathbf{V}_M^{f_{mj}}(\hat{k}) \cdot \alpha_{mm'}(k, r_{mm'}) \mathbf{V}_M^{s_{im'}}(\hat{k}),$$

where

$$\mathbf{V}_M^{f_{mj}}(\hat{k}) = \int_S dS e^{i\hat{k}r_{mj}} (\mathbf{I} - \hat{k}\hat{k}) \cdot \mathbf{m}_j(r_{mj}),$$

$$\mathbf{V}_M^{s_{im'}}(\hat{k}) = \int_S dS e^{-i\hat{k}r_{im'}} (\mathbf{I} - \hat{k}\hat{k}) \cdot \mathbf{j}_i(r_{im'}).$$
where

\[ V^M_{fmj}(\hat{k}) = -\hat{k} \times \int_S dSe^{ik \cdot r} \mathbf{t}_j(r_{jm}) \times \hat{n}, \tag{3.24} \]

\[ V^M_{sm'i}(\hat{k}) = \int_S dSe^{-ik \cdot r} j_i(r_{im'}). \tag{3.25} \]

Since \( V^M_{fmj}(\hat{k}) \) has \( \hat{\theta} \) and \( \hat{\phi} \) components only, then only the \( \hat{\theta} \) and \( \hat{\phi} \) components of \( V^M_{sm'i}(\hat{k}) \) are needed. Therefore, \( V^M_{sm'i}(\hat{k}) \) can be replaced by \( V^E_{sm'i} \), which will be called \( V_{sm'i} \). Consequently, the matrix elements in nonnearby group pairs for CFIE are reduced to

\[ A_{ji} = \int d^2\hat{k} V_{fmj}(\hat{k}) \cdot \alpha_{mm'}(k, r_{mm'}) V_{sm'i}(\hat{k}), \tag{3.26} \]

\[ V_{fmj}(\hat{k}) = \alpha V^E_{fmj} + (1 - \alpha) V^M_{fmj}. \tag{3.27} \]

Finally, we can rewrite the matrix-vector multiply as

\[ \sum_{i=1}^{N} A_{ji} a_i = \sum_{m' \in B_m} \sum_{i \in G_{m'}} A_{ji} a_i + \int d^2\hat{k} V_{fmj}(\hat{k}) \cdot \sum_{m' \notin B_m} \alpha_{mm'}(k, r_{mm'}) \sum_{i \in G_{m'}} V_{sm'i}(\hat{k}) a_i, \tag{3.28} \]

for \( j \in G_m \), where \( G_m \) denotes all elements in the \( m \)th group, and \( B_m \) denotes all nearby groups of the \( m \)th group (including itself). The first term is the contribution from nearby groups, and the second term is the far interaction calculated by FMM. The cost of computing the first term is

\[ T_1 = c_1 BNM, \tag{3.29} \]

where \( B \) is the average number of nearby groups, and \( c_1 \) is machine and implementation dependent. The cost of computing \( S_m(k) = \sum_{i \in G_m} V_{smi}(\hat{k}) a_i, \quad m = 1, 2, ..., G \) is

\[ T_2 = c_2 KN, \tag{3.30} \]

where \( K \) is defined just after Equation (3.18). The cost of computing \( g_m(\hat{k}) = \sum_{m'} \alpha_{mm'} S_{m'}(\hat{k}) \) is

\[ T_3 = c_3 KG(G - B). \tag{3.31} \]

And finally the cost of computing \( \int d^2\hat{k} V_{fmj}(\hat{k}) \cdot g_m(\hat{k}) \) is

\[ T_4 = c_4 KN. \tag{3.32} \]
In Section 3, we will show that $L = kd + \beta (kd)^{1/3}$, where $\beta$ is dependent on the accuracy and $d$ is the maximum diameter of a group size ($d = \max(|r_{jm} - r_{im'}|)$). Thus $L$ is proportional to the size $d$, and $K$ is proportional to the surface area of the group. Since the number of unknowns in each group ($M$) is proportional to the surface area for a fixed discretization density, $K \sim M$. The computational cost of the matrix-vector multiply is $T = C_1 NG + C_2 N^2 / G$. The total cost is minimized by choosing $G = \sqrt{C_2 N / C_1}$. Therefore, $T = 2 \sqrt{C_1 C_2} N^{3/2}$, the same as for the 2D FMM. Our numerical simulations also show that the computational complexity is of order $O(N^{3/2})$ [3, 4].

### 3.3 MULTILEVEL FAST MULTIPole ALGORITHM (MLFMA)

To further reduce the computational complexity of the matrix-vector multiply, the FMM should be extended to a multilevel algorithm, which yields the multilevel fast multipole algorithm (MLFMA) as discussed in the last chapter.

To implement the 3D MLFMA, the entire object is first enclosed in a large cube, which is partitioned into eight smaller cubes. Each subcube is then recursively subdivided into smaller cubes until the edge length of the finest cube is about a quarter wavelength or until each finest cube includes a few basis functions. Cubes at all levels are indexed. At the finest level, we find the cube in which each basis function resides by comparing the coordinates of the center of the basis function with the center of cube. We further find nonempty cubes by sorting. Only nonempty cubes are recorded using tree-structured data at all levels [26, 27]. Thus, the computational cost depends only on the nonempty cubes.

We use $L$ to denote the number of levels in MLFMA. Level $L$ refers to the finest level and level 0 is the coarsest level. At level 0, there is one and only one nonempty cube. At level 1, there are at most eight nonempty cubes and there are at most 64 at level 2. Although we describe the algorithm using cubic structures, this does not mean that the algorithm is efficient only for cubic objects like cubes and spheres. In fact, we use cubes at the finest level. Then the cubes will form arbitrary shapes at all other levels. Hence, this algorithm is very efficient in handling various types of objects, such as aircraft, long cylinders, 3D strips, and linear antennas, etc.

The basic algorithm for matrix-vector multiply is broken down into two sweeps [27]: the first sweep consists of constructing outgoing wave expansions (represented by the radiation pattern at a number of directions) for each nonempty cube from level $L$ to 2. At level $L$, the outgoing wave expansions for a cube are calculated by combining all sources in the cube as shown in Equation (3.28). Then from level $L - 1$ to 2, the expansions for each cube are computed from the expansions of its children cubes. The second sweep consists of constructing local incoming wave expansions contributed from the well-separated cubes from level 2 to $L$. The well-separated cubes are defined as the cubes separated by at least one cube. At level 2, the local in-
coming wave expansions for a cube are constructed by translating the outgoing wave expansions from all the well-separated cubes at the same level. From levels 3 to $L$, the local expansions for each cube consist of two parts: incoming waves received by its parent cube from all well-separated cubes of the parent cube, and incoming waves from all its well-separated cubes whose parent cubes are not well-separated because the contribution is already included in the first part. When the cube becomes larger as one progresses from a finer level to a coarser level, the number of plane wave directions needed to represent the radiation pattern should increase. In the first sweep, the outgoing wave expansions are computed at the finest level, and then the expansions for larger cubes are obtained using shifting and interpolation. Let $\mathbf{r}_{m_{l}'}$ and $\mathbf{r}_{m_{l-1}'}$ be the cube centers at levels $l$ and $l-1$, respectively; then the outgoing wave expansions for coarser level $l-1$ should be

$$V_{sm_{l-1}'}(\hat{k}) = e^{-i\mathbf{k}_{l} \cdot \mathbf{r}_{m_{l-1}'}}, \quad (3.33)$$

But $V_{sm_{l}'}(\hat{k})$ has only $K_{l}$ values, and we need $K_{l-1}$ values of $V_{sm_{l-1}'}(\hat{k})$. Therefore, we will interpolate $V_{sm_{l}'}(\hat{k})$ to $K_{l-1}$ values first. That is

$$V_{sm_{l-1}'}(\hat{k}_{(l-1)n'}) = e^{-i\mathbf{k}_{l} \cdot \mathbf{r}_{m_{l-1}'}} \sum_{n=1}^{K_{l-1}} W_{n'} \cdot V_{sm_{l}'}(\hat{k}_{(l-1)n}). \quad (3.34)$$

At the second sweep, the local expansions for smaller cubes include the contributions from parent cubes using shifting and interpolation as discussed in the last chapter, and from the cubes that are well-separated at this level but not at the parent level. If the local incoming wave expansions received by a cube center at level $l-1$ are $\mathbf{B}(\hat{k})$, then the contribution from all well-separated cubes can be written as

$$I = \int d^{2}\hat{k} \mathbf{V}_{fm_{l-1}j}(\hat{k}) \cdot \mathbf{B}(\hat{k}) = \sum_{n'=1}^{K_{l-1}} \mathbf{V}_{fm_{l-1}j}(\hat{k}_{(l-1)n'}) \cdot \mathbf{B}(\hat{k}_{(l-1)n'}), \quad (3.35)$$

where weighting factors for the numerical integral are included in $\mathbf{B}(\hat{k}_{(l-1)n'})$. Substituting the interpolation expression for $\mathbf{V}_{fm_{l-1}j}(\hat{k}_{(l-1)n'})$ into Equation (3.35) and changing the order of two summations lead to

$$I = \sum_{n=1}^{K_{l}} \mathbf{V}_{fm_{l}j}(\hat{k}_{ln}) \cdot \sum_{n'=1}^{K_{l-1}} W_{n'n} \cdot \mathbf{B}(\hat{k}_{(l-1)n'}) e^{ik_{(l-1)n'} \cdot \mathbf{r}_{m_{l-1}'}}. \quad (3.36)$$

The above operation is called interpolation [28] as discussed in the last chapter. At the finest level, the contributions from non-well-separated cubes are calculated directly.

There are two approaches for the interpolation: global interpolation and local interpolation. In the global interpolation, the interpolation matrix is full. To reduce
the complexity in memory and CPU time requirements, the matrix should never be
formed explicitly and the interpolation should be performed by oversampling. Since
3D radiated waves are a periodic function of $\phi$, the interpolation over $\phi$ is achieved
with the effort of an FFT [29]. The interpolation over $\theta$ can be achieved using FFT by
forming a periodic function of $\theta$, or 1D FMM over $\theta$, or other algorithms [7, 9]. The
global anterpolation can be interpreted as a filtering, smoothing, or down-sampling.
For $N_s$ samples in the radiation pattern, the global interpolation/anterpolation needs
$O(N_s \log N_s)$ operations.

In the local interpolation, the radiation pattern at a given point can be interpolated
using values at the neighbor points. The interpolation matrix is sparse, and each
row has a finite number of nonzero elements. It can be precalculated and used in
both interpolation and anterpolation. Therefore, the local interpolation is easy to
implement and has $O(N_s)$ operations. In the next section, we will show that for the
band-limited radiation pattern, local interpolation/anterpolation can be performed
with exponential accuracy.

Since only nonempty cubes are considered, the number of nonempty cubes is
reduced by a factor of 4 from a finer level to a coarser level for a surface scatterer.
But the number of samples for each cube increases by a factor of 4, so the number of
levels is proportional to $N \log_4 N$ and each level needs $O(N \log N)$ operations if the
local interpolation/anterpolation is used. Therefore, the complexity for MLFMA is
$O(N \log N)$, and the memory requirements for MLFMA are also of order $O(N \log N)$
as we here discussed in the last section.

3.4 ERROR ANALYSIS IN FMM AND MLFMA

One of the most important mathematical formulas in FMM is the addition theorem.
In the numerical implementation of the addition theorem, the infinite series should be
truncated. The error analysis for the truncation error in the scalar Green’s functions
has been done by many researchers [1, 3, 6, 8, 9, 30]. In this section, the number of
terms needed for the scalar Green’s function is derived, and the error analysis for the
truncation error in the multipole expansion of the vector Green’s functions is given.
We also discuss the error in the numerical integral and the local interpolation and
anterpolation.
3.4.1 Truncation Error in Scalar Green’s Function

We rewrite the addition theorem [Equation (3.12) in the last section] as

\[ g(R) = \frac{e^{ikR}}{kR} = \frac{e^{ik|D+d|}}{k|D + d|} \]
\[ = \frac{i}{k} \sum_{l=0}^{\infty} (-1)^l(2l + 1)j_l(kd)h_l^{(1)}(kD)P_l(\hat{d} \cdot \hat{D}) \]
\[ \approx \frac{i}{k} \sum_{l=0}^{L} (-1)^l(2l + 1)j_l(kd)h_l^{(1)}(kD)P_l(\hat{d} \cdot \hat{D}), \]  

(3.37)

where \( R = |r - r'| = |D + d| \), \( r \) and \( r' \) are for field and source points, \( D \) is a vector between two group centers, \( d \) is the summation of two local vectors, and \( d < D \).

The infinite series of Equation (3.37) is truncated at the \( L \)th term. The leading error term is \((2L+3)j_L(kd)/(kD)\) (for \( L > kd \)). Some researchers [1,3,6,8,9,30] have given the semi-empirical formula:

\[ L \approx kd + \alpha \ln(\pi + kd), \]  

(3.38)

where \( \alpha \) is dependent on the accuracy; for example, \( \alpha = 1 \) gives the accuracy of 0.1 and \( \alpha = 5 \) results in \( 10^{-6} \) accuracy. Recently, Rokhlin derived a new formula for 2D [31]:

\[ L \approx kd + \beta (kd)^{1/3}, \]  

(3.39)

where \( \beta \) is also dependent on the accuracy. The same formula was used in calculating the Mie series [32] and the optimal sampling of scattered fields [33]. For a given accuracy, we calculate the true \( L \) needed in Equation (3.37), and then compare the true \( L \) with the values given by Equations (3.38) and (3.39). In Figure 3.1, we plot the differences between the approximated \( L \) and true \( L \) for an accuracy \( 10^{-6} \). It is found that \( kd + 5 \ln(\pi + kd) \) is a good approximation for \( kd \) up to 40. But \( kd + 6(kd)^{1/3} \) is always a good approximation.

Let us derive \( \beta \) as a function of the accuracy requirement. The relative error in the truncated scalar Green’s function of Equation (3.37) can be written as

\[ \epsilon = kR \left| \sum_{l=L+1}^{\infty} (-1)^l(2l + 1)j_l(kd)h_l^{(1)}(kD)P_l(\hat{d} \cdot \hat{D}) \right|. \]  

(3.40)

The error in each term of Equation (3.40) is maximum when \( D \) and \( d \) are collinear [30]. Applying the large argument approximation of the spherical Hankel function, we have

\[ \epsilon \approx \frac{R}{D} \sum_{l=L+1}^{\infty} l^2(2l + 1)j_l(kd) \approx (2L + 3)j_{L+1}(kd), \]  

(3.41)
The differences between the $L$ calculated using $kd + 5 \ln(\pi + kd)$ or $kd + 6(kd)^{1/3}$ and true $L$ for an accuracy $10^{-6}$.

where only the leading error term is kept. With large order and argument, $j_{L+1}(kd)$ can be approximated as [24]

$$j_{L+1}(x) \approx \frac{1}{2 \sqrt{f(L, x)x}} e^{f(L, x) - (L+3/2) \ln([L+3/2+f(L, x)]/x)}, \quad (3.42)$$

where $x = kd$, and $f(L, x) = [(L + 3/2)^2 - x^2]^{1/2}$. Let us change the variable using

$$L + 3/2 = x(1 + \delta). \quad (3.43)$$

Since the spherical Bessel function decreases very fast when the order is larger than the argument, $\delta$ is very small compared to $x$. So we have the approximations

$$f(L, x) \approx x\sqrt{2\delta}(1 + \delta/4), \quad (3.44)$$

$$\epsilon \approx (2\delta)^{-1/4}e^{-x(2\delta)^{3/2}/3}. \quad (3.45)$$

The second factor in Equation (3.45) is much smaller than the first and hence dominates when the log of Equation (3.45) is taken. Therefore, we have

$$\epsilon \approx e^{-x(2\delta)^{3/2}/3} \quad \delta \approx \frac{1}{2} \left[ \frac{3 \ln(1/e)}{x} \right]^{2/3} = 1.8 \left[ \frac{\log(1/e)}{x} \right]^{2/3}. \quad (3.46)$$
Finally, we have a more refined formula:

$$L \approx kd + 1.8d_0^{2/3}(kd)^{1/3}, \quad (3.47)$$

where $d_0 = \log(1/\epsilon)$, the number of digits of accuracy. Equation (3.47) is a very good approximation. For $kd$ varying from 1 to 500, $\epsilon$ varies from $10^{-1}$ to $10^{-10}$, the difference between the approximated $L$ and true $L$ is between $-1$ and $2$.

### 3.4.2 Truncation Error in the Vector Green’s Function

The dyadic Green’s function is given by

$$\mathbf{G}(\mathbf{r}, \mathbf{r'}) = \left[ \mathbf{I} - \frac{\nabla\nabla'}{k^2} \right] g(R) = \left\{ -\frac{2i}{kR} + \frac{2}{(kR)^2} \mathbf{\hat{R}}\mathbf{\hat{R}} + \left[ 1 + \frac{i}{kR} - \frac{1}{(kR)^2} \right] (\mathbf{\hat{\Theta}}\mathbf{\hat{\Theta}} + \mathbf{\hat{\Phi}}\mathbf{\hat{\Phi}}) \right\} g(R), \quad (3.48)$$

where $\mathbf{\hat{R}}$ is the unit vector in the radial directions of $\mathbf{r} - \mathbf{r'}$, and $\mathbf{\hat{\Theta}}$ and $\mathbf{\hat{\Phi}}$ are two unit vectors in transverse directions. It is noted that the dyadic Green’s function has three diagonal components only. The transverse components decrease as $1/R$, but the radial component decreases as $1/R^2$.

Applying the addition theorem (3.37) to Equation (3.48) and expanding the spherical wave in plane waves yield [1, 3]

$$\mathbf{G}(\mathbf{r}, \mathbf{r'}) \approx \int d^2\mathbf{\hat{k}} (\mathbf{\hat{I}} - \mathbf{\hat{k}}\mathbf{\hat{k}}) e^{ikd\cos\theta} \alpha_L(\mathbf{\hat{D}} \cdot \mathbf{\hat{k}}), \quad (3.49)$$

where $\alpha_L(\mathbf{\hat{D}} \cdot \mathbf{\hat{k}}) = \frac{i}{4\pi} \sum_{l=0}^{L} i^l (2l + 1) h_1^{(1)}((kD)(kD)) P_l(\mathbf{\hat{D}} \cdot \mathbf{\hat{k}})$. Expanding $\mathbf{\hat{I}} - \mathbf{\hat{k}}\mathbf{\hat{k}}$ in Cartesian coordinates, we have

$$\mathbf{\hat{I}} - \mathbf{\hat{k}}\mathbf{\hat{k}} = (1 - \sin^2 \theta \cos^2 \phi)(\mathbf{\hat{x}}\mathbf{\hat{x}} + \mathbf{\hat{y}}\mathbf{\hat{y}}) + \sin^2 \theta \mathbf{\hat{z}}\mathbf{\hat{z}}$$

$$- \sin^2 \theta \sin \phi \cos \phi (\mathbf{\hat{x}}\mathbf{\hat{y}} + \mathbf{\hat{y}}\mathbf{\hat{x}}) - \sin \theta \cos \theta \cos \phi (\mathbf{\hat{x}}\mathbf{\hat{z}} + \mathbf{\hat{z}}\mathbf{\hat{x}})$$

$$- \sin \theta \cos \theta \sin \phi (\mathbf{\hat{y}}\mathbf{\hat{z}} + \mathbf{\hat{z}}\mathbf{\hat{y}}). \quad (3.50)$$

The error in Equations (3.37) and (3.49) is maximum when $\mathbf{D}$ and $\mathbf{d}$ are collinear [30]. To simplify our analysis, we assume that both $\mathbf{D}$ and $\mathbf{d}$ are along the $z$-axis and replace $\cos \theta$ with $x$. So the components of the dyadic Green’s function in Cartesian coordinates are given by

$$G_{zz} = \int d^2\mathbf{\hat{k}} \sin^2 \theta \alpha_L(\cos \theta) e^{ikd\cos \theta} = 2\pi \int_{-1}^{1} dx (1 - x^2) \alpha_L(x) e^{ixkd},$$

$$G_{yy} = G_{xx} = \int d^2\mathbf{\hat{k}} (1 - \sin^2 \theta \cos^2 \phi) \alpha_L(\cos \theta) e^{ikd\cos \theta} = g(R) - G_{zz}/2,$$

$$G_{xy} = G_{yx} = G_{xz} = G_{zx} = G_{yz} = G_{zy} = 0. \quad (3.51)$$
There are three nonzero diagonal components. $G_{zz}$ is the radial component and should not have the $1/R$ term. $G_{xx}$ and $G_{yy}$ are the transverse components. To check the error term in $G_{zz}$ of Equation (3.51), we use the expansion of a plane wave to spherical waves $e^{ik_d} = \sum_{n=0}^{\infty} i^n (2n+1) j_n(k_d) P_n(x)$, the translation $\alpha_L(x) = \frac{1}{4\pi} \sum_{l=0}^{L} i^l (2l+1) h^{(1)}_l(kD) P_l(x)$, the recurrence relations for Legendre polynomials $x P_l(x)$ and $x^2 P_l(x)$, and the asymptotic form of $h^{(1)}_l(kD)$ for large $kD$ [24]. Then we have

$$G_{zz} \approx \frac{e^{ikD}}{2kD} \sum_{n=0}^{\infty} i^n (2n+1) j_n(k_d) \sum_{l=0}^{L} \int_{-1}^{1} dx P_n(x) \left\{ \frac{l(l-1)}{2l-1} [P_l(x) - P_{l-2}(x)] + \frac{(l+1)(l+2)}{2l+3} [P_l(x) - P_{l+2}(x)] \right\}. \quad (3.52)$$

Using the orthogonality of Legendre polynomials, we find that $G_{zz} = 0$ (no $1/D \approx 1/R$ term) when $L \to \infty$. But when FMM truncates the series at the $L$th term, the leading order error term in $G_{zz}$ is $\frac{L(L+1)}{2(2L+1)} j_{L-1}(kD)/(kD)$. Similarly, the leading order error term in $G_{xx}$ and $G_{yy}$ is found to be

$$\left[ (2L+3)j_{L+1}(kD) - \frac{L(L+1)}{2(2L+1)} j_{L-1}(kD) \right] / (kD). \quad (3.53)$$

For small $kd$, $L$ is much larger than $kd$, and hence, and the second term is dominant. So, if the scalar Green’s function is truncated at the $L$th term and the relative error is $\epsilon$ [see (3.41)], then the relative error of the transverse components of the dyadic Green’s function is approximately $\epsilon / 8$ if it is truncated at the $(L + 2)$th term. For the radial component, the relative error normalized by the transverse component is $\epsilon / 4$ if it is truncated at the $(L + 2)$th term. The relative error normalized by itself is $kRe/8$. Therefore, the relative error of the dyadic Green’s function is $\epsilon / 4$.

The vector Green’s function for the magnetic field integral equation (MFIE) is just the gradient of the scalar Green’s function,

$$\nabla g(R) = k[i - 1/(kR)]g(R)\hat{R}. \quad (3.54)$$

Its FMM factorization can be written as [4]

$$\nabla g(R) \approx \int d^2 k e^{ik \cdot \hat{R}} \alpha_L(\hat{D} \cdot \hat{k}). \quad (3.55)$$

Using the above analysis, we find that the leading error term in $\nabla g(R)$ is $(L + 1)j_{L}(kD)/(kD)$. So the relative accuracy is $\epsilon / 2$ if it is truncated at the $(L + 1)$th term.
In Figure 3.2, we plot the relative truncation errors of the scalar Green’s function and the vector Green’s function for MFIE $[\nabla g(R)]$ for $D = D \hat{z}$ and $d = 0.4\lambda \hat{z}$.

In summary, if the number of digits of accuracy in the truncated Green’s function is $d_0$, the number of terms is given by $L = kd + 1.8d_0^{2/3}(kd)^{1/3}$. We have also analyzed the truncation error in FMM expansion of the vector Green’s function. The error term in the vector Green’s function is proportional to $1/R$. If the scalar Green’s function is truncated at the $L$th term and the relative error is $\epsilon$, then the relative error in the dyadic Green’s function is $\epsilon/4$ if it is truncated at the $(L + 2)$-th term. For the vector Green’s function related to MFIE, the relative error is $\epsilon/2$ if it is truncated at the $(L + 1)$-th term.
Figure 3.3  Relative truncation errors of the scalar Green’s function and the transverse component of the dyadic Green’s function for $D = D\hat{z}$ and $d = 0.4\lambda\hat{z}$.

Figure 3.4  Relative truncation errors of the scalar Green’s function and the radial component (normalized by the transverse component) of the dyadic Green’s function for $D = D\hat{z}$ and $d = 0.4\lambda\hat{z}$. 
3.4.3 Error in Numerical Integral

The integrand in Equation (3.28) can be expanded as a summation of band-limited spherical functions up to order $2L$ with a leading error term proportional to $j_{L+1}(kd)$. Since it is a periodic function of $\phi$ with a period of $2\pi$, the $2L + 1$ point trapezoidal quadrature rule on the interval $[0, 2\pi]$ over $\phi$ and the $L + 1$ point Gaussian-Legendre quadrature rule on the interval $[0, \pi]$ over $\theta$ give accurate results for the spherical functions up to order $2L$. Therefore, the error in the numerical integral decreases exponentially.

3.4.4 Error in Local Interpolation

Since the bandwidth of the radiation pattern is about $kr + \beta(kr)^{1/3}$, where $r$ is the radius of the group, and we sample it at $kd + \beta(kd)^{1/3}$, where $d$ is the diameter, we oversample it by a factor of 2. In [30], we proved that a local interpolation ($n$ points along $\phi$ and $n$ points along $\theta$, including 0 and $\pi$, totally $n^2$ points are used) has a relative error

$$\delta \approx \sqrt{\frac{2}{n\pi}} \left(\frac{\pi}{4}\right)^n.$$  \hspace{1cm} (3.56)

This result reveals that the interpolation error decreases exponentially as the number of interpolation points is increased.

In this section, we have shown that truncation in multipole expansions, numerical integral, and local interpolation and anterpolation are three major error sources in MLFMA and all of them are controllable to decrease exponentially.

3.5 LARGE SCALE COMPUTING

In the last section, we presented the use of MLFMA to reduce the complexity of the matrix-vector multiply to $O(N\log N)$. But some computations in implementing MLFMA to the MOM code may have higher complexity than $O(N\log N)$. When the translation matrix in MLFMA is calculated directly, the complexity is $O(N^{3/2})$. For calculating the bistatic RCS or the radiation pattern on a one-plane cut, the number of observation angles $M$ is proportional to the frequency for a surface scatterer. So the complexity of calculating the bistatic RCS or the radiation pattern is $O(NM)$ or $O(N^{3/2})$. In this section, we use interpolation to calculate the translation matrix, and the complexity is reduced to $O(N)$. MLFMA has been implemented to calculate the bistatic RCS or radiation pattern reducing its complexity to $O(M) + O(N\log N)$. 
3.5.1 Block Diagonal Preconditioner

The CPU time for iterative methods is proportional to the number of iterations needed to get the desired accuracy. The convergence rate depends on the spectral properties of the MOM matrix. Hence, one may want to transform the original matrix equation \( \mathbf{A} \cdot \mathbf{x} = \mathbf{b} \) into \( \mathbf{M}^{-1} \cdot \mathbf{A} \cdot \mathbf{x} = \mathbf{M}^{-1} \cdot \mathbf{b} \), which has the same solution, but with a more favorable spectral property, where \( \mathbf{M}^{-1} \) is called a preconditioner.

If basis functions in one of the finest cubes are considered as one group, the matrix \( \mathbf{A} \) has block structure and can be further divided as

\[
\mathbf{A} \cdot \mathbf{x} = (\mathbf{A}_0 + \mathbf{A}_1) \cdot \mathbf{x} + \mathbf{A}_2 \cdot \mathbf{x},
\]

(3.57)

where matrices \( \mathbf{A}_0 \) and \( \mathbf{A}_1 \) account for near interactions and \( \mathbf{A}_0 \) is the block diagonal part. The matrix \( \mathbf{A}_2 \) accounts for far interactions, and we perform \( \mathbf{A}_2 \cdot \mathbf{x} \) using MLFMA. Choosing \( \mathbf{A}_0^{-1} \) as a preconditioner, we have

\[
\mathbf{A}_0^{-1} \cdot \mathbf{A} \cdot \mathbf{x} = \mathbf{x} + \mathbf{A}_0^{-1} \cdot (\mathbf{A}_1 \cdot \mathbf{x} + \mathbf{A}_2 \cdot \mathbf{x}).
\]

(3.58)

Because we replace \( \mathbf{A}_0 \) by its LUD form for \( \mathbf{A}_0^{-1} \), the block diagonal preconditioner needs no extra memory and no extra CPU time in each matrix-vector multiply. \( \mathbf{A}_0 \) is a block diagonal matrix with a block size of \( M \), which is the number of unknowns in one cube. When \( M \) is a constant, the LUD of \( \mathbf{A}_0 \) takes \( O(M^3N/M) = O(N) \) operations. Our numerical results show that the block diagonal preconditioner reduces the number of iterations significantly [6], especially when we use CFIE for the closed target.

3.5.2 Initial Guess

For iterative solutions of monostatic RCS, different incident angles require different iterative solutions. Since a small change in the incident angle corresponds to a small change in the current, we can use the current solution from the previous angle as the initial guess for the next angle. Because the right-hand side of the MOM matrix equation has a term \( e^{ik \cdot r} \), where \( k \) is the incident direction vector, we can shift the phase of the current solution as

\[
\tilde{\mathbf{J}}(\mathbf{r}) = \mathbf{J}(\mathbf{r})e^{-ik \cdot r}.
\]

(3.59)

In general, \( \tilde{\mathbf{J}}(\mathbf{r}) \) changes more slowly than \( \mathbf{J}(\mathbf{r}) \) when \( k \) changes. So we can use the current solution from the previous angle with phase correction as the initial guess for the next angle. We assume that \( \mathbf{J}_1(\mathbf{r}) \) is a solution for an incident direction \( k_1 \), then we use \( \mathbf{J}_1(\mathbf{r})e^{-ik_1 \cdot r} \) as the initial guess for the solution \( \mathbf{J}_2 \) at an incident direction \( k_2 \). This technique significantly reduces the number of iterations. As an illustration, we calculate the monostatic RCS from the VFY218 at 100 MHz for VV polarization. Zero degree corresponds to the incidence angle on the nose. In
Figure 3.5 Number of iterations as functions of incident angles for different initial guesses using zero initial guess for all angles, and using the solution of the previous angle for the next angle with/without phase corrections.

Figure 3.5, we plot the number of iterations for different incident angles using three kinds of initial guesses. The first case, which uses zero as the initial guess for all angles, needs about 85 iterations on average for each angle. The second case, which uses the solution of the previous angle (2° step size) as the initial guess for the next angle, needs about 65 iterations per angle. The third case, which uses the phase-corrected solution of the previous angle as the initial guess for the next angle, needs only about 30 iterations per angle.

We also apply the linear extrapolation of the current solutions from the previous two angles with the phase correction as the initial guess for the third angle, further reduce the number of iterations. The extrapolation from more than two previous angles do not show more improvements.

3.5.3 Approximation of Bistatic RCS to Monostatic RCS

For iterative solutions of monostatic RCS, different incident angles require different iterative solutions. Once the current distributions are found, calculating the RCS for one angle requires only $O(N)$ operations. Calculating the bistatic RCS is much less time-consuming than calculating the monostatic RCS. Thus, we calculate the monostatic RCS using the bistatic RCS [34, 35].
The bistatic radar cross section (RCS) $\sigma$ of a target illuminated by a plane wave with frequency $f$ and electric field vector amplitude $E_0$ can be expressed in terms of the scattered electric field $E_s$ as:

$$\sigma(f, \alpha_v, \alpha_i) = \lim_{r \to \infty} 4\pi r^2 \frac{|E_s(f, \alpha_v)|^2}{|E_i(f, \alpha_i)|^2},$$  \hspace{1cm} (3.60)

where $\alpha_i$ is the incident angle and $\alpha_v$ is the view angle. Using the concept of reradiation lobe patterns of the individual scattering centers, Kell [34] showed that the bistatic RCS is very closely approximated by the monostatic RCS measured on the bisector of the bistatic angle and measured at a frequency lower than the true frequency by the factor $\cos \frac{\beta}{2}$.

$$\sigma \left( f, \alpha - \frac{\beta}{2}, \alpha + \frac{\beta}{2} \right) \approx \sigma \left( f \cos \frac{\beta}{2}, \alpha, \alpha \right).$$  \hspace{1cm} (3.61)

We need to find that how small $\beta$ must be to give a similar RCS at frequencies $f$ and $f \cos \frac{\beta}{2}$. For a target with length $L$, the maximum phase delay $P$ between the scattered and incident fields at frequency $f$ is given by

$$P = \frac{4\pi L}{c} f, \hspace{1cm} (3.62)$$

where $c$ is the speed of light and a round trip is considered. If the maximum phase difference between frequencies $f$ and $f \cos \frac{\beta}{2}$ is $\Delta P$, then

$$\frac{4\pi f L}{c} \left( 1 - \cos \frac{\beta}{2} \right) < \Delta P.$$  \hspace{1cm} (3.63)

Using the small argument approximation of $\cos \frac{\beta}{2}$, we have

$$\beta < \sqrt{\frac{2\Delta P}{\pi L f}}.$$  \hspace{1cm} (3.64)

If $\Delta P = 11^\circ$ is chosen, then $\beta \approx \frac{20}{\sqrt{L/\lambda}}$ (degrees). For example, $\beta$ should be $10^\circ$ and $5^\circ$ for $L/\lambda = 4$ and 16, respectively. If Equation (3.64) is satisfied, we can approximate the monostatic RCS using bistatic RCS:

$$\sigma(f, \alpha, \alpha) \approx \sigma \left( f, \alpha - \frac{\beta}{2}, \alpha + \frac{\beta}{2} \right).$$  \hspace{1cm} (3.65)

In calculating the monostatic RCS, when we double the frequency, the number of incident/observation angles should be doubled too. But if we use the bistatic RCS to monostatic RCS approximation, the maximum bistatic (sweeping) angle is inversely
proportional to the square root of the frequency. So the number of incident angles increases more slowly than the number of observation angles when the frequency increases.

We have calculated the monostatic RCS of the VFY218 as an example using the approximation. At 100 MHz, we need the monostatic RCS at 181 angles on the horizontal plane for the azimuthal (AZ) angle from $0^\circ$ to $180^\circ$ for the VFY218. We find the current distribution for 19 angles, and then use the approximation of bistatic RCS to monostatic RCS to calculate the monostatic RCS at all 181 points. In Figure 3.6, we plot the monostatic RCS of the VFY 218 at 100 MHz for HH polarization. The solid line is the monostatic RCS calculated without the approximation of bistatic RCS to monostatic RCS, and the dashed line is the monostatic RCS calculated with the approximation, which needs only 1.5 hours on a DEC Alpha workstation.

### 3.5.4 Interpolation of Translation Matrix in MLFMA

In MLFMA, the translation matrix $T$ is used for translating the outgoing wave (radiation pattern) from a group to an incoming wave at another group, the matrix is given by Equation (3.15) and can be rewritten as

$$T(\hat{X} \cdot \hat{k}) = \sum_{l=0}^{L} i^l (2l + 1) \tilde{h}^{(1)}_{l}(kX) P_{l}(\hat{X} \cdot \hat{k}),$$

(3.66)
where $\mathbf{X} = X \hat{X}$ is the distance vector between two group centers. $L$ is the number of multipole expansions needed in the addition theorem and is given by $L \approx kd + \beta(kd)^{1/3}$ from the last section, where $\beta = 1.8d_0^{2/3}$ and $d_0$ is the number of digits of accuracy.

For a pair of intergroup interactions, the number of directions $\hat{k}$ in Equation (3.66) needed is $K = 2L^2$. If we directly calculate $T(X \cdot \hat{k})$ at $K$ directions, this computation requires $O(KL \approx K^{3/2})$ operations. In MLFMA, the number of pairs of intergroup calculations at each level is a constant, and $K$ increases by a factor of 4 from a finer level to a coarser level. At the coarsest level in MLFMA (level 2), $K$ is proportional to $N$, the number of unknowns. Then, the complexity for filling all the translation matrices for all pairs of inter-group calculations and for all levels is $O(N^{3/2})$, being dominated by the coarsest level. For a problem with a moderate electrical size, the CPU time for calculating the translation matrices can be negligible because of the small constant factor in its complexity.

For example, in the 2,408,448-unknown problem [10], the CPU time spent on filling the translation matrices is only 5 min without parallelization. But for larger problems, this CPU time increases significantly. In Table 3.1, the computation time for filling the translation matrices is given for the VFY218 at different frequencies. It is found that when the frequency is doubled, the number of unknowns $N$ increases by a factor of 4, but the CPU time for filling the translation matrices increases by a factor of 8. The last two rows of Table 3.1 will be explained later.

**Table 3.1** CPU Time for filling translation matrices for the VFY218.

<table>
<thead>
<tr>
<th>Frequency (GHz)</th>
<th>0.25</th>
<th>0.5</th>
<th>1</th>
<th>2</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Levels in MLFMA</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
</tr>
<tr>
<td>Unknowns ($N$)</td>
<td>10,698</td>
<td>41,832</td>
<td>163,344</td>
<td>625,638</td>
<td>2,206,278</td>
</tr>
<tr>
<td>Direct Calculation (sec)</td>
<td>2.67</td>
<td>20.11</td>
<td>156.04</td>
<td>1,251.38</td>
<td>9,880.52</td>
</tr>
<tr>
<td>Interpolation (sec)</td>
<td>4.04</td>
<td>15.83</td>
<td>64.36</td>
<td>251.63</td>
<td>987.71</td>
</tr>
<tr>
<td>Inpl. with 4 nodes (sec)</td>
<td>1.17</td>
<td>4.31</td>
<td>16.29</td>
<td>65.06</td>
<td>257.73</td>
</tr>
</tbody>
</table>

The fast Legendre expansion [36] was proposed in [1] to reduce the complexity of calculating the translation matrix. But it has a large crossover point. In this section, we will use the interpolation technique. First the spectrum of the translation matrix is discussed. Then, two interpolation methods are introduced and the advantages and disadvantages of these two methods are discussed. Finally, the speedup factors using the interpolation will be given.
3.5.4.1 Spectrum of the Translation Matrix

The translation matrix in Equation (3.66) depends on \( \hat{r} \cdot \hat{k} \) only. Letting \( \cos \theta = \hat{r} \cdot \hat{k} \), we have

\[
T(\theta) = \sum_{l=0}^{L} i^l (2l + 1) h_l^{(1)}(k r) P_l(\cos \theta).
\]  

This is a band-limited function of \( \theta \). Using the large argument approximation for the spherical Hankel function of the first kind, we have

\[
T(\theta) \approx e^{ikr} \sum_{l=0}^{L} (2l + 1) P_l(\cos \theta) = e^{ikr} \sum_{j=0}^{L} b_j \cos(j \theta).
\]  

Using the formula given in [37], we can write the Legendre polynomial as

\[
P_l(\cos \theta) = \frac{1}{2^l l!} \sum_{j=0}^{l} (2j - 1)!! (2l - 2j - 1)!! \cos((l - 2j)\theta) = \sum_{j=0}^{l} a_{lj} \cos(j \theta),
\]  

where the double factorial notation is defined as \( (2n - 1)!! = 1 \cdot 3 \cdot 5 \cdot \cdots (2n - 1) \).

Using Stirling’s formula [24], \( a_{lj} \) can be approximated as:

\[
a_{lj} \approx \frac{4 \delta_j}{\pi \sqrt{(l + 2/\pi)^2 - j^2}},
\]  

where

\[
\delta_j = \begin{cases} 
0.5, & j = 0, \\
1, & j > 0.
\end{cases}
\]  

We look at \( a_{lj} \) as a function of \( j \) when \( l = 80 \) [38]. It is found that Equation (3.70) is a good approximation, where even for small \( l \), the relative error is less than 4%.

Substituting Equation (3.70) into Equation (3.67) leads to

\[
b_j = \sum_{l=j}^{L} (2l + 1) a_{lj} \approx \frac{4 \delta_j}{\pi} \sum_{l=j}^{L} \frac{2l + 1}{\sqrt{(l + 2/\pi)^2 - j^2}} \approx \frac{4 \delta_j}{\pi} \sqrt{(L + 1)^2 - j^2}.
\]  

It is seen that \( T(\theta) \) is a band-limited function of \( \theta \) with order up to \( L \). When \( L \) increases, the coefficient \( b_j \) increases almost linearly with respect to \( L \). But we know that after the integration over \( K \hat{k} \)-directions, the calculated Green’s function becomes more accurate and changes little when \( L \) is greater than the one given in Equation (3.39). Therefore, the high frequency components in \( T(\theta) \) should be evaluated very accurately, in order to evaluate the accurate (but small) contributions in the \( \hat{k} \) integration. This is especially so when \( r \) in (3.67) is not too large. The calculation of the translation matrix is different from the evaluation of the outgoing
plane wave coefficients for each basis and group, where the amplitudes of the high frequency components decrease faster than exponential decay.

The approximations used in this section are for understanding the spectrum of the translation matrix in order to find an accurate, efficient interpolation algorithm to reduce the computation time.

3.5.4.2 Interpolation of Translation Matrix

In this section, two interpolation methods are introduced first, then the advantages and disadvantages of these two methods are discussed. Finally, the speed-up factors using interpolations will be given.

A. Lagrange Polynomial Interpolation

Lagrange polynomial interpolation [39] is a simple and efficient interpolation method. If the number of sampling points for $\theta$ between 0 and $\pi$ is $M = sL$ and $n = 2p$ interpolation points are used, the interpolation formula is given by

$$
\tilde{T}(\theta) = \sum_{m=m_0-p+1}^{m_0+p} T(m\Delta \theta) \prod_{j=m_0-p+1}^{j=m_0+p} \frac{j\Delta \theta - \theta}{j\Delta \theta - m\Delta \theta}
$$

$$
= \sum_{m=m_0-p+1}^{m_0+p} T(m\Delta \theta) \prod_{j'=m_0-m-p+1}^{j'=m_0-m+p} \frac{j'\Delta \theta - (\theta - m\Delta \theta)}{j'\Delta \theta}
$$

$$
= \sum_{m=m_0-p+1}^{m_0+p} T(m\Delta \theta)Q_p(\theta - m\Delta \theta),
$$

where $\Delta \theta = 2\pi/(2M + 1)$, $m_0 = \text{Int}[\theta/\Delta \theta]$, with Int denoting the integer part; and since $m_0 - m = \text{Int}[\theta/\Delta \theta] - m = \text{Int}[(\theta - m\Delta \theta)/\Delta \theta]$, we have

$$
Q_p(\theta) = \begin{cases} 
\prod_{j=j_0-p+1}^{j=j_0+p} \frac{j\Delta \theta - \theta}{j\Delta \theta}, & |\theta| \leq p\Delta \theta, \\
0, & |\theta| > p\Delta \theta,
\end{cases}
$$

where $j_0 = \text{Int}[\theta/\Delta \theta]$. The interpolation error is found to be [30]

$$
|R_n| \leq T_0 \frac{(2p)!}{(p!)^2} \left( \frac{\pi}{4s} \right)^{2p},
$$

where $T_0$ is the maximum of $|T(\theta)|$ and $s$ is a measurement of the oversampling factor. Using Stirling’s formula to approximate the factors leads to

$$
|R_n| \leq \frac{T_0}{\sqrt{2\pi s}} \left( \frac{\pi}{2s} \right)^n.
$$
The more the sampling and interpolation points, the smaller the error.

**B. Optimal Interpolation – Approximate Prolate Spheroidal (APS)**

The optimal interpolation [40] is very useful for the interpolation of the radiation pattern. It uses fewer sampling points and has lower upper-bounds on the error. One of the approximations to the optimal interpolation is the approximate prolate spheroidal (APS) function, whose interpolation formula is given by [40]

$$\tilde{T}(\theta) = \sum_{m=m_0-p+1}^{m_0+p} T(m\Delta\theta) S_N(\theta - m\Delta\theta, \theta_0) D_M(\theta - m\Delta\theta),$$  \hspace{1cm} (3.77)

where

$$S_N(\theta, \theta_0) = \frac{R_N(\theta, \theta_0)}{R_N(0, \theta_0)},$$ \hspace{1cm} (3.78)

$$R_N(\theta, \theta_0) = \frac{\sinh \left[ (2N + 1) \sinh^{-1} \sqrt{\sin^2(\theta_0/2) - \sin^2(\theta/2)} \right]}{\sqrt{\sin^2(\theta_0/2) - \sin^2(\theta/2)}},$$ \hspace{1cm} (3.79)

$$D_M(\theta) = \frac{\sin[(2M + 1)\theta/2]}{(2M + 1)\sin(\theta/2)},$$ \hspace{1cm} (3.80)

where $M = sL$ is the total number of sampling points, $\Delta\theta = 2\pi/(2M + 1)$, $n = 2p$ is total number of interpolation points, $\theta_0 = p\Delta\theta$, $N = M - L = (s - 1)L$ is the number of oversampling points, $m_0 = \text{Int}[\theta/\Delta\theta]$, and $S_N(\theta, \theta_0)$ is a windowing function, while $D_M(\theta)$ is the periodic sinc function. The error’s upper bound can be found in [40].

Another optimal interpolation function is the Tschebysceff sampling (TS) series [40]. We found that its accuracy and CPU time requirements are similar to those of the APS function.

Now, we need to interpolate $T(\theta)$ from $M = sL$ sampling points $T(m\Delta\theta)$ to $K = 2L^2$ points. The number of operations for computing these sampling points can be written as

$$T_{\text{fill}} = c_0 sL^2,$$ \hspace{1cm} (3.81)

where $c_0$ is the number of operations needed to evaluate one term in the summation of Equation (3.67). The number of operations for the interpolation can be written as:

$$T_{\text{inpl}} = 2c_1 L^2,$$ \hspace{1cm} (3.82)

where $c_1$ is the number of operations for one interpolation. Since Equations (3.78) and (3.80) contain some complicated functions, we find that the Lagrange polynomial interpolation needs less operation count than the optimal interpolation.
Since $T_{\text{impl}}$ is larger than $T_{\text{fill}}$ for a moderately small $n$, we will use a large sampling rate and a small number of interpolation points to reduce the total CPU time for filling translation matrices. Next, we need to decide the parameters $s$ and $n$ by examining the spectrum of interpolation functions. In general, the interpolation formula can be written as

$$\tilde{T}(\theta) = \sum_{m=m_0-p+1}^{m_0+p} T(m\Delta\theta)P(\theta - m\Delta\theta) = T(\theta) \otimes P(\theta), \quad (3.83)$$

where $\otimes$ denotes the discrete convolution with sampling step $\Delta\theta$ and $P(\theta)$ is the interpolation function, which is $Q_n(\theta)$ for Lagrange polynomial interpolation and $S_N(\theta)D_M(\theta)$ for the optimal interpolation. In the spectral domain, the above relation can be written as

$$\mathcal{F}(\tilde{T}) = DFT(T)\mathcal{F}(P), \quad (3.84)$$

where $\mathcal{F}$ denotes the Fourier transform and $DFT$ denotes the discrete Fourier transform with sampling step $\Delta\theta$. Since $T(\theta)$ is a band-limited (up to $L$) function, the interpolated translation matrix $[\tilde{T}(\theta)]$ is the same as the original one $[T(\theta)]$ if $\mathcal{F}(P)$ is a rectangular window function and is wider than the bandwidth. We know that a sinc function gives exact results, but it needs all points ($n = 2M + 1$) to calculate any $\tilde{T}(\theta)$.

Our numerical results [38] showed that for a small oversampling rate and large number of interpolation points, APS gives better results than the Lagrange polynomial. Unfortunately, it requires longer CPU time. On the other hand, for a large oversampling rate and small number of interpolation points, the Lagrange polynomial gives better results than APS, but both need longer CPU time for $T_{\text{fill}}$. After testing a few more cases and considering the accuracy and CPU time requirements, we found that Lagrange polynomial interpolation with $s = 5$ and $p = 3$ is the best, and the relative error is less than $10^{-4}$.

Using Lagrange polynomial interpolation with $s = 5$ and $p = 3$, we recalculate the translation matrices for the example shown in Table 3.1. The new CPU time is also shown in Table 3.1. We found that the CPU time for filling the translation matrices increases linearly as the number of unknowns. At 4 GHz, the CPU time is reduced from 3 hours to 17 min. For a smaller $L$, the CPU time for calculating the translation matrices using interpolation may be more than calculating them directly. It is found that $L = 50$ is the crossover point, we use interpolation when $L > 50$.

We parallelize the subroutine for calculating the translation matrices, the CPU time for four nodes is shown in the last row of Table 3.1. A speedup factor of 3.8 is obtained.

We have also tested cubic spline interpolation [39] and found that it needs more memory, longer CPU time for $T_{\text{fill}}$, shorter CPU time for $T_{\text{impl}}$, and that its accuracy is not as good as Lagrange polynomial interpolation with six points for five times the required sampling rates.
3.5.5 MLFMA for Calculating Radiation Fields

Once the electric current distributions are solved, we can calculate the scattered or radiation patterns. For each observation point, the operation count needed to calculate the radiated field is proportional to $N$, which is proportional to the square of the frequency for surface scatterers and radiators. For calculating the bistatic RCS or radiation pattern on a one-plane cut, the number of observation angles $M$ is proportional to the frequency. So the complexity of calculating the bistatic RCS or radiation pattern is $O(NM)$ or $O(N^{3/2})$. MLFMA has been implemented to calculate the bistatic RCS or radiation pattern to reduce the complexity to $O(M) + O(N \log N)$.

There are two steps in this approach: aggregating the radiation pattern for all nonempty boxes from the finest level to a level and calculating the bistatic RCS using interpolation from the radiation patterns at the level. The CPU time increases for the first step and decreases for the second step from the finest level to a coarser level. So there is an optimal level as shown in Figure 3.7, in which we plot the CPU time for calculating 1,201 points of bistatic RCS of a 24 $\lambda$ sphere on one CPU of an SGI R8000 (90 MHz) machine. In Figure 3.8, we plot the CPU time for the RCS calculations using the direct method or using MLFMA for a 2 m sphere from 0.225 to 3.6 GHz. The number of points of bistatic RCS has increased from 181 to 1,201. At 3.6 GHz, the CPU time is reduced from 3 hours to 1.5 min.
3.6 FAST ILLINOIS SOLVER CODE (FISC)

Because MLFMA expedites matrix-vector multiplies, it can be used to speed up iterative solutions of scattering problems. We have combined MLFMA with the conjugate gradient (CG) and the biconjugate gradient (BCG) methods to arrive at efficient solvers for matrix equations arising from the integral equation of scattering. The computational and memory-requirement complexities of this algorithm are both $O(N \log N)$ for surface scatterers. The total CPU time of the matrix solver is hence proportional to $N_{\text{iter}} N \log N$. Compared to traditional matrix solvers requiring $O(N^2)$ memory, as well as $N_{\text{iter}} N^2$ CPU time for iterative solvers and $O(N^3)$ CPU time for LUD, this is a vast improvement, especially for large problems. Therefore, large problems that previously required the resources of a supercomputer to be solved, can now be solved on a workstation-size computer.

FISC (Fast Illinois Solver Code) [10,41,42] is designed to be an industrial-strength code using the most current technology from the method of moments (MOM) [6,43] and MLFMA. The method of moments is used carefully to develop a matrix equation from the integral equation. Both curvilinear quad-patch and tri-patch are used. Careful integrations are performed to account for singularities and near singularities in the evaluation for the matrix elements.

The code was first designed to model the scattering solution from a complex metallic target like an aircraft, so that its RCS can be ascertained. Impedance
boundary conditions, thin dielectric sheets, and resistive boundary conditions can be modeled by the code. We here applied the hybridization of finite element and boundary-integral (FE-BI) methods to solve scattering from material-coated targets or inhomogeneous dielectric objects. This hybrid method divides the problem into interior and exterior regions, and employs the finite-element method (FEM) to deal with the interior problem. The exterior problem is formulated using the boundary-integral method which, when coupled with the interior fields, provides an efficient solution to the original problem. But the capability of the technique is limited mainly by the full matrix generated by the discretization of the boundary-integral using MOM. FMM and MLFMA are used to speed up the matrix vector multiply related to boundary integrals at a reduced complexity.

3.6.1 Capabilities

In the released version of FISC, the triangular facet format is used to describe the geometry. The original geometry file should describe the target accurately. FISC will refine it for different frequencies when the maximum edge length (in wavelengths) is given. For a closed target (used for nonzero thickness objects), all the sequential right-hand normal (RHN) points ‘outward.’ FISC checks the normal directions and automatically rearranges facets with wrong normal directions.

3.6.1.1 Integral Equations

Three kinds of integral equations \[4, 22\] are used in FISC: the electric field integral equation (EFIE), magnetic field integral equation (MFIE), and combined field integral equation (CFIE). We implement Galerkin’s method and the line matching method in FISC. In Galerkin’s method, the testing functions are the same as the basis function, the RWG basis \[43\]. In line matching, the testing functions are constant along the line joining the centers of two adjacent patches.

3.6.1.2 Boundary Conditions

In addition to PEC (perfect electrical conductor), FISC can deal with impedance boundary conditions (IBC), resistive sheets (R-card), and thin dielectric sheets (TDS).

When the coating material has a large refractive index \(|\sqrt{\epsilon \mu} / (\epsilon_0 \mu_0)|\), where \(\epsilon\) and \(\mu\) are the permittivity and permeability of the coating material), the wave inside the coating sheet propagates approximately in the direction normal to the sheet. Then, the incident angle dependence of the impedance can be neglected. If the material is lossy or the coating sheet is very thin, it can be modeled as IBC with

\[
\eta_s = -i \sqrt{\frac{\mu}{\epsilon}} \tan \left( \sqrt{\frac{\epsilon \mu}{\epsilon_0 \mu_0} k_0 d} \right),
\]

(3.85)
where $k_0$ is the wavenumber in the free space, and $d$ is the thickness. The IBC also can be used for lossy, electrically large scatterers, such as the earth and the ocean surface. The scatterer is modeled with IBC using

$$\eta_s = \sqrt{\frac{\mu}{\epsilon}}. \quad (3.86)$$

In Figure 3.9, we plot the bistatic RCS for a sphere with 1 m radius at 300 MHz as a function of elevation angle $(90 - \theta)$. The impedance of the IBC is $100 - 37.7 \, \Omega$. The sphere is described by 1,568 flat triangular facets, and the three-level MLFMA is used. A good agreement between Mie series and numerical results by FISC is observed.

A thin dielectric sheet can be approximated by an impedance sheet

$$Z = \frac{i}{\omega d \Delta \epsilon}, \quad (3.87)$$

where $d$ is its thickness, and $\Delta \epsilon = \epsilon - \epsilon_b$, where $\epsilon_b$ is the permittivity of the background.
Figure 3.10 CPU time per iteration and memory requirements (points) as functions of number of unknowns in FISC. Two curves, $8 \times 10^{-5} N \log(N)$ and $2.7 \times 10^{-3} N$, are also plotted for comparison.

3.6.2 Complexity and Accuracy

To test the complexity, we calculate the electromagnetic scattering from a conducting sphere solving the combined field integral equation (CFIE). The machine used is an SGI Power Challenge with four processors (R8000 with 90 MHz)) and 2 GB of memory. But only one processor is used for this simulation. The radius of the sphere is from $0.75 \lambda$ to $12 \lambda$, the number of unknowns $N$ is from 2,352 to 602,112, and the number of levels in MLFMA is from 3 to 7. The CPU time per iteration and memory requirement are plotted in Figure 3.10 as functions of the number of unknowns. Two curves, $8 \times 10^{-5} N \log(N)$ and $2.7 \times 10^{-3} N$, are also plotted on the same figure for comparison.

To obtain an accurate solution from the method of moments, the matrix elements should be evaluated accurately. We apply different orders of Gaussian quadrature rules to the integral over triangles based on the distance between the field triangle and source triangle. For finite thickness objects, only the self terms have a singularity, and only self singularity extraction [44] is needed. For very thin objects, both self and near singularity extractions [45] are required to obtain correct matrix elements. One numerical example is shown in Figure 6 of [6].

In Figure 3.11, we plot the RMS error between Mie series and FISC results for a sphere from $0.75$ to $100 \lambda$. The number of unknowns is 588 to 9,633,792, and the
number of levels in MLFMA is from 2 to 9. It is observed that the error is almost a constant except for the first two points, where the geometry error is dominant. The 9,633,792 unknown model is also used to calculate the RCS for a 120 $\lambda$ sphere. This problem uses 32 processors of an Origin2000, 26.7 GB of memory, 1.5 hours for filling the matrix, 13.0 hours for 43 iterations in GMRES (restart after 15 iterations) to reach 0.001 residual error, and 3 min for 1,800 points of RCS (MLFMA is used to calculate the bistatic RCS). The RMS error is 0.20 dB for all 1,801 points for elevation angle ranging from 90$^\circ$ to $-90^\circ$ with the incident angle at 90$^\circ$, and 0.11 dB for elevation angle ranging from 90$^\circ$ to $-30^\circ$. Because of the memory limit, the accuracy setting is lower than the run for 100 $\lambda$.

Figure 3.13 shows the monostatic RCS for the aircraft (VFY218) at 100 MHz as a function of azimuth angle in the horizontal plane using the Rockwell flat triangular patch model for HH polarization. The wings of the VFY218 are on the $x$-$y$ plane (horizontal plane). Zero degree corresponds to the incidence angle on the nose. A five-level MLFMA is used. The measurement data are from Wang, Sanders, and Woo at the Naval Air Warfare Center [46]. Good agreement between the numerical results and the measurements is observed. For this 9,747 unknown problem, FISC needs 102 MB of memory for this single-precision code and requires 3 hours of CPU time on a DEC Alpha workstation for 181 incident angles. In contrast, the LUD solution is estimated to need 800 MB of memory and 10 hours of CPU time for the LUD, and $O(N^2)$ calculations for each incident angle. We estimate that FISC would only need
Figure 3.12  The Mie series and FISC result for a sphere with 120 \( \lambda \). A total of 9,633,792 unknowns and 9-level MLFMA are used.

Figure 3.13  The monostatic RCS of the VFY218 at 100 MHz. The measurement data are from Naval Air Warfare Center [46] (HH polarization).
the same CPU time as the LUD solution for 1,000 incident angles. But FISC needs much less memory (102 MB) than the LUD solution (800 MB). The comparison is more in favor of FISC when \( N \) becomes larger.

### 3.6.3 Scaling of Memory Requirements

FISC solves the surface integral equation and the surface is described by a facet model. The RWG basis function [43] is assigned to each interior edge. The total number of unknowns \( N \) is the number of interior edges, which is about one-and-a-half (1.5) times the number of triangular facets. In most cases, average edge length \( a \) should be about 0.1\( \lambda \). Therefore, we can express the number of unknowns \( N \) as

\[
N \simeq 350S \left( \frac{0.1\lambda}{a} \right)^2,
\]

where \( S \) is the total surface area in the unit of square wavelength \( (\lambda^2) \). For a given target, \( N \) is proportional to the square of the frequency. If we refine the facet size by half, \( N \) increases by a factor of four.

Each single precision complex number needs eight bytes. Hence, for a full matrix, the memory (in MB) is

\[
MEM_{\text{full}} = 8 \left( \frac{N}{1000} \right)^2 \simeq 0.98S^2 \left( \frac{0.1\lambda}{a} \right)^4.
\]

The memory needed for a full matrix is proportional to the fourth power of the frequency. This increases drastically if we use a finer facet model (that is, smaller \( a \)).

We can empirically approximate FISC’s memory requirement as

\[
MEM_{\text{FISC}} \simeq 0.75S \left[ 0.2 + 0.8 \left( \frac{0.1\lambda}{a} \right)^2 \right].
\]

The memory requirement increases linearly as the number of unknowns increases and is only proportional to the square of the frequency. If we refine the facet size by half, FISC only needs about three times as much memory—not 16 times as much as in the case of a full matrix. The complexity of MLFMA’s memory requirement is \( O(N \log N) \) or \( O(S \log S) \). But for the problems we have tested (up to 10 million unknowns), the linear term in the memory requirement (the storage for near-interaction elements in the MOM matrix and each basis’s radiation pattern) is dominant.

Figure 3.14 shows FISC’s estimated memory requirement as a function of surface area with three different discretization densities (lines) and the memory used running FISC (points).
3.6.4 CPU Time Scaling

We divide the total CPU time into two parts: setup time (matrix filling) and solution time. The setup time is for one frequency point and is not a function of numbers of incident angles, observation angles, and polarization. If we use a full matrix, the setup time is proportional to $N^2$.

If we use LUD to solve the full matrix, it needs $O(N^3)$ operations to perform LUD, and then $O(N^2)$ for each incident angle. If we use an iterative solver with a full matrix, the CPU time for each incident angle is proportional to $N_{\text{iter}}N^2$, where $N_{\text{iter}}$ is the number of iterations.

The FISC CPU time requirement is based on one CPU of an SGI CRAY Origin2000. Because the number of near-interaction elements in the MOM matrix is a constant for a basis in MLFMA, we can empirically approximate the setup time (filling the MOM matrix for near interactions) $T_{\text{fill}}$ (sec) for one CPU of an SGI CRAY Origin2000 as

$$T_{\text{fill}} \simeq 5S.$$  \hspace{1cm} (3.91)

The setup time is linearly proportional to the problem size. However, the matrix-filling time for a full matrix is proportional to $N^2$. 
We can approximate the solution time $T_{\text{solve}}$ (sec) for each angle as

$$T_{\text{solve}} \simeq 0.05 S \log(S)(S^{1/4} + I_{\text{open}}S^{1/2})\log\left(\frac{1}{\epsilon}\right) \frac{0.1 \lambda}{a} \left(\frac{1}{r_{\text{min}}}\right)^{1/2}, \quad (3.92)$$

where $I_{\text{open}}$ is 1 for open targets and 0 for closed targets, $\epsilon$ is the relative residual error for iterative solvers, and $r_{\text{min}}$ is the minimum aspect ratio (the aspect ratio is always less than one).

In Equation (3.92), we use the fact that the CPU time per matrix-vector multiply using MLFMA is $O(N \log N)$ or $O(S \log S)$. For closed targets, CFIE is used to reduce the number of iterations. The number of iterations needed for CFIE increases slowly when the problem size increases, and can be approximated by $O(N^{1/4})$ or $O(S^{1/4})$. For open targets, we can only use EFIE. It converges much more slowly than CFIE for the same problem size, where the required number of iterations is proportional to $N^{1/2}$ or $S^{1/2}$.

CFIE is mandatory for closed surfaces because it removes the nonuniqueness problem at the internal resonant frequencies of the closed structure. In addition, it provides a second-kind integral equation, which is well-known to be better-conditioned than EFIE’s first-kind integral equation [47].

When $\epsilon = 0.01$, $a = 0.1 \lambda$, and $r_{\text{min}} \simeq 1$, the solution time $T_{\text{solve}}$ can be simplified as

$$T_{\text{solve}} \simeq 0.1 S \log(S)(S^{1/4} + I_{\text{open}}S^{1/2}). \quad (3.93)$$

In Figure 3.15, we plot three curves as functions of $S$. The first curve (solid line) is for setup time calculated using Equation (3.91), and the second and third curves (the dashed lines) are for the solution time calculated using Equation (3.93) with $I_{\text{open}} = 1$ (using the EFIE for open target) and 0 (using CFIE for closed target), respectively.

Therefore, the total CPU time for FISC is

$$T_{\text{total}} = N_{\text{freq}}(T_{\text{fill}} + N_{\text{inc}}N_{\text{pol}}T_{\text{solve}}), \quad (3.94)$$

where $N_{\text{freq}}$ is the number of frequency points, $N_{\text{inc}}$ is the number of incident angles, and $N_{\text{pol}}$ is the number of polarizations. Because we use the previous solution with phase correction as the initial guess for the next incident angle in the FISC, the CPU time in the second part of Equation (3.94) increases more slowly as the number of incident angles increases. When we use the approximation of bistatic RCS to monostatic RCS available in FISC [41], we can further reduce the number of incident angles used for iterative solutions. For example, we used 30 incident angles to calculate the monostatic RCS of VFY218 at 1 GHz from $0^\circ$ to $180^\circ$ with 900 points. Similarly, we use the frequency interpolation to reduce the number of frequency points.

Figures 3.14 and 3.15 also plot FISC numerical results used to obtain the approximated FISC requirements and scaling. Our FISC results come from solving spheres with different electric sizes, VFY218 at different frequencies, bicones, squares, closed cylinders, trihedrons, and so on.
3.6.5 More Results and Summary

With the features introduced in last two sections, we have solved the problem of scattering from a $120\lambda$ sphere with 9,633,792 unknowns and VFY218 at 8 GHz with 9,990,918 unknowns. In Figure 3.16, we plot the bistatic RCS of the VFY218 at 8 GHz. The incident direction is from broadside with H-polarization (EL=$0^\circ$, AZ=$90^\circ$).

This problem used 64 processors of the Origin2000, 46 GB of memory, and 19 hours. Numerical results calculated by Xpatch [48], a high frequency approximation code, are also plotted for comparison.

MLFMA is also implemented for targets with a PEC ground plane. Our approach uses the mirror image of the radiation pattern of the targets in free space. The aggregation and disaggregation are unchanged: only the translation needs to include the mirror image term. It needs only 10% more memory and 35% more CPU time than MLFMA for the same targets in free space. In [49] we show the SAR (synthetic aperture radar) image of a 2 m sphere located 2 m above a PEC ground plane. The 64 frequencies are from 0.9 to 1.5 GHz and the 64 incident angles are around $30^\circ$ from the normal direction. A total of 37,632 unknowns are used and the run takes only 1 min per frequency and incident angle on a DEC personal workstation.

Since FISC v1.0 was released in March of 1997, more than 400 copies of Xpatch/FISC have been distributed to governmental and industrial users. FISC is designed to compute the RCS of a target described by a triangular facet file.

---

**Figure 3.15** Estimated setup and solution time requirements as functions of surface area (lines) and the CPU time used running FISC (points).
MLFMA has been implemented to speed up the matrix-vector multiplies. Both the memory requirements and the CPU time per iteration are of $O(N \log N)$. We have developed many features such as a block diagonal preconditioner, near singularity extraction, phase corrected previous solution for the initial guess, frequency interpolation/extrapolation of electric currents [50] or scattered fields, multiple right-hand-side (RHS) solvers, the approximation of bistatic RCS to monostatic RCS, calculating radiated fields using MLFMA, and PEC ground plane. Using upgraded FIS on a small computer, we can solve for the electromagnetic scattering by large complex 3D objects like aircraft (VFY218) and automobiles.

We also give the scaling properties of the CPU and memory requirements of FISC. The number of unknowns scales approximately as the surface area of the scatterer, or $N \approx 350S\left(\frac{0.1\lambda}{a}\right)^2$, where $S$ is the target surface area in the unit of square wavelength, and $a$ is the average edge length.

The memory requirement scales approximately as the number of unknowns, and hence, the surface area of the scatterer. The memory requirement is approximately $0.75S\left[0.2 + 0.8\left(\frac{0.1\lambda}{a}\right)^2\right]$ MB.

If we use one CPU of an SGI CRAY Origin2000, for each frequency, FISC needs the setup time $T_{\text{fill}} \approx 5S$ (sec), and solution time $T_{\text{solve}} = 0.1S\log(S)(S^{1/4} + I_{\text{open}}S^{1/2})$ (sec) for each angle. This formula is true for nonresonant structures.
CFIE is de rigueur for scatterers with closed surfaces. It yields a formulation with the second-kind integral equation with better condition numbers, and requiring fewer iterations. The number of iterations required, $N_{\text{iter}}$, scales as $N^{0.25}$ in this case.

For scatterers with open surfaces, our only choice is to use EFIE, which is a first-kind integral equation with a worse condition number than a second-kind integral equation. The number of iterations required, $N_{\text{iter}}$, scales as $N^{1/2}$ in this case.

The scaling properties of $N_{\text{iter}}$ at this point are empirically derived via numerical experimentation of very large scale computing problems. A more theoretical analysis is necessary to arrive at these scaling properties.

### 3.7 CONCLUSIONS

In this chapter, we have described 3D FMM and MLFMA and their implementations. The interpolation and anterpolation are important in achieving $O(N \log N)$ complexity in MLFMA for a matrix-vector multiply. We have discussed the errors in FMM and MLFMA and show that all of them are controllable and decrease exponentially. Low complexity in a matrix-vector multiply is not good enough for efficient, large scale computing with many iterations, multiple incident angles and frequencies. We present a number of features in FISC for efficient calculating. Using FISC, we show that both memory and CPU time requirements are of $O(N \log N)$, that the accuracy for a problem ranging from 588 to 9,633,792 with 2 to 9 levels in MLFMA is almost a constant, and that scattering from a VFY218 at 8 GHz can be solved using the MOM with MLFMA. In the next few chapters, we will present more applications using FMM and MLFMA.

### REFERENCES
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4.1 INTRODUCTION

Integral equation methods are widely used for the solution of electromagnetic scattering problems. In this approach, the problem is first formulated in terms of an appropriate integral equation and then reduced to a system of linear equations using the method of moments (MOM). The resulting linear system is then solved by either a direct method such as LU-decomposition or by an iterative method such as the conjugate gradient method (CGM). It is well known that the number of operations necessary for the direct method is $O(N^3)$, where $N$ is the number of unknowns; and hence, the maximum size that can be solved is limited to a few thousand unknowns even with modern supercomputers. On the other hand, iterative methods require the application of the coefficient matrix to a sequence of vectors in the solution process. Each of these evaluations requires $O(N^2)$ operations, making it prohibitively expensive for large problems.

In recent years, a number of techniques have been proposed for the rapid application of the coefficient matrix to a given vector. Among these, the fast multipole method [1] and its multilevel or recursive variant, the multilevel fast multipole al-
algorithm (MLFMA) [2], have established themselves as the most powerful. It has been shown that MLFMA reduces the computational complexity of a matrix-vector multiply to $O(N \log N)$. Using MLFMA-accelerated MOM codes, researchers have solved very large-scale problems [2,3].

Advances in supercomputing and low-cost cluster computing have demonstrated that the future of high-performance computing lies in distributed memory parallel computing. This includes the possibility of heterogeneous computing over geographically separated supercomputers linked through fast networks. It is clear that in order to exploit this new technology for solving extremely large-scale problems in electromagnetics, distributed memory versions of MLFMA have to be developed.

Recently, in an attempt to meet this demand, we have developed a parallel version of dynamic MLFMA. This new portable, scalable, parallel implementation of the dynamic MLFMA is called the Scaleable Multipole Engine. ScaleableMLFMA is a portable implementation of the dynamic MLFMA using the message passing paradigm. It uses the Message Passing Interface (MPI) for communication. It is implemented as an application-independent kernel, which can be retrofitted into existing applications and is targeted at distributed memory machines and networked cluster of workstations. Using ScaleableMLFMA we have been able to solve very large scale scattering problems, including that of a full scale aircraft at 8GHz involving more than 10 million unknowns.

In this chapter, we discuss the various aspects of parallelizing the dynamic MLFMA on a distributed memory platform. In particular, we shall discuss the characteristic features that are unique to the dynamic MLFMA, as opposed to the static case, and their effects on the parallel algorithm design. We shall also discuss some features of ScaleableMLFMA, our implementation of MLFMA for distributed memory computers.

This chapter is organized as follows. In the next section, we briefly discuss the MPI. In Section 4.3 we summarize the relevant facts from the multipole translation theory and establish our notations. In Section 4.4 we describe the parallel MLFMA in detail. Section 4.5 describes certain optimizations we have developed for accelerating and reducing the memory requirements of the distributed memory implementation. In Section 4.6 we briefly discuss the features of ScaleableMLFMA from a user’s point of view. In Section 4.7 we report numerical results demonstrating the performance of ScaleableMLFMA as applied to a specific problem. In Section 4.8 we report a preliminary result from ScaleableMLFMA-2, an improved implementation of the parallel MLFMA, followed by conclusions in Section 4.9.

4.2 THE MPI PROGRAMMING MODEL

Message passing is a programming paradigm used widely on parallel computers. The message passing model can be explained with respect to Figure 4.1. In this model,
each computing node essentially consists of a processor and a certain amount of RAM. The processing elements (PEs) or nodes are connected through a network. Thus, a processor can only access the memory local to the node it is associated with, and each node is capable of executing programs independent of the other. Exchange of data between nodes is made through explicit messages. Such a computer can be a cluster of independent workstations linked through a TCP/IP network or a high-performance parallel computer with distributed memory.

MPI is a standardized and portable message passing system designed to function on a wide variety of parallel computers. The MPI standard defines the user interface, syntax, and semantics of a set of message passing functionalities. Examples include point-to-point communication operations such as send and receive, and collective communications such as broadcast. It is important to note that MPI standard only defines an interface and not a “program” by itself. Several implementations are available, some of them free and some supplied by vendors. An excellent resource for MPI related information is the Web site [4].

We note that although MPI provides a standardized interface for communication operations, the operating environment varies from one implementation to another. These variations generally reflect the way processes are created, compilation commands, and interface to the standard input and output devices.

In developing the parallel MLFMA, we have assumed the single program multiple data (SPMD) paradigm of parallel computing. This means that the same executable runs on all the processors, but the execution graphs of the processors may vary.
4.3 MATHEMATICAL PRELIMINARIES

The basic principle behind FMM is to decompose the computation of matrix-vector products into two parts: one involving the interaction between nearby sources and the other involving those between well separated ones. The nearby interactions are computed using the usual technique adopted in the method of moments approach. The interaction between far away sources is evaluated using an asymptotic representation of the radiated fields. In this section, we summarize the essential results from the multipole translation theory. The discussion is very brief, by no means original; for detailed descriptions the reader is referred to [1, 5–7].

4.3.1 Notations

We shall use the following notations in the discussion below. Let $D = \{ \mathbf{r} \in \mathbb{R}^d : |\mathbf{r} - \mathbf{c}| < R, c \in \mathbb{R}^d, R > 0 \}, d = 2, 3$. If $\mathbf{r} \in \mathbb{R}^d$, the length of the vector will be denoted by $|\mathbf{r}|$ and the polar/spherical coordinates by the ordered pair $(|\mathbf{r}|, \hat{\mathbf{r}})$.

We shall consider three open disks $D_1, D_2, D_3$ in $\mathbb{R}^d$ such that $D_2 \subset D_1$ and $D_3 \cap D_1 = \emptyset$. The respective closures of these disks will be denoted by $\bar{D}_1, \bar{D}_2, \bar{D}_3$. The centers and radii of these disks will be denoted by $c_1, c_2, c_3$ and $R_1, R_2, R_3$, respectively.

We shall denote the unit sphere centered at the origin by the symbol $S_0 = \{ \mathbf{r} \in \mathbb{R}^d : |\mathbf{r}| = 1 \}$ and any element of $S_0$ by the symbol $\hat{s}$. Note that our definition of the sphere does not include its “interior.”

4.3.2 Essentials of Diagonal Forms of Radiation Fields

If a function $\psi : \mathbb{R}^d \mapsto \mathbb{C}$ satisfies the Helmholtz equation

$$\nabla^2 \psi + k^2 \psi = 0$$

outside $D$ and the radiation condition

$$\lim_{r \to \infty} \psi(r \hat{r}) = Ce^{ikr}r^{-\frac{d-1}{2}} \Psi(1-d)$$

for some $C < \infty$, then we define an asymptotic representation to $\psi$, or the radiation pattern of $\psi$, as a function $F_{\psi, \mathbf{c}} : S_0 \mapsto \mathbb{C}$ for a given $\mathbf{c} \in \mathbb{R}^d$, defined by the formula

$$F_{\psi, \mathbf{c}}(\hat{s}) = \lim_{r \to \infty} (kr)^{-\frac{d-1}{2}} \Psi(\mathbf{c} + r \hat{s})e^{-ikr}$$

We note that this definition is in tandem with that of [1] but not with that in [5]. We adopt this definition because it provides a uniform set of definitions and notations.

Example 1 Let $\psi(x) = H_0(k|r - \mathbf{r}'|)$. Then $F_{\psi, \mathbf{c}}(\hat{s}) = -\mathbf{c}e^{-ik(\mathbf{c} - \mathbf{r}')} : \hat{s}$. 
On the other hand, if \( \phi : \mathbb{R}^d \rightarrow \mathbb{C} \) is a function satisfying the Helmholtz equation inside \( D \), then under certain conditions, there exist unique numbers \( U(\hat{s}) \), \( V(\hat{s}) \) such that

\[
\lim_{kr \rightarrow \infty} \left\{ (kr)^{-\frac{d+2}{2}} \phi(e + r\hat{s}) - a_1 U(\hat{s}) e^{ikr} - a_2 V(\hat{s}) e^{-ikr} \right\} = 0
\]

where \( a_1, a_2 \) are constants that depend only on the dimension \( d \). We define the asymptotic representation to the function \( \phi \) as the function \( L_{\phi,e} : S_0 \rightarrow \mathbb{C} \) by the formula:

\[
L_{\phi,e}(\hat{s}) = U(\hat{s})
\]

(4.4)

In the following, we shall refer to the asymptotic forms \( F_{\psi,e}(\hat{s}) \) and \( L_{\psi,e}(\hat{s}) \) as the radiation patterns of \( \psi \) centered at \( c \).

**Lemma 1** If \( \psi : \mathbb{R}^d \rightarrow \mathbb{C} \) is a radiation field analytical outside \( \tilde{D}_2 \) and satisfying the radiation condition given by (4.2) at \( \infty \), then for any \( \hat{s} \in S_0 \)

\[
F_{\psi,e_1}(\hat{s}) = \lambda_\infty(\hat{s})F_{\psi,e_2}(\hat{s})
\]

(4.5)

with \( \lambda_\infty(\hat{s}) \) defined as

\[
\lambda_\infty(\hat{s}) = e^{-ik(e_1 - e_2).\hat{s}}
\]

(4.6)

**Lemma 2** If \( \phi : \mathbb{R}^d \rightarrow \mathbb{C} \) is a radiation field analytical inside \( D_1 \), then for any \( \hat{s} \in S_0 \),

\[
L_{\phi,e_2}(\hat{s}) = \mu_\infty(\hat{s})L_{\phi,e_1}(\hat{s})
\]

where

\[
\mu_\infty(\hat{s}) = e^{-ik(e_2 - e_1).\hat{s}}
\]

(4.7)

**Remark 1** If \( k \) is real, then \( \mu_\infty(\hat{s}) = \lambda_\infty^*(\hat{s}) \).

**Lemma 3** If \( \psi : \mathbb{R}^d \rightarrow \mathbb{C} \) is a radiation field analytical outside \( \tilde{D}_1 \) and satisfying the radiation condition given in (4.2) at \( \infty \), then for any \( \epsilon > 0 \) there exists \( N > 0 \) such that for any \( n \geq N \),

\[
|\psi(r) - \phi_n(r)| < \epsilon
\]

for any \( r \in D_3 \), where \( \phi_n : \mathbb{R}^d \rightarrow \mathbb{C} \) is a radiation field analytical inside \( D_3 \) with the asymptotic representation defined by the formula

\[
L_{\phi_n,e_0}(\hat{s}) = \nu_n(\hat{s})F_{\psi,e_1}(\hat{s})
\]

and the function \( \nu_n(\hat{s}) \) defined as

\[
\nu_n(\hat{s}) = \begin{cases} \sqrt{\pi}e^{-\frac{|\hat{s}|^2}{2}} \sum_{j=-n}^n H_j(k|c_3 - c_1|) e^{-ij(\theta_{13} - \pi - \theta)} & \text{if } d = 2 \\ \sum_{m=0}^n \mathcal{P}_m(2m+1)P_{m+1}(\hat{s},\hat{s}_{13})h_m(k|c_3 - c_1|) & \text{if } d = 3 \end{cases}
\]

(4.8)

where \( \theta_{13} \) is the polar angle in two dimensions between the vector \( c_3 - c_1 \) and the \( x \) axis. Also \( \hat{s}_{13} = \frac{c_3 - c_1}{|c_3 - c_1|} \).
These results provide a tool for shifting the center of asymptotic expansions. The following lemma gives a tool for computing the actual field and its derivative at any point from its asymptotic representation [5].

**Lemma 4** Suppose that under conditions of Lemma 2, the field \( \phi(\mathbf{r}), \mathbf{r} \in D_1 \) has the asymptotic representation

\[
\phi(\mathbf{r}) = \frac{\hat{d}^{d-2}}{|S_0|} \int_{S_0} L_{\phi, \xi}(\hat{s}) \cdot e^{i\mathbf{b}(\mathbf{r}-\mathbf{c}) \cdot \hat{s}} d\omega_s
\]

where \( |S_0| \) denotes the surface area of the \( d \)-dimensional unit sphere and \( d\omega_s \) represents the elemental area over the unit sphere.

Proofs of these results or related ones can be found in [1, 5, 8].

Although not directly related to the theory of diagonal forms, we state a useful result involving the diagonal form of the gradient of a scalar field.

**Lemma 5** Let \( \psi : \mathbb{R}^d \setminus \bar{D} \mapsto \mathbb{C} \) be an analytic function satisfying the Helmholtz equation (4.1) everywhere outside \( \bar{D} \). Let \( F_{\psi, c}(\hat{s}) \) denote its far field signature as defined in (4.3). Then,

\[
\lim_{r \to \infty} (kr)^{\frac{d-1}{2}} e^{-ikr} \nabla \psi(c + r\hat{s}) = ikF_{\psi, c}(\hat{s})\hat{s}
\]

**Remark 2 (Numerical Approximation)** For the purpose of implementation, we approximate these asymptotic forms with a set of \( n \) samples over the unit sphere \( S_0 \) for a suitably chosen positive integer \( n \geq 2 \). Let these sampling points be denoted by \( \{ \hat{s}_1, \ldots, \hat{s}_n \} \). Furthermore, these finite dimensional approximations will be denoted by \( F_{\psi, c}^n \) and \( L_{\phi, \xi}^n \), respectively.

### 4.3.3 FMM Representation of Matrix Elements in Method of Moments

When we use MOM for the solution of integral equations, each element in the resultant matrix takes the form \( a_{ij} = \langle t_i, Lf_j \rangle \) with the usual notations. We shall further assume that the basis and testing functions used in MOM have compact support. In this section, we provide an explicit representation of these elements using the diagonal forms. Of course, we assume that the kernel of the operator \( L \) is some form of the free space Green’s function to the Helmholtz equation (4.1). That is,

\[
\psi_j(\mathbf{r}) = (Tf_j)(\mathbf{r}) = \int_G f_j K(\mathbf{r}, \mathbf{r'}) d\mathbf{r'}
\]

such that the function \( \psi_j(\mathbf{r}) \) satisfies the Helmholtz equation outside the \( \text{supp}f_j \). In the case of functions satisfying the vector Helmholtz equation, we shall consider the rectangular components separately.
If \( \text{supp} f_j \subset D_1 \) from under the conditions of Lemma 3 and Lemma 4, we have the following representation for \( \psi_j(r) \):

\[
\psi_j(r) \approx \int_{S_0} \frac{i^{d-2}}{|S_0|} L_{\psi, e_0}^n(\hat{s}) \cdot e^{i k (r - e_0) \cdot \hat{s}} \, d\omega_s
\]

(4.10)

where \( L_{\psi, e_0}^n(\hat{s}) = \nu_n(\hat{s}) F_{\psi, e_0}(\hat{s}) \). Substituting (4.10) into the expression for the matrix elements, we obtain the following result:

\[
a_{ij} \approx \int_{\text{supp} t_i} \frac{d r(t(r))}{|S_0|} \int_{S_0} L_{\psi, e_0}^n(\hat{s}) \cdot e^{i k (r - e_0) \cdot \hat{s}} \, d\omega_s
\]

**Definition 1 (Receiving Pattern)** Under the conditions of Lemma 3 and Lemma 4 we define the receiving pattern of a testing function by the formula:

\[
R_{t_i, e_0}(\hat{s}) = \int_{\text{supp} t_i} t_i(r) e^{i k (r - e_0) \cdot \hat{s}} \, dr
\]

Using the above definition, we can rewrite the representation for \( a_{ij} \) as

\[
a_{ij} \approx \int_{\text{supp} t_i} \frac{d r(t(r))}{|S_0|} \int_{S_0} L_{\psi, e_0}^n(\hat{s}) \cdot R_{t_i, e_0}(\hat{s}) \, d\omega_s
\]

(4.11)

which is of fundamental importance in the design of the \textsc{Sca}le\textsc{M}E.

### 4.4 THE PARALLEL MLFMA

In this section, we shall describe the parallel multilevel fast multipole algorithm as implemented in \textsc{Sca}le\textsc{M}E. The general strategy of an MLFMA is that of clustering basis functions or particles at various spatial lengths and computing the interactions with the testing functions from sufficiently distant clusters using multipole expansions. For nearby interactions, direct computation is used.

By \( B_0 \), we denote the smallest \( d \)-cell that encompasses the domain \( G \subset \mathbb{R}^d \) containing the scatterer and refer to it as the computational box. \( S_1 \) is the set of all boxes at level \( l \), \( S_0 \) consisting only of \( B_0 \). \( S_{l+1} \) is obtained by subdividing each nonempty box in \( S_l \) into \( 2^d \) boxes. The boxes obtained by dividing a given box \( b \) are called the children of \( b \), and \( b \) is called the parent. The parent of a box \( b \in S \) will be denoted by \( \text{parent}(b) \) and the \( i \)th child of \( b \in S \) will be denoted by \( \text{child}_i(b) \). The level of refinement of any box is denoted by the integer \( \text{nlev} \) such that \( nlev = 0 \) for the computational box \( B_0 \). The set of all boxes is denoted by \( S \). The maximum number of levels is denoted by \( \text{maxlev} \). Further, for any box \( b \in S \), the center and length of the side are denoted by \( e_b \) and \( w_b \), respectively. If \( b \in S \), then the set of all basis functions in \( b \) will be denoted by \( \Pi_b \) and number of basis functions in box \( b \)
will be denoted by \( N_\pi(b) \). If \( i \in \Pi_b \) for any \( b \in S_{\text{maxlev}} \), we shall denote the strength of the \( i \)th source by the notation \( q_i \).

For describing parallel algorithms, we assume that each processor is uniquely identified by an integer in the range \( 0, 1, \ldots, P - 1 \), where \( P \) is the total number of processors. This identifier will be referred to as the rank of the processor. For convenience, if \( A \) is a set that is distributed across \( P \) processors, by \( A(p) \subset A \) we denote the subset which belongs to the processor with rank \( p \). For example, the set of all nonempty boxes at level \( l \) belonging to processor \( p \) will be denoted by \( S_l(p) \).

If \( A \subset G \), where \( G \) is the domain enclosing the particles, then the radiation field outside \( A \) due to all the sources in \( A \) is denoted by \( \psi_A \). Further, the asymptotic form of \( \psi_A \) with respect to a center \( c_A \in \mathbb{R}^d \), defined by (4.3), and its finite-dimensional approximation will be denoted by \( F_A(\hat{s}) \) and \( F_A^m(\hat{s}) \), respectively. Also, \( F_i(\hat{s}) \) will denote the radiation pattern of the \( i \)th particle. Similarly, if \( B \subset G \) and if there exist two disks \( D_1 \) and \( D_2 \) with centers \( c_1 \) and \( c_2 \), respectively, such that \( A \subset D_1 \), \( B \subset D_2 \) with \( D_1 \cap D_2 = \emptyset \), then under conditions of Lemma 3 we set

\[
L_A^r(\hat{s}) = \nu_r(\hat{s})F_A(\hat{s})
\]

for any integer \( r > 0 \), where we have omitted the explicit dependence of \( \nu_r \) on the centers of \( A \) and \( B \) for simplicity. In particular, for any box \( b \in S_l \), by \( L_A^r(\hat{s}) \) we denote the finite-dimensional receiving pattern of \( b \), due to all the sources sufficiently well separated from \( b \).

**Definition 2 (Distance Between Boxes)** The distance between two boxes \( b, b' \in S \) is denoted by \( d_B(b, b') \) and is defined by

\[
d_B(b, b') = \inf\{|x - y| \mid x \in b, y \in b'\}
\]

For each nonempty box \( b \in S \), and a given positive integer \( m \), we shall define two lists of other boxes for \( b \).

**Definition 3 (Near Neighbor List)** For the computational box \( B_0 \), we shall define the list of all near neighbors to contain the box \( B_0 \) itself. Given integers \( 0 < l \leq \text{maxlev} \) and \( m > 0 \) and a box \( b \in S_l \), we shall define the list of all near neighbors of \( b \), denoted by \( \text{near}(b) \), as the set all boxes \( b' \in S_l \) such that:

1. Parent of \( b' \) is a near neighbor to parent of \( b \);
2. \( d_B(b, b') < mw_b \).

**Definition 4 (Interaction List)** Given integers \( 0 \leq l \leq \text{maxlev} \) and \( m > 0 \) and a box \( b \in S_l \), we shall define the interaction list of \( b \), denoted by \( \text{Interaction List}(b) \), as the set all boxes \( b' \in S_l \) such that:

1. Parent of \( b' \) is a near neighbor to parent of \( b \);
2. \( d_B(b, b') \geq m w_b \).

In the case of dynamic fast multipole methods, it is well known that the number of samples required at each level is proportional to the size of the box at that level, in terms of the wavelength. For each level \( l \) we shall denote the number of samples used in the finite dimensional approximation to the asymptotic fields by \( N_\delta(l) \). Further, because of this, during the aggregation phase before translating from a finer level to a coarser level, the field samples are to be interpolated. Similarly, during the disaggregation phase, before translating the receiving pattern of a parent to its children, it has to be filtered down to a smaller number of samples. We assume that there exist suitably defined interpolation and filtering operators for doing these operations. For more details on these aspects, please refer to [9, 10]. In the following we shall denote the interpolation operator from level \( l + 1 \) to level \( l \) by \( I_{l+1}^l \) and the filter from level \( l \) to \( l + 1 \) by \( M_{l+1}^l \). In the current implementation, we use polynomial interpolation and anterpolation suggested in [9], and we note that these operators are sparse matrices and that \( M_{l+1}^l = (I_{l+1}^l)^T \).

We now describe the parallel MLFMA in broad strokes. We shall later take up the issues associated in implementing it.

### 4.4.1 The Algorithm

We shall begin by assuming that the tree has been constructed and is distributed across the processors, and that no processor has the complete information about the tree. We shall also not assume any preferences to tree construction or its distribution. In other words, we shall assume that the nodes of the tree are assigned to processors arbitrarily.

The evaluation of the matrix-vector product can be divided into three phases. In the aggregation (F2F) phase the far fields of each box are computed by shifting and combining the far fields of its children. In the next, called the translation (F2L) phase, the far fields of every box in the interaction list of a given box are translated to the incoming field or the local asymptotic representations \( (L_\delta(s)) \). In the third phase, called the disaggregation (L2L) phase, the local fields \( L_b(s) \) of every parent box are shifted down to the center of each of its children. There are also two minor phases associated with the F2F and L2L phases which do not differ from from the sequential algorithm.

In the following discussion, for simplicity, we shall use the notations for the continuous forms of radiation fields for denoting the finite-dimensional approximation. For example, we shall denote the radiation pattern of a box \( b \) with respect to a center \( c \) by the symbol \( F_{b,c}(\delta) \) instead of \( F_{b,c}^n \), where \( n \) is the number of samples at the level of refinement of \( b \).

First, we shall describe the aggregation phase (F2F) of the parallel MLFMA in detail. We begin by observing that since the tree is distributed across several
processors, some of the nodes may have either their parent or children (or both) in different processors. In such a situation, the processors need to communicate to complete the aggregation phase. In order to handle this situation, we split the aggregation phase into two sections. In the first section, each processor traverses the tree from the finest level and completes as much computation as possible with locally available data. After that, each processor communicates with others to complete the computation involving nonlocal data. This is summarized below:

4.4.1.1 Aggregation Phase for Processor $p$

[Comment: At the finest level, combine the radiation pattern of basis functions belonging to a box to obtain the radiation pattern of the box.]

Step 1: for $b \in S_{\text{maxlev}}(p)$ do

$$F_b(\mathbf{s}) = \sum_{i \in I_b} q_i F_i(\mathbf{s})$$

end for

[Comment: Starting from the finest level, combine the radiation patterns of locally available children to get a partial radiation pattern of parent boxes. For a given box, if every child is locally available, set a status flag, $\text{b.status}$, to \text{F2F\_COMPLETE}, indicating that the box is ready for translation phase and for any required communication.]

Step 2: for $l = \text{maxlev} - 1$ down to 2 do

for each locally available child ($b$) of $b$ do

$$F_b(\mathbf{s}) \leftarrow F_b(\mathbf{s}) + \lambda_\infty(\mathbf{s}) I^{l+1}_t(F_{\text{child}}(\mathbf{s}))$$

end for

If every non-empty child of $b$ has been accounted for

set $\text{b.status} = \text{F2F\_COMPLETE}$;

end for

end for

[Comment: Communicate with other processors and complete the rest of the computations. We assume that we have constructed a list of boxes which are to be sent to other processors and let $\text{nsnd}$ be the number of boxes to be sent. Further, we assume that we know the number of boxes to be received, $\text{nrcv}$.]

Step 3: while there are boxes to be communicated {

Select the next box $b$ to be communicated, if any,

if $\text{b.status} = \text{F2F\_COMPLETE}$
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Queue up the radiation pattern of \( b \) for sending.
Mark the box as SENT.
end if
if there is any incoming message
Receive the incoming box
\[ F_{\text{parent}(b)}(\hat{s}) \leftarrow F_{\text{parent}(b)}(\hat{s}) + \lambda_{\infty}(\hat{s})P_{l+1}(F_{\hat{s}}(\hat{s})) \]
if the radiation pattern of every child of parent\( (b) \)
been translated
Set parent\((b)\).status = F2F\_COMPLETE;
UpdateSubTree(parent\((b)\));
end if
end if
}
while

Two things require explanation: the significance of the status flag and UpdateSubTree routine. In order to do this, refer to Figure 4.2. In this figure, \( P_1, P_2, P_3 \) refer to the processors, and \( n_0 \) to \( n_6 \) refer to the nodes of the MLFMA tree. Let us examine what happens during the aggregation phase. Processor \( P_1 \) can complete all its computations in Step 1 itself. In Step 2, since the node \( n_4 \) does not have any children (or trivially has all the children locally available) \( P_1 \) sets the status flag to F2F\_COMPLETE. It then gets into Step 3 and sends the data, \( F_{n_4}(\hat{s}) \), to processor \( P_2 \). In the mean time, processor \( P_2 \) computes the radiation pattern of the node \( n_5 \), shifts, and combines with that of node \( n_2 \). However, \( P_2 \) cannot proceed further until \( F_{n_4}(\hat{s}) \) from \( P_1 \) arrives. So it starts executing Step 3 and waits for the data.

As soon as the data arrives, it is combined with the radiation pattern of node \( n_2 \) and sets the status flag to F2F\_COMPLETE. It then calls the routine UpdateSubTree which recursively traverses the tree upwards from the given box, updating the radiation pattern of each node it visits, by shifting the radiation pattern of the node it visited immediately before to the center of the current node and by adding the shifted pattern with that of the current node. However, it can proceed from a given node \( n_g \) to its parent if and only if the radiation pattern of \( n_g \) is complete. That is, only if the radiation pattern of the current node \( n_g \) contains information from every child. So after updating the current node, the routine UpdateSubTree checks if the radiation pattern of every child has been translated. If this condition is met, it sets the status flag of the current node to F2F\_COMPLETE. Otherwise, it exits.

This can be best explained with respect to Figure 4.2. When the data of node \( n_4 \) arrives in \( P_2 \), it is shifted and combined with the radiation pattern of node \( n_2 \). Then a call is made to UpdateSubTree, which will recursively traverse to node \( n_1 \). However, at node \( n_1 \), it cannot proceed further, since the radiation pattern \( F_{n_5}(\hat{s}) \) of node \( n_5 \) is necessary for completing the computation for node \( n_1 \). So it exits. Thus, UpdateSubTree makes it possible to have the computation to proceed asynchronously.
4.4.1.2 The Translation (F2L) Phase

In this phase, the radiation pattern of each box in the interaction list of a given box is translated to an incoming pattern centered around the given box. As in the case of the aggregation phase, this phase first loops over every locally available box and completes as much computation as possible using locally available data. Once that is over, it communicates with other processors to gather data and updates the local patterns of each local box.

To improve the efficiency, we exploit the symmetry of interaction lists of boxes. It is easy to see that if \( a \in \text{Interaction \_List}(b) \) then \( b \in \text{Interaction \_List}(a) \). This property is exploited in the Step 2 below. We note that this approach is a special case of the inverse interaction list discussed in [11].

[Comment: For each local box, translate the radiation pattern of every locally available box in the interaction list and combine them to get the partial local patterns.]

Step 1: for \( l = 2 \) to \( \text{maxlev} \) do
  for \( b \in S_l(p) \) do
    for each locally available \( b' \in \text{Interaction \_List}(\hat{b}) \) do
      \( L_b(\hat{s}) \leftarrow L_b(\hat{s}) + \nu(\hat{s})F_{b'}(\hat{s}) \)
    end for
  end for
end for
[**Comment:** Communicate with other processors and gather data for the nonlocal boxes in the interaction lists. When a box arrives, compute its interaction list and use the symmetry. As in the case of aggregation phase, each processor keeps a list of boxes to be sent.]

Step 2: while there are boxes to be communicated {
  if there is any more boxes left to be sent,
    queue it up for sending.
  if there is any incoming message {
    Receive the incoming box \( b \);
    Create the Interaction List(\( b \));
    for each locally available \( b' \in \text{Interaction List}(b) \) do
      \( L_{b'}(\hat{s}) \leftarrow L_{b'}(\hat{s}) + \nu_{b'}(\hat{s})F_{k}(\hat{s}) \)
    end for
  } end if
} end while

A word of explanation: Note the reversal of targets and sources from Step 1 to Step 2. In Step 1, the far field pattern of each box in the interaction list of the given box is converted to a local pattern centered at the given box. However, in Step 2, the far field pattern of the given incoming box is converted to a local expansion centered at each box in its interaction list. That is, the interaction list is now “inverted.” See Figure 4.3 for a pictorial illustration.

The boxes marked S belong to the Interaction List of the box marked D. The boxes marked D belong to the Inverse Interaction List of the box marked S.

---

**Figure 4.3** Illustration of forward and inverse interaction lists.

- **S**: Source Box
- **D**: Destination Box

The direction of translation is from a source box to a destination box.
In a later stage, we shall also discuss what are called *ghost boxes* used in conjunction with a certain compressed form of the translation operators $\nu_r$.

### 4.4.1.3 Disaggregation (L2L) Phase

This phase is similar to the aggregation phase, except that it traverses the tree from top to bottom. Analogous to the UpdateSubTree, there is a corresponding update stage for disaggregation phase. We leave out the details.

The final evaluation phase contains two parts. First, the local pattern $L_b(\hat{s})$ of each box is evaluated at every observation point of the receiver using Lemma 4, Definition 1, and (4.11). In the second part, the interactions with particles in the nearby boxes are evaluated directly. Note that the symmetry of the nearlist, like that of the interaction list, can be used to improve the efficiency.

### 4.5 IMPLEMENTATION ISSUES

Going from the abstract algorithm described in the previous section to the actual implementation is a long way as several issues emerge. We discuss some of the important ones in this section.

#### 4.5.1 Storage of the Tree

In the sequential algorithm, a tree can be elegantly stored and accessed using pointers. This approach can also work with shared memory machines where a global memory is available. However, in the case of truly distributed memory machines, such a direct addressing scheme is not possible without considerable hardware support. Therefore, we need to develop a unique identifier for each box in the tree. Salmon and Warren [12] have developed an elegant scheme based on Morton ordering for this problem. They have used this scheme along with a hash table for storing the tree.

Following [12], in our implementation, we use the Morton ordering for providing a unique global id (uid) for each box. However, although the hash table provides $O(1)$ access on the average, a careful choice of the hashing function is necessary for good performance. Also, since the geometric data remain the same throughout the solution of the integral equation, dynamic regeneration of the tree is not necessary.

In our implementation, boxes are stored in a two-dimensional array with variable length rows. That is, the pointers to the boxes at a given level are stored in a distinct one dimensional array, sorted with respect to their Morton keys. If $N_b$ is the number of nonempty boxes at the given level, then accessing any box $b'$ at this level at random requires $O(\log N_b)$ operations using a binary search. Since the number of boxes at any given level $l$ is bounded by $\left(2^d\right)^l$, where $d$ is the number of dimensions, it follows that accessing any box at any given level $l$ has a complexity $O(l)$. Furthermore, if
we tacitly agree (see [13] for a discussion on the theoretical bounds) that the number of levels is bounded by \( \log N \), where \( N \) is the number of particles, it follows that the random access requires \( O(\log N) \) operations. In addition, when the boxes are accessed in sequence, such as during the translation phase, each box can be fetched in \( O(1) \) operations.

4.5.2 Construction of the Tree and Domain Decomposition

Several approaches have been discussed in the literature for tree construction [12, 14] for particle simulation applications. However, in the case of integral equation solvers, there exist two important geometrical properties that influence the choice of the tree construction algorithm.

The first property of the geometric data arising from the discretization of integral equations is that they are stationary in time. That is, the geometry does not change with time, in contrast to the particle simulation applications. This property can be used to generate a good load balancing strategy during the initialization time itself.

However, the second property is not so helpful. It refers to the fact that most of the discretization procedures use basis functions with nontrivial support. That is, the sources are no longer located at a single point, but spread over a region. In such problems, the region could be modeled using polygons or polyhedra, specified in terms of vertices, edges, and facets; and the support of these basis functions could extend over multiple elements. An important example of such a discretization is Galerkin’s method with the Rao-Wilton-Glisson (RWG) functions for solving electromagnetic scattering problems [15]. The RWG functions have support over two triangular facets.

Such discretizations make the so-called “connection matrix” nondiagonal. The connection matrix relates the basis functions to the geometric description of the object. For instance, in the case of RWG basis functions, the connection matrix relates each basis function with the indices of the triangular facets on which it is defined. Therefore, any decomposition of basis functions across multiple processors will have to ensure completeness of local data. That is, one needs to make sure that if a particular basis function is assigned to a processor, all the geometric data associated with that basis function is also available at the same processor. To give an example, with RWG basis functions, if a particular basis function is assigned to a processor, we also have to keep the two facets associated with that basis function in the same processor. But this in turn implies that we also need to keep the vertices and the edges of the facets in the same processor. Such a scheme would ensure that the processors need not communicate with each other to get relevant geometric data. We call such an assignment a locally complete decomposition. Note that a locally complete decomposition may still have replication to some extent.

One way to handle this problem is to simply replicate the full geometric structures in every processor. This is the simplest approach and lets existing programs use
Scalable without major modifications. However, memory for geometric data structures is $O(N)$, where $N$ is the number of unknowns, and a full replication has the undesirable scaling of $O(Np)$ where $p$ is the total number of processors. Nevertheless, for small- to medium-scale problems, ranging from a few thousand unknowns to a few hundreds of thousands, this approach is very practical.

Obviously, for very-large-scale problems such a simplistic approach is unacceptable and any serious implementation of MLFMA on distributed memory computers will have to support an appropriate domain decomposition.

Fortunately, we can construct a good decomposition of geometric data, which requires $O(N)$ memory independent of the number of processors, provided we already have a distributed tree. It can be shown that once we have the tree, all we need to store is the connectivity and geometric information of every basis function in the near lists of local boxes. Since the number of direct interactions is $O(N)$, it follows that the total storage requirement still remains $O(N)$. However, note that the actual storage will be more than that required for one copy of the geometric data structures because of a few replications. This can be accomplished through the use of a skeleton of the tree in the preprocessing stage [7].

### 4.5.3 Scaling of Translation Matrices

In the dynamic MLFMA, the speed-up in computing the matrix-vector products is achieved through the use of diagonalized translation operators. Usually, in any practical implementation of MLFMA, the diagonalized translation operators are pre-computed at the setup stage and stored. In the straightforward implementation of MLFMA for distributed memory computers using the message passing paradigm, the translation operators are replicated in each processor in order to reduce communication costs and to accelerate the matrix-vector multiply. However, this requires an $O(N)$ storage in each processor. Thus the memory requirements for translation operators scale as $O(Np)$, where $p$ is the number of processors. This is unacceptable for large-scale problems.

A naive approach to solving this problem is to compute the translation operators “on the fly.” In other words, compute them as they are required. However, it can be shown that such an approach would increase the computational complexity of the algorithm to at least $O(N^{3/2})$ [7, 16].

In order to solve this problem, we have developed a new compressed representation for the translation matrices which can be evaluated rapidly as and when they are required [16]. To explain this, we recall that the expression for the diagonal translation operator is given by

$$
\nu_L(z, \delta_0, \delta) = \sum_{m=0}^{L-1} f_m^m(2m + 1) h_m^{(1)}(z) P_m(\delta \cdot \delta_0)
$$

(4.13)
where \( \hat{s} \) and \( \hat{s}_0 \) are unit vectors, \( z \in \mathbb{C} \), \( P_m(x) \) are Legendre polynomials of order \( m \), \( h^{(1)}_{m} (z) \) are the spherical Hankel functions of order \( m \), and \( L \) is a positive integer.

The new representation is based on the observation that for a given \( \hat{s}_0 \), the product \( \hat{s} \cdot \hat{s}_0 \in [-1, 1] \) and that the function \( v_L(\hat{s}) \) is thus a polynomial of degree \( L - 1 \) in the interval \([-1, 1]\). Given this, a rather obvious modification of the one-dimensional fast multipole algorithm [17] can be used to construct a fast, polynomial representation which requires only \( O(\sqrt{N}) \) storage and \( O(N) \) evaluation time, thereby bringing down the scaling of storage requirements of the translation operator to \( O(p \sqrt{N}) \). (See [16] for more details of this work.)

However, the introduction of the compressed translation operators increases the time for matrix-vector products significantly. This is because, although the asymptotic complexity of the evaluation of translation operator has been reduced, the constant associated with the overall MLFMA goes up. Fortunately, this can be avoided by rearranging the translation phase in such a way that each translation matrix is evaluated once and only once during each matrix-vector computation. For this, instead of associating an interaction list with every box, the interaction lists can be defined with respect to the translation operators. See [7] for a complete discussion of this issue.

On a single-processor implementation, this scheme ensures that each translation operator is accessed or computed only once. However, in a distributed memory implementation it may happen that some of the boxes in the interaction list of a translation operator may not be locally available. Hence, a direct implementation of the above scheme cannot be used. However, this problem can be solved by using the concept of ghost boxes [18].

### 4.5.4 A Costzone Scheme for Load Balancing

In this section we describe a static costzone scheme for balancing the CPU load across the processors. The approach we employ here is similar to the one discussed in [19]. We note that, in the case of acoustic and electromagnetic scattering problems, the positions of the particles remain the same throughout the simulation. As a consequence, the MLFMA tree used for computing matrix-vector products also remains the same. Thus it is feasible to look for a load balancing scheme which can be incorporated as an inexpensive preprocessing scheme for tree construction, since it is a one-time affair.

For simplicity, we ignore the communication overhead associated with the computations. We shall also assume that the costs of transmitting data across any two processors are the same. Although this assumption is not always true, it simplifies the situation considerably.

We begin by mapping each particle to a box at the finest level, thereby assigning a Morton key, not necessarily unique, to each of them. After sorting the particles according to their keys, the finest level of the MLFMA tree is obtained. We shall
keep this sorted list of basis functions and their respective keys in each processor and use it throughout the computations.

Corresponding to each box, we shall define a data structure, node\textsubscript{work}, which can be represented as a 4-tuple: (key, nparticle, first\textsubscript{particle}, work), where key is the Morton key to the box, nparticle is the number of particles in the box, first\textsubscript{particle} is a pointer to the first particle in the box in the sorted list, and work is the total work required for the box. The variable work comprises the work required for all the F2L, F2F, L2L translations and direct interactions for the given box.

An important fact to be noted is that computing the work required for each node is not the same as doing the actual computations. Therefore, under the assumption that the total number of nonempty boxes is \( O(N) \), it can be shown that this process has a complexity of \( O(N \log N) \), with a very small constant of proportionality.

Once dummy tree is constructed, we compute the total work \( W \) required for each matrix-vector product. The \( i \)th processor is then assigned all the nodes in the tree which contribute from \( \frac{i-1}{p} W \) to \( \frac{i}{p} W \) segment of the total work, where \( p \) is the number of processors. This can be readily done by traversing the tree in postorder and summing the contributions from each node as the traversal progresses.

### 4.6 Scale\textsubscript{ME}: A BRIEF DESCRIPTION

Scale\textsubscript{ME} is a portable implementation of the dynamic MLFMA for distributed memory computers, using the message passing paradigm. It uses the Message Passing Interface (MPI) for communication. As mentioned earlier, it is implemented as an application-independent kernel, which can be retrofitted into existing applications.

One of the motivations of the present work stems from the fact that there exists a large number of research and commercial electromagnetic/acoustic integral equation solvers which can benefit from a parallelized MLFMA and parallel processing power offered by an existing cluster of workstations.

However, implementing MLFMA on a distributed memory machine requires considerable expertise and time, which are often unavailable. Therefore, Scale\textsubscript{ME} aims at simplifying the effort required in exploiting the power of a parallel MLFMA by carefully hiding away the MLFMA-specific and the parallel-computer-specific technical details from the user. Such a design lets the user concentrate on the application specific details necessary to couple it with MLFMA through a fairly simple interface.

Scale\textsubscript{ME} uses the single program multiple data (SPMD) paradigm of parallel computing. That is, the same program runs on all the nodes. For a complete discussion of various parallel programming paradigms, we refer the reader to any standard textbook on parallel computing, for instance [21]. In the following, we shall refer to the program which is to be embedded with Scale\textsubscript{ME} as a host. There are
two interfaces to ScalMe: (1) the sequential host interface, and (2) the parallel host interface.

The sequential host interface is aimed at already existing sequential programs that need to be quickly retrofitted with ScalMe. It is essentially a master-slave strategy. To explain this further, assume that we have an integral equation solver that uses some iterative technique, say the conjugate gradient method (CGM). We wish to replace the current routine for matrix-vector products with the parallel MLFMA-based routine. Suppose that we are interested in solving only those problems for which the computational cost is dominated by matrix-vector products and we can neglect the cost of the rest of the computations, such as dot products. In such a situation, we would like to have our CGM routine running on one processor alone and we would like to use the rest of the processors for computing the matrix-vector products. The sequential host interface of ScalMe is designed precisely for this situation, in which the iterative solver runs one processor, but all the processors are used for computing the matrix-vector products. Note that in this case, the original code requires very minimal modification and the coupling between the host program and ScalMe is rather loose.

In contrast, the parallel host interface is directed at problems where the iterative solver itself is parallelized, such as a parallel GMRES solver, and runs on a multitude of processors. In this case, we need to embed ScalMe into the iterative solver. This requires a tighter coupling between the host program and ScalMe and hence may require considerable tuning of the original host program. However, it may be noted that the parallel host interface is really aimed at MOM codes that are already parallelized.

The current stable version of ScalMe has about 40 user-callable functions. These routines can be broadly divided into four categories:

1. Configuration routines;
2. Initializing and finalizing routines;
3. Execution routines or routines for the evaluation of matrix-vector products;
4. Routines for assisting external fine tuning.

Configuration routines are usually for setting the parameters that are invariant for the class of problems the application sets about to solve. Initialization routines, as the name implies, initialize the data structures and parameters for the given instance of a problem. The third class consists of the routines for controlling the evaluation of matrix-vector products. The fourth class of routines provide some assistance in exploiting some of the internal structure of MLFMA and allow an experienced user to fine tune the performance of ScalMe. In addition to these, the user has to supply ScalMe with three subroutines which describe the physics of the problem. Although the presence of such a large number of routines may sound intimidating, it is not so.
This is because ScaleME has been designed so that while offering a simple, intuitive and yet flexible interface, it also tries to follow the philosophy that what you don’t know should not hurt you! For a complete discussion of the features and interface to ScaleME we refer the reader to the user’s guide [22].

4.7 NUMERICAL EXPERIMENTS

As we mentioned earlier, ScaleME is an application-independent kernel which can be retrofitted into independently developed integral equation solvers. We have interfaced it with several such codes developed at the Center for Computational Electromagnetics of the University of Illinois. In this section, we report some results from one such code for demonstration purposes. For more details on this specific application, see [3].

The application considered is that of electromagnetic scattering from perfectly conducting obstacles. This is a classical and very important problem having a wide variety of applications. We shall first formulate the problem in terms of appropriate integral equations and describe the code in detail. We shall then report various results from this code. In the following discussion we shall use the following notations:

- \( k \): the free space wave number, \( m^{-1} \);
- \( \eta \): impedance of free space, \( \Omega \);
- \( S \): surface bounding the scatterer;
- \( \hat{t}, \hat{n} \): unit tangent and normal vectors at any given point on \( S \);
- \( \mathbf{J} \): induced surface electric current;
- \( \mathbf{H}^i, \mathbf{E}^i \): incident magnetic and electric field vectors;
- \( \mathbf{I} \): the unit dyad;
- \( \alpha \): combination coefficient of CFIE, \( \alpha \in [0, 1] \);
- \( \mathbf{r}, \mathbf{r}' \): position vectors in \( \mathbb{R}^3 \).

4.7.1 The Integral Equation Formulation

The scattering of electromagnetic waves from perfectly conducting objects can be formulated in terms of EFIE, given by

\[
\frac{i k \eta}{4 \pi} \cdot \int_S \mathbf{G}(\mathbf{r}, \mathbf{r}') \cdot \mathbf{J}(\mathbf{r}') \, dS' = -\hat{t} \cdot \mathbf{E}^i(\mathbf{r}), \quad \mathbf{r} \in S \quad (4.14)
\]
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with
\[
\tilde{\mathbf{G}}(\mathbf{r}, \mathbf{r}') = (\mathbf{I} - \frac{1}{k^2} \nabla \nabla') g(\mathbf{r}, \mathbf{r}') \quad \text{and} \quad g(\mathbf{r}, \mathbf{r}') = e^{i k |\mathbf{r} - \mathbf{r}'|}/|\mathbf{r} - \mathbf{r}'|
\]

If the surface bounding the object is closed, it can also be described using MFIE:
\[
-\hat{\mathbf{t}} \cdot \frac{\mathbf{J}(\mathbf{r})}{k} + \frac{1}{4\pi} \hat{\mathbf{t}} \cdot \hat{\mathbf{n}} \times \nabla \times \int_S g(\mathbf{r}, \mathbf{r}') \mathbf{J}(\mathbf{r}') \, dS' = -\hat{\mathbf{t}} \cdot \hat{\mathbf{n}} \times \mathbf{H}(\mathbf{r}) \quad (4.15)
\]

However, both EFIE and MFIE suffer from nonunique solutions at resonant frequencies. To alleviate this problem, electromagneticists often use CFIE, which is defined by the relation:
\[
\alpha \text{ EFIE} + \eta(1 - \alpha) \text{ MFIE}
\]

In order to numerically solve these equations, we model the surface using flat triangular patches and then expand the current in terms of the standard RWG basis functions [15]. That is, if \( f_m(\mathbf{r}) \) denotes the \( m \)th basis function, we expand the current \( \mathbf{J} \) as
\[
\mathbf{J} = \sum_{m=1}^{N} J_m f_m
\]
Using Galerkin’s method, the approximate integral equation is then reduced to a system of linear equations. The matrix element corresponding to the EFIE is given by
\[
Z_{mn}^E = \frac{i k n}{4\pi} \int_S dS f_m(\mathbf{r}) \cdot \tilde{\mathbf{G}}(\mathbf{r}, \mathbf{r}') \cdot f_n(\mathbf{r}') \, dS' \quad (4.16)
\]
and that corresponding to the MFIE is given by
\[
Z_{mn}^M = -\int_S dS f_m(\mathbf{r}) \cdot f_n(\mathbf{r})/2

+ \frac{1}{4\pi} \int_S dS f_m(\mathbf{r}) \cdot \hat{\mathbf{n}} \times \nabla \times \int_S g(\mathbf{r}, \mathbf{r}') f_n(\mathbf{r}') \, dS' \quad (4.17)
\]
The matrix element for the CFIE can then be derived as \( Z_{mn} = \alpha Z_{mn}^E + \eta(1 - \alpha) Z_{mn}^M \). Then, the integral equations reduce to the matrix equation:
\[
\tilde{\mathbf{Z}} \cdot \mathbf{I} = \mathbf{V}
\]
where
\[
V_m = -\left( \alpha \int_S f_m(\mathbf{r}) \cdot \mathbf{E}(\mathbf{r}) \, dS + \eta(1 - \alpha) \int_S f_m(\mathbf{r}) \cdot \hat{\mathbf{n}} \mathbf{H}(\mathbf{r}) \, dS \right)
\]
In order to use MLFMA for accelerating the matrix-vector computations, we need to define the radiation and receiving patterns associated with the basis and testing
functions [6, 9]. Starting with (4.3), it can be shown that the radiation pattern for the CFIE corresponding to the \( n \)th basis function, with respect to a given center of expansion \( c \), is given by

\[
F_m(\hat{s}) = k(\bar{r} - \hat{s}\hat{s}) \int_S f_m(r') e^{ik\hat{s} \cdot (c-r')} \, dS
\]  

(4.18)

Similarly, the receiving pattern corresponding to the \( n \)th testing function can be shown to be

\[
R_m(\hat{s}) = \frac{ik\eta}{4\pi} \left( \alpha(\bar{r} - \hat{s}\hat{s}) \cdot \int_S f_m(r) e^{ik\hat{s} \cdot (c-r')} \, dS \right.

\[
- (1 - \alpha)\hat{s} \times \int_S f_m(r) \times \hat{n} e^{ik\hat{s} \cdot (c-r')} \, dS \right)
\]  

(4.19)

We note that the matrix elements corresponding to sufficiently separated basis functions have a representation of the form

\[
Z_{mn} = \frac{i}{4\pi} \int_{S_0} \mu_{c,c'}(\hat{s}) F_m(\hat{s}) \cdot R_m(\hat{s}) \, d\Omega
\]

where \( \mu_{c,c'}(\hat{s}) \) is a complex function with a branch cut along the negative real axis and \( \hat{s} \in S_0 \) with \( S_0 = \{ r \in R^3 \mid |r| = 1 \} \).

### 4.7.2 The TRIMOM+ScaleME Code

This code was developed at the University of Illinois by combining an existing MOM code, called TRIMOM with \( \text{ScaleME} \). TRIMOM was originally developed in FORTRAN by Lu and Chew at the University of Illinois [23]. This code is also the backbone of the Fast Illinois Solver Code developed at the Center [24]. In order to retrofit TRIMOM to \( \text{ScaleME} \), three subroutines were added. The first function returns the center of a basis function given its index. The second implements the radiation pattern given by (4.18), taking three arguments, the center of expansion \( c \), the direction \( \hat{s} \) in which the radiation pattern is desired, and the index of the basis function. The third function implements the receiving pattern given by (4.19), whose semantics are similar to those for the radiation pattern. We note that this is typical of the work required for using \( \text{ScaleME} \) in an existing code [25]. After having verified the accuracy of the code, the domain decomposition (Section 4.5.2) was introduced and the higher levels of the code were rewritten in C.

A few general remarks are in order. First, all the results reported in this paper were computed with a low accuracy setting for MLFMA. This means that the number of multipole terms at each level was computed using the formula \( L = kD + 1.0 \log(kD + \pi) \), where \( kD \) is the diameter of the smallest sphere enclosing any box at a given level [26]. Furthermore, we have used a four-point Lagrange interpolation during the aggregation phase and a corresponding interpolation scheme during the downward pass.
4.7.3 Single Processor Performance

The first set of results we report is that of comparison of single processor performance of the new code to the well-tested code called FISC [24]. In order to do this, we choose the classical example of scattering from perfectly conducting spheres of various sizes. This comparison was carried out on an SGI Power Challenge series multiprocessor with 2-GB RAM, running at 90 MHz. During this test, the parameters of ScaleME, such as number of terms in the multipole expansions and the order of the interpolation, are chosen to match exactly with that of FISC. The results are plotted in Figure 4.4. It is seen that the ScaleME is about 23% slower than that of FISC. This is a very good performance since the MLFMA as implemented in FISC is tightly coupled to the MOM code and hence uses several specialized optimizations for efficiency. On the other hand, we see that the memory requirements for ScaleME are almost the same as those for FISC. This test demonstrates that the single processor performance of ScaleME is comparable to that of the best known sequential code.
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**Figure 4.4** Comparison of speed and the memory requirements for TRIMOM+ScaleME with FISC on a single processor. In the figure, the time for each iteration, denoted by “iter,” is in seconds and the memory, denoted by “Memory,” is in megabytes.
4.7.4 Processor Scaling

We now demonstrate the processor scaling of the dynamic MLFMA as implemented in ScaleE. Before we present the results, two remarks are in order. Note that in the case of dynamic MLFMA the number of terms in the multipole expansion—or its equivalent, the number of samples over the unit sphere—does not remain constant for all levels. As mentioned earlier, the number of samples of the unit sphere is directly proportional to the surface area of the cube. Hence, the cost of communicating multipole expansions between two processors depends heavily on the level of the expansion. As a consequence of this, the cost of communication is much higher for the dynamic MLFMA.

Another factor which makes the performance of dynamic MLFMA different from that of static codes is the interpolation/filtering operations. These operations tend to make the upward and downward passes more expensive.

With these observations in mind, we now present the results of a scaling study. We consider the case of the scattering of electromagnetic waves from a perfectly conducting sphere of diameter \( \frac{3a}{4} \) where \( a \) is the free-space wavelength. The sphere was modeled using 16 triangular facets. The resulting number of unknowns is 17,504. The code was run on an SGI Origin2000 at National Center for Supercomputing Applications (NCSA). The results are shown in Figure 4.5.

4.7.5 Large-Scale Problems

In order to demonstrate the ability to solve very-large-scale problems, we consider two cases. First, we solve the problem of scattering from a sphere of diameter 80\( \lambda \). The sphere was modeled using 3,981,312 unknowns. This problem was solved on 16 nodes of an SGI Origin2000 at the NCSA using a nine-level MLFMA. The total memory used was 15.12 GB. The time for setting up the MLFMA kernel was about 30 minutes and the average wall clock time for each matrix-vector product was about 552 seconds. The total solution time was 26 hours and 34 minutes, using a conjugate gradient solver, which took 78 iterations to converge to a residual error of \( 1.0 \times 10^{-8} \). We plot the bistatic RCS of the sphere and compare it with the analytical solution in Figure 4.6. Also in Figure 4.7 we show the average kernel time spent in each processor for each matrix-vector product, as an indicator of the load balance obtained.

For this problem, we have used the compressed translation operators and ghost boxes (Section 4.5.3) for the levels 2–5. We have used a “one buffer box” criterion to determine two boxes are far apart, that is \( m = 1 \) in Definition 4. With this condition, there are 316 translation matrices at each level. Table 4.1 shows the breakdown of the memory required for a single copy of the translation operators for the top four levels and the savings obtained using compressed operators and ghost boxes. In the table, the third column gives the memory required for a single translation operator.
and the fourth for all the translation matrices at the given level. The advantages of the technique are clearly seen from the table.

In the second example, we compute the RCS of a full-scale aircraft, namely a VFY218, at 500 MHz. The aircraft was modeled using 54,990 unknowns. This problem was solved on a Beowulf [27] class cluster, called Orion, of PCs running Linux. Each node of this cluster has a 350 MHz AMD K6-2 processor and 128 MB of RAM. The nodes are connected through a 100 Mbps ethernet and a 24 port, Xyplex Network’s Megaswitch which gives a maximum throughput of 3.2 Gbps. More details on the cluster can be found in [28].

The total memory used by ScalEM was 696 MB. For this problem we have used a built-in block diagonal preconditioner along with a CGNR solver. The setup time was about 265 seconds and each matrix vector product took 34.31 seconds. The solution to the vertical polarization required 68 iterations and that for the horizontal was 69 iterations. The bistatic RCS is presented in Figure 4.8.

An important issue that we addressed earlier was the domain decomposition. In TRIMOM+ScalEM, we use the MLFMA induced domain decomposition. Since the MLFMA induced decomposition uses only the information from the centers of
Figure 4.6 The Bistatic radar cross-section of the 80λ sphere for the vertical polarization. “Mie Series” refers to the analytical solution.

basis functions, this can be done in two steps in the case of the triangular patch modeling and RWG basis function-based discretization. First, the host program collects the list of all basis functions that are needed in each processor. Then, using the connection matrix relating the facets, edges, and nodes, the stored geometric data in each processor is trimmed to the bare minimum. We report the results of this in Table 4.2. The savings are obvious.

4.8 ScaleME-2: AN IMPROVED PARALLEL MLFMA

We have seen that as the problem size increases, the size of the radiation and receiving patterns also increases in proportion. In fact, we have noted earlier that the number of samples at the coarser levels of the tree is \(O(N)\), where \(N\) is the number of unknowns. This causes a deterioration in performance, owing to excessively long messages, in addition to many other memory bottlenecks.

ScaleME-2 is a new scheme that exploits certain insights gained while solving large-scale problems on distributed memory environments. It can be shown that better communication performance can be achieved by distributing the radiation and
Figure 4.7  The average time spent in the kernel for each matrix-vector product plotted against the processor ID. We use this as a measure of the load balance achieved.

Table 4.1  Memory Required at Each Level for the Translation Operators for the 80λ Sphere Problem and the Savings Obtained Using Compressed Translation Operators and Ghost Boxes

<table>
<thead>
<tr>
<th>Level</th>
<th>$N_s$</th>
<th>Memory (1) (MB)</th>
<th>Memory(Full) (MB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>170532</td>
<td>1.3</td>
<td>411.13</td>
</tr>
<tr>
<td>3</td>
<td>45004</td>
<td>0.343</td>
<td>108.50</td>
</tr>
<tr>
<td>4</td>
<td>12172</td>
<td>0.093</td>
<td>29.35</td>
</tr>
<tr>
<td>5</td>
<td>3532</td>
<td>27.6 (KB)</td>
<td>8.52</td>
</tr>
</tbody>
</table>

Memory required for one processor 557.5
Total memory for 16 processors (MB) 8,912
Memory for compressed operators (MB) 12.34
Total memory for ghost boxes (MB) 2,048
Savings in memory (MB) 6,674.6

Note: $N_s$ is the number of samples over the unit sphere corresponding to a given level (see Remark 2).
Figure 4.8  The Bistatic radar cross-section of the aircraft VFY218 at 500 MHz.

Table 4.2  Influence of Domain Decomposition on Memory Requirement for Geometric Data Structures

<table>
<thead>
<tr>
<th>Problem</th>
<th>Memory (before)</th>
<th>Memory (after)</th>
</tr>
</thead>
<tbody>
<tr>
<td>VFY-218</td>
<td>45.92 MB</td>
<td>11.29 MB</td>
</tr>
<tr>
<td>Sphere-80</td>
<td>3.24 GB</td>
<td>1.37 GB</td>
</tr>
</tbody>
</table>

receiving patterns of larger boxes across processors, instead of the boxes themselves. This is a consequence of the diagonalized translations and the excellent data locality of the interpolation and anterpolation schemes used in our MLFMA. A detailed discussion of this technique is beyond the scope of this chapter.

We have implemented this algorithm and using the new scheme we have been able to efficiently solve very large scale problems. In particular, we have solved the bistatic scattering from an aircraft (VFY218) at 8GHz. This simulation involved nearly **10.186 million** unknowns. The computations were done on a 128 processor SGI Origin 2000 supercomputer at the NCSA, University of Illinois. The total
The average time spent in the kernel for each matrix-vector product for the VFY218 plotted against the processor ID for the aircraft.

memory used was about 69 GB. The initialization phase required approximately one hour and the evaluation of a matrix-vector product required about 106s of wall clock time, and approximately the same amount of CPU time. Using a GMRES iterative solver with restart after 20 iterations, convergence to $1.0 \times 10^{-2}$ was achieved in 81 iterations for the V-polarization and in 77 iterations for the H-polarization. The total run time was about 7 hours and 15 minutes.

### 4.9 CONCLUSIONS

In this paper, we have presented the design and implementation details of a portable, distributed memory multilevel fast multipole kernel for electromagnetic and acoustic problems. The MLFMA was implemented as a library of user-callable functions. The Message Passing Interface was used for communications. Several efficient techniques have been developed for enhancing the parallel performance. Furthermore, the library can be retrofitted into existing electromagnetic codes without difficulty. We have incorporated this into an existing method of moments code for electromagnetic problems, and we have presented some representative results from this new
code. Work is currently in progress to incorporate new techniques to improve the communication algorithms.
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Multilevel Fast Multipole Algorithm at Very Low Frequencies

Junsheng Zhao and Weng Cho Chew

5.1 INTRODUCTION

For solving general two-dimensional (2D) and three-dimensional (3D) electromagnetic problems, a straightforward and accurate approach is to use the method of moments (MOM) to solve the integral equation where the current density or the charge density distribution is the unknown [1]. MOM generates a linear equation corresponding to a full matrix. For a conventional matrix solution, the required computer storage is $O(N^3)$, where $N$ is the number of unknowns, and the number of floating-point operations is $O(N^3)$ for direct inversion methods or $O(N^2)$ per iteration for plain iterative solvers. To expedite the matrix-vector multiplication, which is the most time-consuming part in plain iterative solvers, and to decrease the storage, a number of techniques have been proposed. There are the application of wavelet basis functions [2], the impedance matrix localization (IML) technique [3], the multilevel matrix decomposition algorithm (MLMDA) [4], the complex multipole beam approach (CMBA) [5], the fast inhomogeneous plane wave algorithm [6, 7], and the multilevel fast multipole algorithm (MLFMA) [8–24]. MLFMA is efficient, error controllable, and flexible. It is developed by combining the fast multipole method (FMM) and multilevel method with interpolation and anterpolation techniques.
FMM was originally proposed to evaluate particle simulations and to solve static integral equations [8], and then extended to solve acoustic wave scattering problems [9] and electromagnetic scattering problems by many researchers in both 2D and 3D cases [10–18]. By combining FMM and the multilevel method and applying the interpolation and anterpolation techniques [19] for the dynamic problems, the MLFMA was developed with \(O(N)\) computational complexity for static problems [16, 24] and with \(O(N \log N)\) computational complexity for dynamic problems [20–23].

The development of MLFMA makes it possible to calculate very large linear systems corresponding to an arbitrary structure without compromising numerical precision. The diagonalized-form dynamic 2D MLFMA [20] and 3D MLFMA [21–23] are excellent for the dynamic case, but cannot be used at low frequencies. The instability of the divergent series in the diagonalized translation matrix incurs a large error at low frequencies. The originally undiagonalized-form 2D and 3D dynamic MLFMA, with no reduction in the computational complexity in the dynamic case, can reduce the computational complexity at low frequencies, but cannot be applied directly. The arguments of the Bessel-type functions, Hankel and Bessel functions for 2D MLFMA and spherical Hankel and spherical Bessel functions for 3D MLFMA, appearing in the translation matrices are very small. Due to the asymptotic behaviors of Bessel-type functions with small arguments, the multipole amplitudes of cylindrical waves for 2D cases and spherical waves for 3D cases are either very large or very small at any level. If the magnitudes of these numbers are not suppressed, this algorithm is useless, because the values of elements in translation matrices can easily yield floating-point overflows halting the computation.

In the simulation of electromagnetic phenomena in microwave integrated circuits where the simulated object can be a tiny fraction of the wavelength but the number of unknowns may be very large, neither the static MLFMA nor the dynamic MLFMA can be used. The original 3D undiagonalized dynamic FMM is applied to simulate the electromagnetic compatibility (EMC) problems [25]. Due to the intrinsic drawbacks of the 3D undiagonalized dynamic FMM discussed above, it cannot work at very low frequencies. The fine details cannot be simulated accurately. Therefore, fast 2D and 3D algorithms which can work at very low frequencies must be developed to bridge the gap from static to electrodynamic.

Based on the 2D and 3D originally undiagonalized dynamic MLFMA, 2D and 3D low-frequency multilevel fast multipole algorithms (LF-MLFMA) with a computational complexity of \(O(N)\) are developed for low-frequency problems [26–28]. The memory requirements and the workload per iteration for the normalized LF-MLFMA all scale as \(O(N)\). From the 3D LF-MLFMA, a more explicit and succinct representation of the static MLFMA is also derived [28]. The matrix rotation technique [29] is applied to the normalized 3D LF-MLFMA and the static MLFMA to save storage without increasing the order of the workload [30]. Some symmetries of the translation matrices along the \(z\) direction for the very low frequency case and the
static case are also derived to further reduce storage. In this chapter, we will describe the 2D and 3D LF-MLFMA and the matrix rotation techniques.

5.2 TWO-DIMENSIONAL MULTILEVEL FAST MULTIPOLE ALGORITHM AT VERY LOW FREQUENCIES

In this section, we will first repeat the review of the undiagonalized and the diagonalized dynamic MLFMA as was done in Chapter 2. Then based on the 2D undiagonalized dynamic MLFMA, by applying the normalization idea [31] for 3D problems at low frequencies, we derive the 2D LF-MLFMA. The efficiency test and some numerical results will also be given.

5.2.1 Core Equation of the 2D Undiagonalized Dynamic MLFMA

To implement the 2D MLFMA, the entire cross-section of the object is first enclosed in a large square, which is then partitioned into four smaller subsquares. Each subsquare is then recursively subdivided into smaller subsquares until the smallest squares are obtained. The dimensions of the smallest squares depend on the structure of the object, or more precisely, on the property of the current distribution. The center of each square is the new center for outgoing or incoming waves.

As shown in Figure 5.1, a source point \( \rho_j \) is located in group \( J \) whose center is at \( \rho_J \), and a field point \( \rho_i \) is located in group \( I \) whose center is at \( \rho_I \). There is no overlap between group \( I \) and group \( J \). The vector from the source point \( \rho_j \) to the

\[ \text{Figure 5.1} \quad \text{Source and field positions and their relative groups.} \]
field point $\mathbf{r}_i$ is
\[ \mathbf{r}_{ij} = \mathbf{r}_i - \mathbf{r}_j \] (5.1)
The amplitude and the angle of vector $\mathbf{r}_{ij}$ are $\rho_{ij}$ and $\phi_{ij}$, respectively. Vector $\mathbf{r}_{ij}$ can be represented as
\[ \mathbf{r}_{ij} = \mathbf{r}_{i1} - (\mathbf{r}_{j1} - \mathbf{r}_{t1}) \] (5.2)
By applying the addition theorem for Hankel’s function of high order, we have the core equation of the 2D undiagonalized dynamic MLFMA:
\[ \alpha_{nm} (\mathbf{r}_{ij}) = \sum_{N=-\infty}^{+\infty} \sum_{M=-\infty}^{+\infty} \beta_{nm} (\mathbf{r}_{11}) \alpha_{NM} (\mathbf{r}_{1j}) \beta_{Mm} (\mathbf{r}_{tj}) \] (5.3)
where
\[ \alpha_{nm} (\mathbf{r}_{ij}) = H_n^{(1)} (k_r \rho_{ij}) e^{-i(n-m)\phi_{ij}} \] (5.4)
\[ \beta_{nm} (\mathbf{r}_{ij}) = J_n^{(1)} (k_r \rho_{ij}) e^{-i(n-m)\phi_{ij}} \] (5.5)
Equation (5.3) can also be written in matrix form as [27]
\[ \mathbf{c}_{ij} = \mathbf{\beta}_{11} \cdot \mathbf{c}_{1j} \cdot \mathbf{\beta}_{ij} \] (5.6)
As discussed in Chapter 2, MLFMA expedites the matrix-vector multiplication by dividing the calculation into two parts: the aggregation and the translation-disaggregation. The aggregation process can be described as
\[ \mathbf{b}_{k'(i+1)} = \sum_{k \in \mathcal{G}_{k'(i+1)}} \mathbf{\beta}_{kk'} \cdot \mathbf{b}_{k(i)} \] (5.7)
where $\mathbf{b}_{k(i)}$ and $\mathbf{b}_{k'(i)}$, respectively, are amplitude vectors of the outgoing cylindrical harmonics for group $k'$ at level $l + 1$ and group $k$ at level $l$, $\mathcal{G}_{k'(i+1)}$ represents all the child groups at level $l$ of group $k'$ at level $l + 1$, and $\mathbf{\beta}_{kk'}$ is the aggregation translator from group $k$ to group $k'$. The translation-disaggregation process can be described as
\[ \mathbf{s}_{k(i)} = \sum_{m \in g_{k(i)}} \mathbf{\alpha}_{mk} \cdot \mathbf{b}_{m(i)} + \mathbf{\beta}_{kk'} \cdot \mathbf{s}_{k'(i+1)} \] (5.8)
where $\mathbf{s}_{k(i)}$ and $\mathbf{s}_{k'(i+1)}$, respectively, are amplitude vectors of the incoming cylindrical harmonics for group $k$ at level $l$ and group $k'$ at level $l + 1$, $g_{k(i)}$ represents the groups which are separated from group $k$ at level $l$ but within the nearby groups of group $k'$ at level $l + 1$, $\mathbf{\alpha}_{mk}$ and $\mathbf{\beta}_{kk'}$ are relative translators.
Equations (5.3) and (5.6) cannot be used directly in either the dynamic case or the quasi-static case (very low frequency case). For the dynamic case, the number of multipole cylindrical harmonics of a group is proportional to the group size at
any level. Hence, the computational complexity is still \(O(N^2)\) [10–12, 20–22]. No reduction in the order of the computational complexity is achieved.

For very low frequency cases, the number of the multipole cylindrical harmonics can be chosen the same at different levels due to the scale invariance of the Laplace equation. Consequently, the computational complexity is reduced to \(O(N)\). However, other problems appear.

When the frequency becomes very low compared to the dimensions, the arguments of the Bessel and Hankel functions in the translation matrices \(\mathcal{F}\) and \(\mathcal{C}\) are very small. Therefore, the elements in \(\mathcal{F}\) are very small, tending to zero, whereas the elements in \(\mathcal{C}\) are very large, tending to infinity. It can be seen from (5.3) that a moderate value is formed by a summation of a series where every term is formed by the product of a very large value and a very small value. If the magnitudes of these numbers are not suppressed, this formula is useless, because the values of elements in translation matrices easily exceed the floating number range resulting in floating-point underflows or overflows.

### 5.2.2 Core Equation of the 2D Diagonalized Dynamic MLFMA

The factorization in (5.3) can be used potentially to reduce computational labor in a matrix vector multiplication because it allows the grouping of source points and receiving points. Unfortunately, the \(\mathcal{C}\) matrices are dense matrices. Hence, there is no reduction in computational cost for dynamic cases. We need to diagonalize the \(\mathcal{C}\) matrix for dynamic cases. To achieve the diagonalization of the \(\mathcal{C}\) matrix, by representing the elements in \(\mathcal{F}\) in plane waves by using its integral representation, we have the core equation of the 2D diagonalized dynamic MLFMA [20, 22], (see Chapter 2):

\[
\alpha_{nm}(\rho_{ij}) = \frac{1}{2\pi} \int_0^{2\pi} d\alpha e^{i\alpha - \tilde{\omega}} e^{i k_p \rho_{ij} \cos(\alpha + \phi_{ij})} \tilde{\alpha}_{I,J}(\alpha)
\]

\[
e^{i k_p \rho_{ij} \cos(\alpha + \phi_{ij})} e^{-i m (\alpha - \tilde{\omega})}
\]

\[\tilde{\alpha}_{I,J}(\alpha) = \sum_p H_p^{(1)}(k_p \rho_{I,J}) e^{-ip(\phi_{I,J} + \alpha - \tilde{\omega})} \tag{5.9}\]

Equation (5.9) above represents the diagonal form of (5.3), where the middle factor \(\tilde{\alpha}_{I,J}(\alpha)\) is diagonal, so that instead of a double summation in (5.3), (5.9) has only one single integral. The calculation of \(\alpha_{nm}(\rho_{ij})\) via (5.9) is much more efficient than via (5.3).

The summation of (5.10) is divergent if taken over an infinite range. The reason is that \(H_p^{(1)}(k_p \rho_{I,J})\) becomes infinitely large when \(|p| \to \infty\). Therefore, the summation in (5.10) does not converge. To prevent this from happening, the summation in (5.10) should be truncated (see Chapter 2).
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From (5.9) we can see the relations between strengths of cylindrical harmonics and plane waves are [20]

\[ \tilde{b}_{k(l)}(\alpha) = \sum_{n=-N_l}^{N_l} e^{-in(\alpha - \pi/2)} [b_{k(l)}]_n \]  

(5.11)

\[ [b_{k(l)}]_n = \frac{1}{2\pi} \int_{0}^{2\pi} d\alpha e^{in(\alpha - \pi/2)} \tilde{b}_{k(l)}(\alpha) \]  

(5.12)

where \( b_{k(l)} \) and \( \tilde{b}_{k(l)} \) are, respectively, the amplitude vectors of the cylindrical harmonics and the plane waves of the \( k(l) \)th group at level \( l \). The interpolation and anterpolation techniques are used in aggregation and disaggregation separately to solve the problem of unequal sampling rates at different levels. With the application of these techniques, the computational complexity is reduced to \( O(N \log N) \).

5.2.3 2D Uniformly Normalized LF-MLFMA

Although the derivation of the dynamic algorithm is completely valid, when the frequency becomes very low compared to the relevant dimensions, the divergent series in the diagonalized translation matrix \( \bar{\tau} \) in (5.10) is unstable. Therefore, the 2D diagonalized dynamic algorithm (5.9) cannot be used for the quasi-static case. As mentioned above and will be proved later, the computational complexity is \( O(N) \) without diagonalizing the translation matrices for the quasi-static case. The only problems are that the elements in \( \bar{\beta} \) tend to zero and the elements in \( \bar{\tau} \) tend to infinity, making floating-point overflows appear during computing. To solve these problems, we apply the normalization idea for the 3D problem at low frequencies [31] to keep moderate all the values of the amplitudes of outgoing harmonics \( \mathbf{b} \) and the amplitudes of the incoming harmonics \( \mathbf{s} \) throughout the computation, and meanwhile \( \bar{\beta} \) and \( \bar{\tau} \) are floating-point-overflow controllable during computing [26].

By considering the asymptotic behaviors of the Bessel-type functions when the argument tends to zero [32, 33], we can define normalized Bessel, Neumann, and Hankel functions with moderate values as follows [26]:

\[ J_n^N(x) = \frac{1}{|n|} J_n(x) \]  

(5.13)

\[ Y_n^N(x) = i^{|n|} Y_n(x) \]  

(5.14)

\[ H_n^{(i)N}(x) = i^{|n|} H_n^{(i)}(x) \]  

(5.15)

where the superscript \( N \) denotes the normalized terms. This notation is used all through this chapter. The term \( t \) is a normalization factor that satisfies \( \frac{1}{t} \sim O(1) \). All these normalized Bessel-type functions can be calculated by recurrence method.
By considering the asymptotic property of matrix $\mu$, we can see from (5.6) that the amplitudes of the multipole cylindrical harmonics of a group $k^{(1)}_m$ at the finest level $\left[ b^{(1)}_{k^{(1)}_m} \right]_m$ scales $O(t^{-|m|})$ when $t \to 0$, where $t$ is the normalization factor that satisfies $\frac{k^{(1)}_m \rho^{(1)}_{k^{(1)}_m}}{t} \sim O(1)$, and $\bar{\rho}^{(1)}_{k^{(1)}_m}$ is the average distance from the subscatterers in group $k^{(1)}_m$ to their group center. Therefore, $\frac{1}{\bar{\rho}^{(1)}_{k^{(1)}_m}} \left[ b^{(1)}_{k^{(1)}_m} \right]_m \sim O(1)$ when $t \to 0$.

Since the interaction should be of moderate value, the amplitude of the incoming multipole cylindrical harmonics $\left[ S_{k^{(1)}_m} \right]_m \sim O(t^{-|m|})$ when $t \to 0$. Therefore, $t^{|m|} \left[ S_{k^{(1)}_m} \right]_m \sim O(1)$, when $t \to 0$.

The multipole amplitude $\left[ b_{k^{(1)}_m} \right]_m$ at a coarser level $l (l > 1)$ obtained by multilevel aggregation must be the same as those obtained by assuming this level to be the finest level. Applying the discussion above, we derive that $\left[ b_{k^{(1)}_m} \right]_m \sim O(t^{-|m|})$ when $t \to 0$. Performing the same analysis on $\left[ S_{k^{(1)}_m} \right]_m$, we derive that $\left[ S_{k^{(1)}_m} \right]_m \sim O(t^{-|m|})$ when $t \to 0$. Therefore, we can normalize $\left[ b_{k^{(1)}_m} \right]_m$ and $\left[ S_{k^{(1)}_m} \right]_m$ as follows [26]:

$$\left[ b_{k^{(1)}_m} \right]_m = \frac{1}{t^{m_1}} \left[ b_{k^{(1)}_m} \right]_m \quad (5.16)$$

$$\left[ S_{k^{(1)}_m} \right]_m = t^{m_1} \left[ S_{k^{(1)}_m} \right]_m \quad (5.17)$$

All of the normalized amplitudes of the outgoing and incoming multipole cylindrical harmonics are of moderate value. Comparing (5.4) to (5.5) and applying (5.13) and (5.15), we derive the translation matrices for the normalized multipole amplitude in terms of the normalized Bessel and Hankel functions as follows [26]:

$$\left[ \alpha_{ij}^{N}(\rho_{ij}, t) \right]_{mn} = t^{-|m|+|n|+|m-n|} J_{m-n}^{(1)N}(kp_{ij}) e^{-i(m-n)\phi_{ij}} \quad (5.18)$$

$$\left[ \beta_{ij}^{N}(\rho_{ij}, t) \right]_{mn} = t^{l/|l|-1/2} J_{l/2}^{N}(k\rho_{ij}) e^{-i(m-n)\phi_{ij}} \quad (5.19)$$

where $l < l >$ are the index number of the cylindrical harmonics at the lower level and the higher level between $m$ and $n$, separately. The term $t$ is the normalization coefficient. With these normalizations, the core equation of the 2D LF-MLFMA for the quasi-static case is

$$\alpha_{ij}^{N}(\rho_{ij}, t) = \beta_{ij}^{N}(\rho_{ij}, t) \cdot \alpha_{ij}^{N}(\rho_{ij}, t) \cdot \beta_{ij}^{N}(\rho_{ij}, t) \quad (5.20)$$

In (5.18) and (5.19), because $t \leq 1$,

$$t^{-|m|+|n|+|m-n|} \leq 1 \quad (5.21)$$
Only floating-point underflow may appear during computing, but it does not pose a problem as the possible floating-point underflow terms are exponential functions. Also because the multipole amplitudes at any level are of moderate value, $[\beta^N]_{mn}$ or $[\alpha^N]_{mn}$ with very small value plays a trivial role. Ignoring the elements that may cause a floating-point underflow will not decrease the precision of the final results. Therefore, the normalized algorithm is precise and the floating-point overflow during computing is avoided.

5.2.4 Nonuniformly Normalized Form of 2D LF-MLFMA

The uniformly normalized 2D LF-MLFMA (5.20) can be applied directly at very low frequencies or for very small structures compared to the wavelength without a significant variation in discretization size. For problems whose geometry property or material properties vary significantly in some subareas, we need to choose different normalization coefficients at different subareas because adaptive meshing techniques may be used to describe the geometry. In this case, we modify the uniformly normalized 2D LF-MLFMA to the nonuniformly normalized form as

\[
\alpha_{mn}^N (\rho_{ij}, t_{ij}) = \sum_{N=-\infty}^{+\infty} \sum_{M=-\infty}^{+\infty} \left( \frac{t_{ij}}{t_{II}} \right)^{|m|} \beta_{nN}^N (\rho_{II}, t_{II}) \left( \frac{t_{II}}{t_{IJ}} \right)^{|N|} \alpha_{NM}^N (\rho_{IJ}, t_{IJ}) \left( \frac{t_{IJ}}{t_{JJ}} \right)^{|M|} \beta_{MN}^N (\rho_{JJ}, t_{JJ}) \left( \frac{t_{JJ}}{t_{JJ}} \right)^{|M|} \beta_{MM}^N (\rho_{JJ}, t_{JJ}) \left( \frac{t_{JJ}}{t_{JJ}} \right)^{|M|}
\]

(5.23)

where $t_{ij}, t_{II}, t_{IJ},$ and $t_{IL}$ are, respectively, normalization coefficients for $\alpha_{mn} (\rho_{ij}, t_{ij})$, $\alpha_{NM} (\rho_{IJ}, t_{IJ})$, $\beta_{nN} (\rho_{II}, t_{II})$, and $\beta_{MM} (\rho_{JJ}, t_{JJ})$ and are indicated in parentheses of these translators.

This normalized algorithm is easily merged with the dynamic algorithm to solve the large-scale problem with dense subgridded areas. Figure 5.2 shows the group structure for a conducting cylinder whose cross-section is an ogive. In the dense subgridded areas, more levels are needed to reach the small group size required in these areas. We can first use the normalized algorithm and then switch to the dynamic algorithm when the group size is large enough to meet the requirement of the dynamic algorithm. The switch between these two algorithms can be easily done with the help of (5.11) and (5.12) and the relative normalization coefficients.

5.2.5 Computational Complexity of 2D LF-MLFMA

In the implementation of the 2D LF-MLFMA, only nonempty groups are stored and calculated at any level. Assuming there are on the average $M$ subscatterers...
in each group at the finest level, then the floating-point operations that are relevant directly with subscatterers are the aggregation from subscatterers to the finest level, the disaggregation from the finest level to subscatterers, and the interactions of the neighbor terms. The workload is

\[ T_0 = C_0^i MN + C_0'' KN = (C_0^i M + C_0'' K)N \]  \hspace{1cm} (5.24)

where \( N \) is the number of unknowns, and \( K \) is the number of the multipole cylindrical harmonics at the finest level.

The number of the groups at the next coarser level is roughly \( \frac{1}{7} \) of that at the current level. \( I \) is smaller than 4 for 2D cases. The number of levels needed in the 2D LF-MLFMA is roughly

\[ L = \log \left( \frac{N}{M} \right) - 1 \]  \hspace{1cm} (5.25)

For the low-frequency case, or when all the groups at different levels are much smaller than the wavelength, the number of the multipole cylindrical waves can be chosen the same at different levels due to the scale invariance of the low-frequency case. We index the levels from the finest level to the coarsest level successively with \( l = 1, 2, \ldots, L \). The workload for the aggregation from level \( l \) to level \( l + 1 \) and the
disaggregation from level $l + 1$ to level $l$ are

$$T_i^l = \begin{cases} 
\frac{\mu C^l}{T} \left( \frac{1}{l+1} \right)^l N K^2, & l = 1, 2, \ldots, L - 1 \\
0, & l = L
\end{cases}$$  \hspace{1cm} (5.26)

The workload for the translations at level $l$ is

$$T_i^l = C^l \left( \frac{1}{l} \right)^l N K^2, \hspace{1cm} l = 1, 2, \ldots, L$$  \hspace{1cm} (5.27)

The total workload per iteration needed in the normalized 2D MLFMA is

$$T = T_0 + \sum_{i=1}^{L} (T_i^l + T_i^l)$$

$$= \left\{ (C_0 M + C_0 K) + \left[ C^l \left( 1 - \frac{1}{l+1} \right) + C^l + \left( \frac{1}{l^2} \right) \right] \frac{K^2}{M} \right\} N$$  \hspace{1cm} (5.28)

$$= \left\{ (C_0 M + C_0 K) + (C^l + C^l) \frac{K^2}{M} \right\} N - (C^l) I K^2$$

Therefore, the workload per iteration is clearly $O(N)$ when $N \to \infty$ such that the scatterer size is still in the low-frequency regime. The memory requirement is also $O(N)$ because only nonempty groups are stored at any level.

Figures 5.3 and 5.4, respectively, show the comparison of the CPU time per iteration and the CPU time for setup between the 2D LF-MLFMA and the plain conjugate gradient (CG) method. Figure 5.5 shows the memory requirements for the 2D LF-MLFMA and the plain CG versus the number of unknowns. The 2D LF-MLFMA is more efficient even for a small number of unknowns. It is clear that the computational complexity of the 2D LF-MLFMA is $O(N)$, where $N$ is the number of unknowns.

### 5.2.6 Applying 2D Dynamic MLFMA and LF-MLFMA to CFIE for PEC Structures

In this section, we will show how to apply 2D dynamic MLFMA and LF-MLFMA to solve the combined fields integral equation (CFIE) for TM polarization and TE polarization, respectively. For simplicity, we only describe the two-level case. The general multilevel cases are straightforward extensions from the two-level case.

#### 5.2.6.1 CFIE for TM Polarization

For TM polarization, the incident electric fields are parallel to the axis of the scattering cylinder. Assuming the axis of the cylinder is $z$, the induced current is $z$-directed and
Figure 5.3  Comparison of the CPU time for setup versus the number of unknowns between normalized 2D MLFMA and plain CG method.

Figure 5.4  Comparison of the CPU time per iteration versus the number of unknowns between normalized 2D MLFMA and plain CG method.
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Figure 5.5  Comparison of the memory requirements versus the number of unknowns between normalized 2D MLFMA and plain CG method.

\[ \frac{\omega \mu}{4} \int_C H_0^{(1)}(k | \rho - \rho' |) J_z(\rho')d\rho' = E_z^{inc}(\rho), \quad \rho \text{ on } C \]  (5.29)

where \( E_z^{inc}(\rho) \) is the incident electric field, \( J_z(\rho) \) is the induced current, and \( C \) is the boundary of the cylinder. The MFIE is

\[ -\frac{i}{4} \int_C \hat{n} \cdot \nabla H_0^{(1)}(k | \rho - \rho' |) J_z(\rho')d\rho' = \frac{1}{\eta}(\hat{n} \cdot \hat{k}) E_z^{inc}(\rho), \quad \rho \to C^- \]  (5.30)

where \( \hat{n} \) is the outward normal unit vector of the cylinder. The CFIE is the linear combination of the EFIE and MFIE. It can be constructed as

\[ \text{CFIE} = \xi \text{EFIE} + (1 - \xi)\eta \text{MFIE} \]  (5.31)

By expanding \( J_z(\rho) \) in terms of a set of local basis functions

\[ J_z(\rho) = \sum_{j=1}^{L} I_j J_j(\rho) \]
and testing (5.31) by a set of local testing functions \(J_{i}(\rho), \ i = 1, 2, \ldots, L\), we obtain the matrix equation of the CFIE:

\[
\mathbf{Z}^{CE} \cdot \mathbf{I} = \mathbf{V}^{CE}
\]

(5.32)

where \(\mathbf{I}\) represents the current, and

\[
Z_{ij}^{CE} = \int_{C_i} dl_i \int_{C_j} dl_j J_i(\rho_i) g_{ij}^{CEK} J_j(\rho_j)
\]

(5.33)

\[
g_{ij}^{CEK} = \frac{k\eta}{4} \left[ \xi - \frac{i(1 - \xi)}{k} \hat{n}_i \cdot \nabla_i \right] H_0^{(1)}(k|\rho_i - \rho_j|)
\]

(5.34)

\[
V_i^{CE} = \int_{C_i} J_i(\rho_i) E_i^{CEK} dl_i
\]

(5.35)

\[
E_i^{CEK} = \left[ \xi + (1 - \xi)(\hat{n}_i \cdot \hat{k}) \right] E_{z_{\text{inc}}}(\rho_i)
\]

(5.36)

First, we describe how to apply the 2D dynamic MLFMA to expedite the matrix-vector multiplication. From the core equation of the 2D diagonalized dynamic MLFMA (5.9), we have

\[
H_0^{(1)}(k|\rho_i - \rho_j|) = \frac{1}{2\pi} \int_{0}^{2\pi} d\alpha e^{ik\rho_{r\alpha} \cos(\alpha + \phi_{r\alpha})} \tilde{\alpha}_{IJ}(\alpha) e^{ik\rho_{j\alpha} \cos(\alpha + \phi_{j\alpha})}
\]

(5.37)

where \(I\) and \(J\) are the groups in which \(i\) and \(j\) reside, respectively. Substituting (5.37) in (5.34) leads to

\[
g_{ij}^{CEK} = \frac{k\eta}{4} \left[ \xi - \frac{i(1 - \xi)}{k} \hat{n}_i \cdot \nabla_i \right] \int_{0}^{2\pi} d\alpha e^{ik\rho_{r\alpha} \cos(\alpha + \phi_{r\alpha})} \tilde{\alpha}_{IJ}(\alpha) e^{ik\rho_{j\alpha} \cos(\alpha + \phi_{j\alpha})}
\]

(5.38)

In (5.38),

\[
\hat{n}_i \cdot \nabla_i e^{ik\rho_{r\alpha} \cos(\alpha + \phi_{r\alpha})} = ike^{ik\rho_{r\alpha} \cos(\alpha + \phi_{r\alpha})} \hat{n}_i \cdot \nabla_i \{\rho_{r\gamma m} \cos(\alpha + \phi_{r\gamma m})\} = ike^{ik\rho_{r\alpha} \cos(\alpha + \phi_{r\alpha})} \hat{n}_i \cdot \nabla_i \{(x_i - x_J) \cos \alpha - (y_i - y_J) \sin \alpha\} = ike^{ik\rho_{r\alpha} \cos(\alpha + \phi_{r\alpha})} (n_{ix} \cos \alpha - n_{iy} \sin \alpha)
\]

(5.39)

By applying (5.38) and (5.39) in (5.33), we have

\[
Z_{ij}^{CE} = \frac{k\eta}{4} \int_{0}^{2\pi} d\alpha \int_{C_i} dl_i J_i(\rho_i) \left[ \xi + (1 - \xi)(n_{ix} \cos \alpha - n_{iy} \sin \alpha) \right] e^{ik\rho_{r\alpha} \cos(\alpha + \phi_{r\alpha})} \tilde{\alpha}_{IJ}(\alpha) e^{ik\rho_{j\alpha} \cos(\alpha + \phi_{j\alpha})}
\]

(5.40)
If the CG method is used to solve the CFIE, the transpose of the impedance matrix is also needed. Similarly, we have

\[
Z_{ji}^{CE} = \int_{C_{i}} d\ell_{j} \int_{C_{i}} d\ell_{i} J_{ij}(\rho_{j}) g_{ij}^{CEK}(\rho_{i})
\]

\[
= \int_{C_{j}} d\ell_{j} \int_{C_{j}} d\ell_{i} J_{ij}(\rho_{j}) J_{ji}(\rho_{i})
\]

\[
= \frac{k\eta}{4} \left[ \xi - \frac{i(1 - \xi)}{k} \hat{n}_{j} \cdot \nabla_{j} \right] H_{0}^{(1)}(k|\rho_{j} - \rho_{i}|)
\]

\[
= \frac{k\eta}{4} \left[ \xi - \frac{i(1 - \xi)}{k} \hat{n}_{j} \cdot \nabla_{j} \right] H_{0}^{(1)}(k|\rho_{i} - \rho_{j}|)
\]

\[
= \frac{k\eta}{4} \frac{1}{2\pi} \int_{0}^{2\pi} d\alpha
\]

\[
\int_{C_{j}} d\ell_{j} J_{i}(\rho_{j}) [\xi + (1 - \xi)(-n_{jx} \cos \alpha + n_{jy} \sin \alpha)] e^{ik\rho_{i} \cos(\alpha + \phi_{j})}
\]

\[
\tilde{\xi}_{\alpha J}(\alpha) \int_{C_{j}} d\ell_{j} J_{i}(\rho_{j}) e^{ik\rho_{j} \cos(\alpha + \phi_{j})}
\]

(5.41)

Second, we apply the 2D LF-MLFMA to expedite the matrix-vector multiplication. Equation (5.34) can be rewritten as

\[
g_{ij}^{CEK} = \frac{k\eta}{4} \left[ \xi - \frac{i(1 - \xi)}{k} \hat{n}_{i} \cdot \nabla_{i} \right] H_{0}^{(1)}(k|\rho_{i} - \rho_{j}|)
\]

\[
= \frac{k\eta}{4} \left( \xi H_{0}^{(1)}(k\rho_{ij}) + \frac{i(1 - \xi)}{2} \right)
\]

\[
\left[ \hat{n}_{i} H_{1}^{(1)}(k\rho_{ij}) e^{-i\phi_{ij}} - \hat{n}_{i} H_{1}^{(1)}(k\rho_{ij}) e^{i\phi_{ij}} \right]
\]

(5.42)

where

\[
\hat{n}_{i} = n_{ix} + \hat{m}_{ix}
\]

By applying the core equation of the 2D LF-MLFMA (5.23), we have

\[
g_{ij}^{CEK} = \frac{k\eta}{4} \sum_{N=-\infty}^{+\infty} \sum_{M=-\infty}^{+\infty} \beta_{NM}^{ND} (\rho_{i}, t_{i}) \left( \frac{t_{ij}}{t_{ij}} \right)^{|N|} \alpha_{NM}^{N} (\rho_{j}, t_{jj}) \left( \frac{t_{ij}}{t_{jj}} \right)^{|M|} \beta_{M0}^{N} (\rho_{j}, t_{jj})
\]

(5.43)
where
\[
\beta_{ON}^{ND}(\rho_{II}, t_{II}) = \xi \beta_{ON}^{N}(\rho_{II}, t_{II}) \\
+ \frac{i(1 - \xi)}{2l_{II}} \left( \hat{\alpha}_{II}^{N}(\rho_{II}, t_{II}) - \hat{\alpha}_{II}^{N}(\rho_{II}, t_{II}) \right)
\]  
(5.44)

By applying (5.43) in (5.33), we have
\[
Z_{ij}^{\text{CE}} = \frac{\kappa_{ij}}{4} \sum_{N=-\infty}^{+\infty} \sum_{M=-\infty}^{+\infty} \int_{C_{ij}} d\xi_{j} J_{i}(\rho_{i}) \beta_{ON}^{N}(\rho_{II}, t_{II}) \left( \frac{t_{II}}{t_{IJ}} \right)^{[N]} \\
\alpha_{NM}^{N}(\rho_{IJ}, t_{II}) \left( \frac{t_{IJ}}{t_{IJ}} \right)^{[M]} \int_{C_{ij}} d\xi_{j} J_{j}(\rho_{j}) \beta_{M0}^{N}(\rho_{IJ}, t_{IJ})
\]  
(5.45)

Similarly, we have
\[
g_{ij}^{\text{CEK}} = \frac{\kappa_{ij}}{4} \left[ \xi - \frac{i(1 - \xi)}{k} \hat{n}_{j} \cdot \nabla_{j} \right] H_{0}^{(1)}(k||\rho_{j} - \rho_{i}|)
\]
\[
= \frac{\kappa_{ij}}{4} \left[ \xi - \frac{i(1 - \xi)}{k} \hat{n}_{j} \cdot \nabla_{j} \right] H_{0}^{(1)}(k||\rho_{i} - \rho_{j}|)
\]
\[
= \frac{\kappa_{ij}}{4} \left\{ \xi H_{0}^{(1)}(k p_{ij}) - \frac{i(1 - \xi)}{2} \left[ \hat{n}_{i} H_{0}^{(1)}(k \rho_{ij}) e^{-ik \phi_{ij}} - \hat{n}_{i} H_{0}^{(1)}(k \rho_{ij}) e^{ik \phi_{ij}} \right] \right\}
\]  
(5.46)

where
\[
\beta_{M0}^{N}(\rho_{IJ}, t_{IJ}) = \xi \beta_{M0}^{N}(\rho_{II}, t_{IJ}) \\
- \frac{i(1 - \xi)}{2l_{IJ}} \left( \hat{\alpha}_{M}^{N}(\rho_{II}, t_{IJ}) - \hat{\alpha}_{M}^{N}(\rho_{II}, t_{IJ}) \right)
\]  
(5.47)

By applying (5.46) in (5.33), we have
\[
Z_{ij}^{\text{CE}} = \frac{\kappa_{ij}}{4} \sum_{N=-\infty}^{+\infty} \sum_{M=-\infty}^{+\infty} \int_{C_{ij}} d\xi_{j} J_{i}(\rho_{i}) \beta_{ON}^{N}(\rho_{II}, t_{II}) \left( \frac{t_{II}}{t_{IJ}} \right)^{[N]} \\
\alpha_{NM}^{N}(\rho_{IJ}, t_{II}) \left( \frac{t_{IJ}}{t_{IJ}} \right)^{[M]} \int_{C_{ij}} d\xi_{j} J_{j}(\rho_{j}) \beta_{M0}^{N}(\rho_{IJ}, t_{IJ})
\]  
(5.48)
5.2.6.2 CFIE for TE Polarization

For TE polarization to $z$, the incident and scattered magnetic fields have only a $z$ component:

$$H^{inc} = H_z^{inc} \hat{z}$$

$$H^s = H_z^s \hat{z}$$

The induced current has only a transverse component:

$$J(\rho) = J(\rho) \hat{n} \times \hat{z}$$

From the condition that the tangential component of the electric field vanishes on the surface $C$,

$$-\hat{n} \times E' = \hat{n} \times E^{inc}$$  \hspace{1cm} (5.49)

we derive the EFIE for TE polarization:

$$-\frac{i}{4k}(\hat{n} \cdot \hat{n}') \int_C H_0^{(1)}(k | \rho - \rho' |) J(\rho') d\rho' + \frac{i}{4} \int_C \frac{(\hat{n} \times \hat{z}) \cdot (\rho - \rho')}{|\rho - \rho'|} H_1^{(1)}(k | \rho - \rho' |) \nabla' \cdot J(\rho') d\rho' = (\hat{k} \cdot \hat{n}) H_z^{inc}$$  \hspace{1cm} (5.50)

MLFMA only applies to separated terms which have no singularity. For the convenience of applying MLFMA, we use another condition:

$$-\hat{n} \times (\nabla \times \hat{z} H_z^s) = \hat{n} \times (\nabla \times \hat{z} H_z^{inc})$$ \hspace{1cm} (5.51)

By using the identity of

$$\hat{n} \times \nabla \times (f \hat{z}) = -\hat{z} \hat{n} \cdot \nabla f$$  \hspace{1cm} (5.52)

we derive another expression of EFIE for TE polarization:

$$-\frac{1}{4} \int_C (\hat{n} \cdot \nabla) (\hat{n}' \cdot \nabla') H_0^{(1)}(k | \rho - \rho' |) J(\rho') d\rho' = (\hat{n} \cdot \hat{k}) H_z^{inc}(\rho)$$  \hspace{1cm} (5.53)

Based on the fact that the magnetic fields just on the inside of the closed contour $C$ are zero, we derive the MFIE for TE polarization:

$$-\frac{i}{4} \int_C \hat{n}' \cdot \nabla H_0^{(1)}(k | \rho - \rho' |) J(\rho') d\rho' = H_z^{inc}(\rho), \quad \rho \rightarrow C^-$$  \hspace{1cm} (5.54)

Using (5.31) and MOM leads to the matrix equation of the CFIE for TE polarization:

$$Z^{CH} \cdot I = V^{CH}$$  \hspace{1cm} (5.55)

where

$$Z_{ij}^{CH} = \int_{C_1} d\rho_i \int_{C_2} d\rho_j J_i(\rho_i) g_{ij}^{CH}(\rho_j)$$  \hspace{1cm} (5.56)
Similarly, we have

\[ g^{CHK}_{ij} = -\frac{1}{4} \left\{ \frac{\xi}{k} (\hat{n}_i \cdot \nabla_i) + i(1 - \xi) \right\} (\hat{n}_j \cdot \nabla_j) H_0^{(1)}(k\rho_{ij}) \]  

(5.57)

\[ V_i^{CH} = \int_{C_n} J_H(\rho_i) H_i^{CHK} d\Omega_i \]

(5.58)

\[ H_i^{CHK} = \left[ \frac{\xi}{k} (\hat{n}_i \cdot \hat{k}) + (1 - \xi) \right] H^\infty_z(\rho_i) \]

(5.59)

Substituting (5.37) in (5.57) leads to

\[ g^{CHK}_{ij} = -\frac{1}{4} \left\{ \frac{\xi}{k} (\hat{n}_i \cdot \nabla_i) + i(1 - \xi) \right\} (\hat{n}_j \cdot \nabla_j) \]

\[ -\frac{i}{2\pi} \int_0^{2\pi} d\alpha e^{ik\rho_{ij} \cos(\alpha + \phi_{ij})} \hat{\alpha}_{IJ}(\alpha) e^{ik\rho_{ij} \cos(\alpha + \phi_{ij})} \]

(5.60)

As in (5.39), we have

\[ \hat{n}_j \cdot \nabla_j e^{ik\rho_{ij} \cos(\alpha + \phi_{ij})} \]

\[ = ike^{ik\rho_{ij} \cos(\alpha + \phi_{ij})} (-n_{ix} \cos \alpha + n_{iy} \sin \alpha) \]

(5.61)

Substituting (5.39) and (5.61) in (5.60) leads to

\[ g^{CHK}_{ij} = \]

\[ \frac{1}{2\pi} \int_0^{2\pi} d\alpha \int_{C_n} d\Omega_i J_i(\rho_i) [i\xi(n_{ix} \cos \alpha - n_{iy} \sin \alpha) + i(1 - \xi)] e^{ik\rho_{ij} \cos(\alpha + \phi_{ij})} \hat{\alpha}_{IJ}(\alpha) e^{ik\rho_{ij} \cos(\alpha + \phi_{ij})} \]

\[ -\frac{ik}{4} (-n_{ix} \cos \alpha + n_{iy} \sin \alpha) \]

(5.62)

By substituting (5.62) in (5.56), we have

\[ Z_{ij}^{CH} = \]

\[ \frac{1}{2\pi} \int_0^{2\pi} d\alpha \int_{C_n} d\Omega_i J_i(\rho_i) [i\xi(n_{ix} \cos \alpha - n_{iy} \sin \alpha) + i(1 - \xi)] e^{ik\rho_{ij} \cos(\alpha + \phi_{ij})} \hat{\alpha}_{IJ}(\alpha) e^{ik\rho_{ij} \cos(\alpha + \phi_{ij})} \]

\[ -\frac{ik}{4} (-n_{ix} \cos \alpha + n_{iy} \sin \alpha) \]

(5.63)

Similarly, we have

\[ g^{CHK}_{ji} = -\frac{1}{4} \left\{ \frac{\xi}{k} (\hat{n}_j \cdot \nabla_j) + i(1 - \xi) \right\} (\hat{n}_i \cdot \nabla_i) H_0^{(1)}(k\rho_{ji}) \]

\[ = -\frac{1}{4} \left\{ \frac{\xi}{k} (\hat{n}_j \cdot \nabla_j) + i(1 - \xi) \right\} (\hat{n}_i \cdot \nabla_i) H_0^{(1)}(k\rho_{ji}) \]

\[ = \frac{1}{2\pi} \int_0^{2\pi} d\alpha \frac{ik}{4} (n_{ix} \cos \alpha - n_{iy} \sin \alpha) e^{ik\rho_{ij} \cos(\alpha + \phi_{ij})} \hat{\alpha}_{IJ}(\alpha) \]

\[ e^{ik\rho_{ij} \cos(\alpha + \phi_{ij})} [i\xi(-n_{ix} \cos \alpha + n_{iy} \sin \alpha) + i(1 - \xi)] \]

(5.64)
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\[ Z_{ij}^{CH} = \frac{1}{2\pi} \int_{0}^{2\pi} d\alpha \]

\[ \int_{C_i} dl_i J_i(\rho_i) \frac{-ik}{4}(n_{i_x} \cos \alpha - n_{i_y} \sin \alpha) e^{ik\rho_i \cos(\alpha + \phi_{ij})} \tilde{\alpha}_{IJ}(\alpha) \]

(5.65)

\[ \int_{C_j} dl_j J_j(\rho_j) e^{ik\rho_j \cos(\alpha + \phi_{ij})}[i\xi(-n_{j_x} \cos \alpha + n_{j_y} \sin \alpha) + i(1 - \xi)] \]

Now we describe how to apply the 2D LF-MLFMA to CFIE for TE polarization. From the core equation of the 2D LF-MLFMA (5.23), we have

\[ H_0^{(1)}(k|\rho_i - \rho_j|) = \sum_{N=-\infty}^{+\infty} \sum_{M=-\infty}^{+\infty} \beta_{0N}^N(\rho_{Ij}, t_{IJ}) \left( \frac{t_{Ij}}{t_{IJ}} \right)^{|N|} \alpha_{NJ}^N(\rho_{IJ}, t_{IJ}) \left( \frac{t_{IJ}}{t_{Ij}} \right)^{|M|} \beta_{M0}^N(\rho_{j}, t_{Jj}) \]

(5.66)

By applying (5.66) in (5.57), we have

\[ g_{ij}^{CH} = -\frac{1}{4} \left\{ \frac{1}{R} \xi(\hat{n}_i \cdot \nabla i) + i(1 - \xi) \right\} (\hat{n}_j \cdot \nabla j) \]

\[ = \sum_{N=-\infty}^{+\infty} \sum_{M=-\infty}^{+\infty} \beta_{0N}^N(\rho_{Ij}, t_{IJ}) \left( \frac{t_{Ij}}{t_{IJ}} \right)^{|N|} \alpha_{NJ}^N(\rho_{IJ}, t_{IJ}) \left( \frac{t_{IJ}}{t_{Ij}} \right)^{|M|} \beta_{M0}^N(\rho_{j}, t_{Jj}) \]

(5.67)

In (5.67),

\[ \hat{n}_i \cdot \nabla i \beta_{0N}^N(\rho_{Ij}, t_{IJ}) \]

\[ = t_{Ij}^{[N]N} \hat{n}_i \cdot \nabla i \{ J_{-N}(k_{Ij}r) e^{iN\phi_{ij}} \} \]

\[ = (-1)^N t_{Ij}^{[N]N} \hat{n}_i \cdot \nabla i \{ J_N(k_{Ij}r) e^{iN\phi_{ij}} \} \]

(5.68)

and

\[ \hat{n}_i \cdot \nabla i \{ J_N(k_{Ij}r) e^{iN\phi_{ij}} \} \]

\[ = e^{iN\phi_{ij}} \hat{n}_i \cdot \nabla i J_N(k_{Ij}r) + J_N(k_{Ij}r) \hat{n}_i \cdot \nabla i e^{iN\phi_{ij}} \]

\[ = k J_N(k_{Ij}r) e^{iN\phi_{ij}} \hat{n}_i \cdot \hat{\rho}_{Ij} + iN J_N(k_{Ij}r) e^{iN\phi_{ij}} \hat{n}_i \cdot \nabla i \phi_{Ij} \]

(5.69)

where

\[ \nabla i \phi_{Ij} = \nabla_i \tan^{-1} \frac{y_i - y_I}{x_i - x_I} \]

\[ = \frac{(x_i - x_I)^2}{\rho_i^2} \left\{ \frac{y_i - y_I}{(x_i - x_I)^2} \hat{x} + \frac{1}{x_i - x_I} \hat{y} \right\} \]

\[ = \frac{1}{\rho_i} \left\{ -\sin \phi_{Ij} \hat{x} + \cos \phi_{Ij} \hat{y} \right\} \]

(5.70)
\[
J_N^A(kp_{it}) = J_{N-1}(kp_{it}) - \frac{N}{kp_{it}}J_N(kp_{it})
\]  
(5.71)

By applying (5.70) and (5.71) in (5.69), we have

\[
\hat{n}_i \cdot \nabla_i \left\{ J_N(kp_{it})e^{iN\phi_{it}} \right\}
= kJ_{N-1}(kp_{it})e^{iN\phi_{it}} \hat{n}_i \cdot \hat{\rho}_{it} - \frac{N}{\rho_{it}}J_N(kp_{it})e^{iN\phi_{it}} \hat{n}_i \cdot \hat{\rho}_{it}
\]

\[
+ \frac{iN}{\rho_{it}}J_N(kp_{it})e^{iN\phi_{it}} \hat{n}_i \cdot \left\{ -i\sin \phi_{it} x \cos \phi_{it} y \right\}
\]

\[
= kJ_{N-1}(kp_{it})e^{iN\phi_{it}} \hat{n}_i \cdot \hat{\rho}_{it} - \frac{N}{\rho_{it}}J_N(kp_{it})e^{iN\phi_{it}}
\]

\[
\left\{ n_i x \cos \phi_{it} + n_i y \sin \phi_{it} - \hat{n}_i x \sin \phi_{it} + \hat{n}_i y \cos \phi_{it} \right\}
\]

\[
= kJ_{N-1}(kp_{it})e^{iN\phi_{it}} \hat{n}_i \cdot \hat{\rho}_{it} - \frac{N}{\rho_{it}}J_N(kp_{it})e^{iN\phi_{it}}
\]

\[
\left\{ n_i x e^{i\phi_{it}} + n_i y e^{-i\phi_{it}} \right\}
\]

\[
= kJ_{N-1}(kp_{it})e^{iN\phi_{it}} \left\{ \frac{n_i x e^{i\phi_{it}} + n_i y e^{-i\phi_{it}}}{2} + n_i y e^{i\phi_{it}} - n_i x e^{-i\phi_{it}} \right\}
\]  
(5.72)

By substituting (5.72) in (5.68), we have

\[
\hat{n}_i \cdot \nabla_i \beta_{1N}^N (\rho_{it}, t_{it})
= i^{-|N|} \frac{k}{2} \left\{ \hat{n}_i J_{N-1}(kp_{it})e^{i(N-1)\phi_{it}} - \hat{n}_i^* J_{N-1}(kp_{it})e^{-i(N-1)\phi_{it}} \right\}
\]

\[
= k^{-|N|} \frac{k}{2} \left\{ \hat{n}_i^* J_{N-1}(kp_{it})e^{i(N+1)\phi_{it}} - \hat{n}_i J_{N+1}(kp_{it})e^{-i(N+1)\phi_{it}} \right\}
\]  
(5.73)
Similarly,
\[
\hat{n}_j \cdot \nabla_j \beta_{M0}^N (\rho_{Jj}, t_{Jj})
\]
\[
= t_{Jj}^M \hat{n}_j \cdot \nabla_j \{ J_M (k \rho_{Jj}) e^{-iM \phi_{Jj}} \}
\]
\[
= t_{Jj}^M \hat{n}_j \cdot \nabla_j \{ J_M (k \rho_{Jj}) e^{-iM \phi_{Jj}} \}
\]
\[
= \frac{t_{Jj}^M}{2} \left\{ \hat{n}_j J_{M-1} (k \rho_{Jj}) e^{i(M-1) \phi_{Jj}} - \hat{n}_j J_{M+1} (k \rho_{Jj}) e^{-i(M+1) \phi_{Jj}} \right\}
\]
\[
= \frac{t_{Jj}^M}{2} \left\{ \hat{n}_j J_{M+1} (k \rho_{Jj}) e^{i(M+1) \phi_{Jj}} - \hat{n}_j J_{M-1} (k \rho_{Jj}) e^{-i(M-1) \phi_{Jj}} \right\}
\]
\[
= \frac{t_{Jj}^M}{2} \left\{ \hat{n}_j J_{M+1} (k \rho_{Jj}) e^{i(M+1) \phi_{Jj}} - \hat{n}_j J_{M-1} (k \rho_{Jj}) e^{-i(M-1) \phi_{Jj}} \right\}
\]
\[
(5.74)
\]

By substituting (5.73) and (5.74) in (5.67), we have
\[
\beta_{ij}^{C, HK} = -\frac{1}{4} \left\{ \frac{1}{\xi} \hat{n}_i \cdot \nabla_i + i(1 - \xi) \right\} (\hat{n}_j \cdot \nabla_j)
\]
\[
= \sum_{N=-\infty}^{+\infty} \sum_{M=-\infty}^{+\infty} \beta_{0N}^N (\rho_{II}, t_{II}) \left( \frac{t_{IJ}}{t_{IJ}} \right)^{|N|} \alpha_{N M}^N (\rho_{IJ}, t_{IJ}) \left( \frac{t_{JJ}}{t_{IJ}} \right)^{|M|} \beta_{M0}^N (\rho_{Jj}, t_{Jj})
\]
\[
= \sum_{N=-\infty}^{+\infty} \sum_{M=-\infty}^{+\infty} \beta_{0N}^{NHD} (\rho_{II}, t_{II}) \left( \frac{t_{IJ}}{t_{IJ}} \right)^{|N|} \alpha_{N M}^N (\rho_{IJ}, t_{IJ}) \left( \frac{t_{JJ}}{t_{IJ}} \right)^{|M|} \beta_{M0}^{NHA} (\rho_{Jj}, t_{Jj})
\]

where
\[
\beta_{0N}^{NHD} (\rho_{II}, t_{II})
\]
\[
= \xi \left\{ \hat{n}_i \cdot \nabla_i \right\} I_{N+1} (\rho_{II}, t_{II}) - \hat{n}_i \cdot \nabla_i I_{N-1} (\rho_{II}, t_{II}) \right\}
\]
\[
+ i(1 - \xi) \beta_{0N}^N (\rho_{II}, t_{II})
\]
\[
(5.76)
\]

\[
\beta_{M0}^{NHA} (\rho_{Jj}, t_{Jj})
\]
\[
= -\frac{k}{8} \left\{ \hat{n}_j J_{M+1} (k \rho_{Jj}) e^{i(M+1) \phi_{Jj}} - \hat{n}_j J_{M-1} (k \rho_{Jj}) e^{-i(M-1) \phi_{Jj}} \right\}
\]
\[
(5.77)
\]
By applying (5.75) in (5.33), we have

$$Z_{ij}^H = \sum_{N=-\infty}^{+\infty} \sum_{M=-\infty}^{+\infty} \int_{C_i} dl_i J_{iJ}(\mathbf{r}_i) \beta^{NHD}_{ON}(\mathbf{r}_{iJ}, t_{ij}) \left( \frac{t_{ij}}{t_{IJ}} \right)^{|N|}$$

$$\alpha_N^M(\mathbf{r}_{iJ}, t_{ij}) \left( \frac{t_{ij}}{t_{IJ}} \right)^{|M|} \int_{C_j} dl_j J_{jJ}(\mathbf{r}_j) \beta^{NHA}_{MO}(\mathbf{r}_{jJ}, t_{jj})$$

(5.78)

As in (5.75), we have

$$g_{ji}^{CHK} = -\frac{1}{4} \left\{ \frac{1}{k} (\mathbf{n}_j \cdot \nabla_j) + i(1 - \xi) \right\} (\mathbf{n}_i \cdot \nabla_i) H_0^{(1)}(k \rho_{ij})$$

$$= -\frac{1}{4} \left\{ \frac{1}{k} (\mathbf{n}_j \cdot \nabla_j) + i(1 - \xi) \right\} (\mathbf{n}_i \cdot \nabla_i) H_0^{(1)}(k \rho_{ij})$$

$$= -\frac{1}{4} \left\{ \frac{1}{k} (\mathbf{n}_j \cdot \nabla_j) + i(1 - \xi) \right\} (\mathbf{n}_i \cdot \nabla_i)$$

$$+ \sum_{N=-\infty}^{+\infty} \sum_{M=-\infty}^{+\infty} \beta^{N}_{ON}(\mathbf{r}_{iJ}, t_{ij}) \left( \frac{t_{ij}}{t_{IJ}} \right)^{|N|}$$

$$\alpha_N^M(\mathbf{r}_{iJ}, t_{ij}) \left( \frac{t_{ij}}{t_{IJ}} \right)^{|M|} \beta^{N}_{MO}(\mathbf{r}_{jJ}, t_{jj})$$

$$= \sum_{N=-\infty}^{+\infty} \sum_{M=-\infty}^{+\infty} \beta^{NHD}_{ON}(\mathbf{r}_{iJ}, t_{ij}) \left( \frac{t_{ij}}{t_{IJ}} \right)^{|N|}$$

$$\alpha_N^M(\mathbf{r}_{iJ}, t_{ij}) \left( \frac{t_{ij}}{t_{IJ}} \right)^{|M|} \beta^{NHA}_{MO}(\mathbf{r}_{jJ}, t_{jj})$$

(5.79)

where

$$\beta^{NHD}_{ON}(\mathbf{r}_{iJ}, t_{ij}) =$$

$$-\frac{k}{8} \left\{ \hat{n}_i t_{ij}^{N+1} - |N| \beta^{N}_{(-1)N}(\mathbf{r}_{iJ}, t_{ij}) - \hat{n}_i t_{ij}^{N-1} - |N| \beta^{N}_{1N}(\mathbf{r}_{iJ}, t_{ij}) \right\}$$

(5.80)

$$\beta^{NHA}_{MO}(\mathbf{r}_{jJ}, t_{jj}) =$$

$$\frac{k}{2} \left\{ \hat{n}_j t_{jj}^{M+1} - |M| \beta^{N}_{M(-1)}(\mathbf{r}_{jJ}, t_{jj})$$

$$-\hat{n}_j t_{jj}^{M-1} - |M| \beta^{N}_{M1}(\mathbf{r}_{jJ}, t_{jj}) \right\} + i(1 - \xi) \beta^{N}_{MO}(\mathbf{r}_{jJ}, t_{jj})$$

(5.81)
By applying (5.79) in (5.33), we have

\[
Z_{ji}^{CH} = \sum_{N=-\infty}^{+\infty} \sum_{M=-\infty}^{+\infty} \int_{C_i} dl_i J_i (\rho_i) \beta_{ON}^{HD} (\rho_i, t_{ij}) \left( \frac{t_{ij}}{l_{ij}} \right)^{N^M} \\
\alpha_{NM}^{\Psi} (\rho_{ij}, t_{ij}) \left( \frac{t_{ij}}{l_{ij}} \right)^{M} \int_{C_j} dl_j J_j (\rho_j) \beta_{MO}^{HAT} (\rho_j, t_{ij})
\] (5.82)

Figure 5.6 shows the normalized induced current density on a square conducting cylinder at various frequencies by using the 2D LF-MLFMA and plain CG. The agreement between the 2D LF-MLFMA and the plain CG is excellent.

Figures 5.7 and 5.8 show the bistatic RCS of a conducting cylinder whose cross-section is an ogive for TE and TM polarization, respectively. Here, 50 segments per wavelength around the singular areas and 10 segments per wavelength in smooth areas are chosen to discretize the integral equation, and CFIE is used. The 2D LF-MLFMA is used first at lower levels in the singular areas and is then switched to the 2D diagonalized dynamic MLFMA for the dynamic case when the group sized is big enough to meet the requirement of the 2D diagonalized dynamic MLFMA. It is convenient to solve large-scale structures with nonuniform segments by combining the 2D LF-MLFMA and the 2D diagonalized dynamic MLFMA.

**Figure 5.6** Normalized induced current on a square conducting cylinder immersed in a TM wave at different frequencies.
**Figure 5.7** Comparison of the bistatic RCS between 2D MLFMA and plain CG method. The cross-section is an ogive, and CFIE is used with TE polarization.

**Figure 5.8** Comparison of the bistatic RCS between 2D MLFMA and plain CG method. The cross-section is an ogive, and CFIE is used with TM polarization.
5.3 3D MULTILEVEL FAST MULTipoLE ALGORITHM AT VERY LOW FREquencies

5.3.1 General Formulations for the 3D Dynamic MLFMA

\[ \alpha_{L,L'}(r_{ji}) = \sum_{L_1} \sum_{L_2} \beta_{L,L_1}(r_{jJ}) \alpha_{L_1,L_2}(r_{jJ}) \beta_{L_2,L'}(r_{HI}) \]  
(5.83)

or in matrix form

\[ \mathbf{\alpha}_{ji} = \mathbf{\beta}_{jJ} \cdot \mathbf{\alpha}_{jJ} \cdot \mathbf{\beta}_{jI} \]  
(5.84)

where

\[ \alpha_{L,L'}(r_{ji}) = \sum_{L''} 4\pi i^{jL'+jL''-l} \Phi_{L''}(k, r_{ji}) A_{L,L',L''} \]  
(5.85)

\[ \beta_{L,L'}(r_{Hi}) = \sum_{L''} 4\pi i^{jL'+jL''-l} \Phi_{L''}(k, r_{Hi}) A_{L,L',L''} \]  
(5.86)

\[ A_{L,L',L''} = \int d\Omega_k Y_L^*(\Omega_k) Y_{L'}^{*'}(\Omega_k) Y_{L''}^{*''}(\Omega_k) \]  
(5.87)

\[ L = (l, m), L' = (l', m'), L'' = (l'', m'') \]  
(5.88)

\[ r_{ji} = r_j - r_i \]  
(5.89)
MLFMA at Very Low Frequencies

\[ \int d\Omega_k = \int_0^{2\pi} \int_0^\pi \sin \theta_k \, \omega_h d\theta_k d\phi_k \]  (5.90)

and \( \Psi_L(k, r) \) is a scalar wave function given by

\[ \Psi_L(k, r) = h_1^{(1)}(kr)Y_{lm}(\theta, \phi) \]  (5.91)

Here, \( k \) is the wavenumber in the Helmholtz equation, \( h_1^{(1)}(x) \) is the spherical Hankel function of first kind, and \( Y_{lm}(\theta, \phi) \) is the spherical harmonic function involving the Legendre function \( P_l^m(\cos \theta) \) and \( e^{im\phi} \) and can be expressed as [27]

\[ Y_{lm}(\theta, \phi) = \sqrt{\frac{2l + 1}{4\pi} \frac{(l - m)!}{(l + m)!}} P_l^m(\cos \theta) e^{im\phi}, \quad m \geq 0 \]  (5.92)

The spherical harmonic function with minus order is defined as

\[ Y_{l,(-m)}(\theta, \phi) = (-1)^m Y_{lm}(\theta, \phi) \]  (5.93)

The range of the summation on \( L' \) can be characterized as

\[ l' > 0, \quad -l' \leq m' \leq l' \]  (5.94)

The integral \( A_{L, L', L''} \) appearing in (5.85) and (5.86) can be expressed in terms of Wigner \( 3-j \) symbols by applying the Gaunt coefficient [27]

\[ A_{L, L', L''} = \int d\Omega_k Y_{L}(\Omega_k)Y_{L'}^{*}(\Omega_k)Y_{L''}^{*}(\Omega_k) \]

\[ = (-1)^m \sqrt{\frac{1}{4\pi}(2l + 1)(2l' + 1)(2l'' + 1)} \begin{pmatrix} l & l' & l'' \\ 0 & 0 & 0 \end{pmatrix} \begin{pmatrix} -m & m' & m'' \end{pmatrix} \]  (5.95)

where \( L = (l, m), L' = (l', m'), L'' = (l'', m'') \). Only considering the nonzero terms of the \( 3-j \) symbols, we can see that in (5.85) and (5.86),

\[ |l - l'| \leq l'' \leq l + l' \]  (5.96)

where \( l'' \) increments by 2 and \( m'' = m - m' \).

From similar discussions as the 2D case, we can see that the core equation (5.83) cannot be used directly in either the dynamic case or the very low frequency case. For the dynamic case, no reduction in the order of the computational complexity is achieved. For the very low frequency case, the computational complexity is reduced to \( O(N) \). But the values of elements in translation matrices can easily exceed the floating point number range, which results in floating-point underflows or overflows.
5.3.2 Core Equation for 3D Diagonalized Dynamic MLFMA

By expressing spherical harmonics in terms of plane waves, the core equation of the 3D undiagonalized dynamic MLFMA (5.83) can be diagonalized [22]:

$$\alpha_{L,L'}(\mathbf{r}_{ji}) = \int d\Omega_k \hat{\Psi}^*_{L'}(\Omega_k) e^{i\mathbf{k}_{ji} \cdot \mathbf{r}_{ji}} \hat{\alpha}_{JJ}(\Omega_k) e^{i\mathbf{k}_L \cdot \mathbf{r}_{Lj}} Y_L^*(\Omega_k) y_i j'$$  \hspace{1cm} (5.97)

where

$$\hat{\alpha}_{JJ}(\Omega_k) = \sum_{L''} \hat{\Psi}^*_{L''}(k, \mathbf{r}_{ji}) 4\pi \hat{\mathbf{r}}_{JJ}^\prime Y_{L''}^* (\Omega_k)$$  \hspace{1cm} (5.98)

After expressing the outgoing and incoming spherical waves in terms of plane waves, all translation matrices are diagonalized. The interpolation and anterpolation techniques are used in aggregation and disaggregation separately to solve the problem of unequal sampling rates at different levels. With the application of these techniques, the computational complexity is reduced to $O(N \log N)$ [21, 22], (see Chapter 3).

In (5.98), the double summation inherent in the index $L''$ can be removed if one selects the $z$-axis to coincide with the direction of $\hat{\mathbf{r}}_{JJ}$, viz. [10, 22]:

$$\hat{\alpha}_{JJ}(\Omega_k) = \sum_{L''} \hat{\Psi}^*_{L''}(k, \mathbf{r}_{ji}) 4\pi \hat{\mathbf{r}}_{JJ}^\prime Y_{L''}^* (\Omega_k)$$  \hspace{1cm} (5.99)

The above form is expressed in a coordinate-independent form, and the argument of the Legendre polynomial depends on the angle between $\hat{\mathbf{k}}$ and $\hat{\mathbf{r}}_{JJ}$.

From (5.97), we derive the transform pair between the amplitudes of the multipole plane waves and the amplitudes of the multipole spherical waves:

$$\left\{ \begin{array}{l} \hat{b}_i (\Omega_k) = \sum_{L_i} \hat{\Psi}^*_{L_i}(\Omega_k)[b_i]_{L_i} \\ [b_i]_{L_i} = \int d\Omega_k \hat{\mathbf{k}} \cdot \mathbf{r} \hat{Y}_{L_i}^* (\Omega_k) \hat{b}_i (\Omega_k) \end{array} \right.$$  \hspace{1cm} (5.100)

where $\hat{b}_i (\Omega_k)$ are the amplitudes of the multipole plane waves, and $[b_i]_{L_i}$ are the amplitudes of the multipole spherical waves. Equation (5.100) can also be derived by the following procedures. The aggregation for spherical waves is

$$[b_i]_{L_j} = \sum_{L_i} \beta_{L_i, L_j}(\mathbf{r}_{ji}) [b_i]_{L_i}$$  \hspace{1cm} (5.101)

Substituting the plane wave expression of $\beta_{L_i, L_j}$ into (5.101) leads to

$$[b_i]_{L_j} = \sum_{L_i} \hat{\Psi}^*_{L_i}(\Omega_k) Y_{L_i}^* (\Omega_k) e^{i\mathbf{k}_L \cdot \mathbf{r}_{ji}} [b_i]_{L_i}$$

$$= \int d\Omega_k \hat{\mathbf{k}} \cdot \mathbf{r} Y_{L_j}^* (\Omega_k) e^{i\mathbf{k}_L \cdot \mathbf{r}_{ji}} \sum_{L_i} \hat{\Psi}^*_{L_i}(\Omega_k) [b_i]_{L_i}$$  \hspace{1cm} (5.102)
If we define the transform pairs between the amplitudes of the plane waves and the spherical waves as in (5.100), the amplitudes of the plane waves have the following relationship:

\[ \tilde{b}_I(\Omega_k) = e^{i\mathbf{k} \cdot \mathbf{r}_I} \tilde{b}_I(\Omega_k) \]  

(5.103)

This is just the diagonalized aggregation that we seek for the plane waves.

### 5.3.3 Core Equation for 3D LF-MLFMA

The summation in (5.98) is divergent if taken over an infinite range. The reason is that \( \tilde{F}_I \) becomes infinitely large when \( |l_1 - l_2| \rightarrow \infty \). Therefore, the inner summation in (5.98) does not converge. To prevent this from happening, the summation in (5.98) should be truncated. But when the frequency is very low, this truncated summation is unstable. This makes the diagonalized form of FMM no longer useful at very low frequencies.

In the undiagonalized equation, (5.85) is used for \( \tilde{F}_I \). In this case, \( \tilde{F}_I \rightarrow \infty \) when \( |l_1 - l_2| > l'' \). Therefore, the summations over \( l'' \) in (5.83) are automatically truncated.

The only problems are that the elements in \( \mathbf{F} \) tend to zero and the elements in \( \mathbf{C} \) tend to infinity, making floating-point overflows appear during computing. To solve these problems, the normalization method for the 2D case can be applied directly here [26–28, 31].

For low frequencies \( (k \rightarrow 0) \) or small structures \( (kr_{ji} \rightarrow 0) \),

\[ \alpha_{L_1, L_2}(\mathbf{r}_{ji}) \approx O \left( \frac{1}{r^{l+l+1}} \right) \]  

(5.104)

where \( t \) is a dimensionless parameter that satisfies \( \frac{t}{r_{ji}} \approx O(1) \). From (5.104), we can define the normalized \( \alpha_{L_1, L_2}(\mathbf{r}_{ji}) \) as follows:

\[ \alpha^N_{L_1, L_2}(\mathbf{r}_{ji}) = t^{l+l+1} \alpha_{L_1, L_2}(\mathbf{r}_{ji}) \]  

(5.105)

which is of moderate value. Substituting (5.105) into (1), we have

\[ \alpha^N_{L_1, L_2}(\mathbf{r}_{ji}) = \sum_{L_1} \sum_{L_2} t^{-l_1} \beta_{L_1, L_2}(\mathbf{r}_{ji}) \alpha^N_{L_1, L_2}(\mathbf{r}_{ji})(t^{l'-l_2} \beta_{L_2, L_2}(\mathbf{r}_{hi})) \]  

(5.106)

According to (5.106), we define the normalized \( \beta \) as

\[ \beta^N_{L_1, L_1}(\mathbf{r}) = t^{-l_1} \beta_{L_1, L_1}(\mathbf{r}) \]  

(5.107)

where the superscript \( < \) denotes the term at the lower level, and the superscript \( > \) denotes the term at the higher level. With definitions in (5.105) and (5.107), we have

\[ \alpha^N_{L_1, L_2}(\mathbf{r}_{ji}) = \sum_{L_1} \sum_{L_2} \beta^N_{L_1, L_2}(\mathbf{r}_{ji}) \alpha^N_{L_1, L_2}(\mathbf{r}_{ji})(t^{l'-l_2} \beta^N_{L_2, L_2}(\mathbf{r}_{hi})) \]  

(5.108)
This is the core equation of the 3D LF-MLFMA for very low frequency problems. The frequency-dependent terms in $\vec{\alpha}$ and $\vec{\beta}$ are the spherical Bessel-type functions. We define the normalized spherical Bessel-type functions as

$$j_i^N(kr) = \frac{1}{i^l}j_i(kr)$$

(5.109)

$$h_i^{(1)N}(kr) = i^{l+1}h_i^{(1)}(kr)$$

(5.110)

which are all moderate values. The relative normalized scalar wave functions can be defined as

$$\Psi_i^N(k, r) = h_i^{(1)N}(kr)Y_l^m(\theta, \phi)$$

(5.111)

and

$$\Re\Psi_i^N(k, r) = j_i^N(kr)Y_l^m(\theta, \phi)$$

(5.112)

Then, from (5.105) and (5.107), we have

$$\alpha_{L', L}^N(r) = \sum_{L''} 4\pi i^{l''-l'''}i^{l''-l'''} \Psi_{L''}^N(k, r)A_{L, L', L''}$$

(5.113)

$$\beta_{L', L}^N(r) = \sum_{L''} 4\pi i^{l''-l'''}i^{l''-l'''} \Re\Psi_{L''}^N(k, r)A_{L, L', L''}$$

(5.114)

With the normalized core equation of 3D LF-MLFMA (5.108), the normalized multipole amplitudes of the outgoing spherical wave at every level are

$$[b^N]_{L} = \frac{1}{i^l}[b]_{L}$$

(5.115)

and the normalized multipole amplitudes of the incoming spherical waves at every level are

$$[S^N]_{L} = t^l [S]_{L}$$

(5.116)

where vector $S$ has the same definition as it is in (5.8) for 2D cases. Following the same proof for the 2D case, we can prove that all of the normalized amplitudes of the outgoing and incoming multipole spherical waves during computation are of moderate value.

From (5.107), we have

$$\left| \beta_{L', L}^N(r) \right| \approx t^{l^2 - l^2 + l^2 - l^2} \leq 1$$

(5.117)

Only floating-point underflows may appear during computation, and they are easily controlled as these underflow terms are exponential functions. Also, because the normalized multipole amplitudes at any level are of moderate value, $[\beta^N]_{L}$ with very small value plays a trivial role. Ignoring elements which may cause a floating-point underflow will not decrease the precision of the final results. Therefore, the
3D LF-MLFMA is precise and the floating-point overflow during computing can be easily controlled.

In the above, in order to describe the algorithm simply and clearly, we choose a uniform normalization coefficient for all aggregations, translations, and disaggregations. For problems that have significantly different properties of characteristics on geometry or material properties at different subareas, adaptive meshing of these subareas yields a range of mesh sizes. Then, we need to choose different normalization coefficients at different subareas. In this case, we modify the uniformly normalized 3D LF-MLFMA to the nonuniformly normalized form of the 3D LF-MLFMA as

\[ \alpha_{N, L_1}(r_{ji}, t_{ji}) = \sum_{L_1} \sum_{L_2} \left( \frac{t_{ji}}{t_{jj}} \right)^{l_1} \beta_{N, L_2}(r_{jj}, t_{jj}) \left( \frac{t_{jj}}{t_{ji}} \right)^{l_2} \cdot \frac{t_{ji}}{t_{jj}} \alpha_{N, L_2}(r_{jj}, t_{jj}) \left( \frac{t_{jj}}{t_{ji}} \right)^{l_2} \beta_{N, L_1}(r_{ji}, t_{ji}) \left( \frac{t_{ji}}{t_{ji}} \right)^{l_2} \]  

(5.118)

where \( t_{ji}, t_{jj}, t_{ji}, \) and \( t_{jj} \), respectively, are normalization coefficients for \( \alpha_{N, L_1}(r_{ji}, t_{ji}), \) \( \alpha_{N, L_2}(r_{jj}, t_{jj}), \) \( \beta_{N, L_1}(r_{jj}, t_{jj}), \) and \( \beta_{N, L_2}(r_{ji}, t_{ji}) \) and are indicated in brackets of these translators.

The 3D LF-MLFMA can be applied to solve a matrix equation

\[ \mathbf{Z} \cdot \mathbf{I} = \mathbf{V} \]  

(5.119)

derived by integral equation and MOM for any kind of 3D surface or volume problem at very low frequencies. To apply the LF-MLFMA to solve (5.119), the unknowns need to be grouped first. At very low frequencies or static cases, the number of the multipole spherical harmonics can be chosen the same at different levels. The nonuniform partition method is applied here. The entire structure is first enclosed in a large cube, which is partitioned into eight smaller subcubes. If a subcube contains more unknowns than a given number which is used to determine the smallest cube size, it is recursively subdivided into smaller cubes. Otherwise, we stop the partition of this subcube. We continue this procedure until no subcube needs to be partitioned.

The matrix-vector multiply is then written as

\[ \mathbf{Z} \cdot \mathbf{I} = \mathbf{Z}_n \cdot \mathbf{I} + \mathbf{Z}_f \cdot \mathbf{I} \]  

(5.120)

Here, the first term on the right-hand side of (5.120) is the interaction from the nearby groups and is calculated directly. The second term is the interactions from the well-separated groups. For a large system, the second term is the most time-consuming part and is expedited by the LF-MLFMA.

To test the relative errors of 3D LF-MLFMA, we choose a very narrow conducting strip which is 5 mm wide and 1 m long. It is discretized into two sections in the narrow lateral and 400 sections along the strip. There are 399 loop basis functions and 1599 tree basis functions for simulating the current distribution. The maximum number of
unknowns in the smallest cube is chosen as 20, and six levels of tree structures for LF-MLFMA and static MLFMA are created. The harmonic expansions are truncated at $l = 5$. The interactions from separated groups $Z_f \cdot I$ are calculated by the 3D LF-MLFMA and compared with the direct results with the assumption that all elements in $I$ are 1. Figure 5.10 shows relative errors of $Z_f \cdot I$ by applying LF-MLFMA compared with direct results at 10 MHz and 1 Hz. It can be seen that relative errors are very small and almost the same at different low frequencies. The error is even smaller if the near term is included in $Z$.
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**Figure 5.10** The relative errors of $Z_f \cdot I$ by applying 3D LF-MLFMA compared with direct results at 10 MHz and 1 Hz. Here, all elements in $I$ are assumed to be 1, and six-level LF-MLFMA is applied.

### 5.3.4 Computational Complexity of 3D LF-MLFMA

As with the 2D case, we can easily prove that the memory requirement, setup time, and workload per iteration all scale as $O(N)$, where $N$ is the number of unknowns.

At very low frequencies, the matrix equation from the RWG surface basis is singular or nearly singular, and thus the RWG basis is no longer useful. The loop-tree or loop-star decomposition of the currents can yield a near Helmholtz decomposition of the unknown currents at very low frequencies [34], (see Section 5.3.7). Therefore, the MOM matrix equation from loop-tree or loop star basis can be solved accurately and efficiently by iterative solvers. To further improve the convergence property, a
basis rearrangement approach for tree basis is presented [35]. The memory requirement and the floating-point operations for applying the basis rearrangement all scale as \(O(N)\), where \(N\) is the number of unknowns. Here, we apply the loop-tree basis in testing the computational complexity of the 3D LF-MLFMA.

Figures 5.11–5.13, respectively, show the setup time, the CPU time per iteration, and the memory requirements as functions of the number of unknowns for the 3D LF-MLFMA. The test object is a perfectly conducting sphere and the code runs on a DEC PC. As discussed above, the computational complexity and memory requirements of the 3D LF-MLFMA all scale as \(O(N)\).

\[\text{Number of unknowns} \times 10^4\]

\[\text{Setup time (s)}\]

**Figure 5.11** Setup time as a function of the number of unknowns for LF-MLFMA. The test object is a perfectly conducting sphere.

### 5.3.5 Core Equation for 3D Static MLFMA

When frequency tends to zero \((k \to 0)\), (5.108) becomes the core equation of the 3D static MLFMA. By substituting (5.85) into (5.105), choosing the wavenumber \(k\) as the normalization factor, and replacing the Hankel function with its small argument
Figure 5.12  CPU time per iteration as a function of the number of unknowns for LF-MLFMA. The test object is a perfectly conducting sphere.

Figure 5.13  Memory requirements as a function of the number of unknowns for LF-MLFMA. The test object is a perfectly conducting sphere.
approximation, we have

\[
\alpha_{L', L}^N (\mathbf{r}) = \sum_{\substack{l'' = |l - l'|

l''}}^{l' + l''} 4\pi i l'' + l'' - l k'' + l' + 1 \left\{ - \frac{i (2l'' - 1)}{k'' + 1} \right\} Y_l'' (\Omega) A_{L', L''} \tag{5.121}
\]

Letting \( k = 0 \) in (5.121), we have the formulation for the static case as

\[
\alpha_{L', L}^0 (\mathbf{r}) = -(-1)^l 4\pi i (2l + l') - 1)! \frac{1}{r^{l' + l + 1}} \sum_{m'' = -l''}^{l' + l''} Y_{l''} (\Omega) A_{L', L''} (l + l', m'') \tag{5.122}
\]

Here, the superscript 0 denotes the static case. Similarly, by substituting (5.86) into (5.107), choosing the wavenumber \( k \) as the normalization factor, and replacing the spherical Bessel function with its small argument approximation, we have

\[
\beta_{L', L}^N (\mathbf{r}) = k < -l > \sum_{m'' = -l''}^{l''} 4\pi i l'' + l'' - l \frac{k''}{(2l'' + 1)!} r^{l''} \tag{5.123}
\]

Letting \( k = 0 \) in (5.123) gives

\[
\beta_{L', L}^0 (\mathbf{r}) = \begin{cases} 
4\pi i (l'' + l) - l < -l > \frac{r^{l'' + l} - l < -l >}{(2|l'' - l| + 1)!} \cdot Y_{l''} (m - m') (\Omega) & |m - m'| < l < l \\
A_{L', L''} (l < -l <, m = m') & l = l < l < \\
0, & \text{otherwise}
\end{cases} \tag{5.124}
\]

Therefore, the core equation for the 3D static MLFMA is

\[
\alpha_{L', L}^0 (\mathbf{r}_{ji}) = \sum_{L_1} \sum_{L_2} \beta_{L', L_1}^0 (\mathbf{r}_{jL_1}) \alpha_{L_1, L_2}^0 (\mathbf{r}_{L_2}) \beta_{L_2, L}^0 (\mathbf{r}_{L_2}) \tag{5.125}
\]

The derivation is similar to that in [31]. Equation (5.125) is essentially the same as that in [31, 36]. But the new representation of (5.125) for the 3D static MLFMA is more explicit and succinct than those in [29] and is easier to implement.
Figure 5.14 shows relative errors of the separated interactions $\mathbf{Z}_I \cdot \mathbf{I}$ by applying the static MLFMA compared with the direct results. The testing object and its discretization are the same as in Figure 5.10. It has 1600 pulse basis functions to simulate the charge densities. The maximum number of unknowns in the smallest cube is chosen as 20, and six levels of tree structures for static MLFMA are created. The harmonic expansions are truncated at $l = 5$. The relative errors for the statics case are always smaller than for the low-frequency cases. This stems from the need to use Bessel functions in LF-MLFMA, which can be programmed to a finite accuracy, whereas the static MLFMA requires no special function.
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**Figure 5.14** The relative errors of $\mathbf{Z}_I \cdot \mathbf{I}$ by applying the static MLFMA compared with direct results for static case. Here, all elements in $\mathbf{I}$ are assumed to be 1, and six-level static MLFMA is applied.

### 5.3.6 Rotation of the Translation Matrices for 3D LF-MLFMA and 3D Static MLFMA

The normalized translation matrices $\overline{\alpha}^N$ and $\overline{\beta}^N$ are in general represented by full matrices. The coordinate system rotation technique [29, 37] can also be used here directly to save storage. The coordinate system is rotated to make the translation direction point in the $z$ direction in the new coordinate system and then is rotated back to the original coordinate system. With these procedures, the work-loads are of the same order, but the storage is reduced [29].
An arbitrary rotation of a coordinate axis can be achieved by three rotations performed successively by performing a rotation $\alpha$ about the $z$ axis, a rotation $\beta$ about the $y$ axis of the resulting coordinate frame, and a rotation $\gamma$ about the $z$ axis of the latter coordinate frame. The three angles $\alpha$, $\beta$, and $\gamma$ are known as the Euler angles. If the matrix representation of an arbitrary rotation of spherical harmonics is denoted by $\mathbf{D}(\alpha, \beta, \gamma)$, we can write [29, 30, 37, 38]

$$\mathbf{D}(\alpha, \beta, \gamma) = \mathbf{D}(\alpha, 0, 0) \cdot \mathbf{D}(0, \beta, 0) \cdot \mathbf{D}(0, 0, \gamma)$$  \hspace{1cm} (5.126)

For our problems, $\mathbf{D}(0, 0, \gamma)$ and $\mathbf{D}(\alpha, 0, 0)$ are diagonal matrices with diagonal elements being $e^{im\gamma}$ and $e^{i\alpha}$, respectively. The desired rotations that bring the $z$ axis to the translation direction can be achieved by choosing $\alpha = \phi$, $\beta = \theta$, and $\gamma = 0$, where $\theta$ and $\phi$ are the spherical angles corresponding to the translation direction.

$\mathbf{D}(0, \beta, 0)$ is usually a dense matrix. It can be simplified by expressing it in terms of a rotation about the $z$ axis as shown in [29, 30, 37, 38]:

$$\mathbf{D}(0, \beta, 0) = \mathbf{D}(\alpha, 0, 0) \cdot \mathbf{D}(0, -\beta, 0) \cdot \mathbf{D}(\beta, 0, 0)$$

$$= \mathbf{D}(0, -\beta, 0) \cdot \mathbf{D}(\beta, 0, 0)$$  \hspace{1cm} (5.127)

This reduces the problem of computing the matrix representation of any rotation to that of computing the one matrix $\mathbf{S}(\frac{\alpha}{2}) = \mathbf{D}(0, \frac{\alpha}{2}, 0) \cdot \mathbf{D}(\frac{\alpha}{2}, 0, 0)$, which is block diagonal. The use of $\mathbf{S}$ matrices does not decrease the number of operations required for multiplication, but it does reduce the memory requirements since only a single $\mathbf{S}$ matrix is required for all rotations.

With the definitions above, a normalized translation $\mathbf{\tau}(\mathbf{r})$ (or $\mathbf{\tau}^N(\mathbf{r})$) with arbitrary direction $\mathbf{r}$ can be written as

$$\mathbf{\tau}(\mathbf{r}(\theta, \phi, \delta)) = \mathbf{D}(\phi, 0, 0) \cdot \mathbf{D}(\theta, 0, 0) \cdot \mathbf{\tau}(\mathbf{r}, \delta) \cdot \mathbf{D}(\theta, 0, 0) \cdot \mathbf{D}(\phi, 0, 0)$$  \hspace{1cm} (5.128)

where $\mathbf{\tau}(\mathbf{r}, \delta)$ is the matrix representation of the $z$ axis translation with many of zero elements.

When $\mathbf{r}$ points to the $z$ axis, the harmonics functions in (5.113) and (5.114) are nonzero only for $L'' = (l'', 0)$. From (5.95), the second 3-$j$ symbol is nonzero only when $m'' = m - m'$. Therefore, the translation matrices $\mathbf{\tau}^N(r, \delta)$ and $\mathbf{\tau}^N(r, \delta)$ are nonzero only when $m = m'$. From (5.113) and (5.114), we obtain that the matrix elements of $\mathbf{\tau}^N$ and $\mathbf{\tau}^N$ for a translation along the $z$ axis are

$$\alpha_{L',L}^N(r, \delta) = \left\{ \begin{array}{ll}
\sum_{l''} 4\pi \lambda^{l'+l''-l'} \gamma^{l'+l''-l'} \Psi_{l''}(k, r, \delta) A_{L', L''}(l'', 0), & m' = m \\
0, & m' \neq m
\end{array} \right.$$

$$\hspace{1cm} (5.129)$$
\[
\beta_{L',L}^{N}(r \hat{z}) = \begin{cases} 
\sum_{m} 4\pi i^{(l'+l''-l)} t'^{l'} t''^{l''} g_{\Psi}^{N}(k,r \hat{z}) A_{L,L',(l',m')} m' = m \\
0, 
\end{cases} 
m' \neq m
\]

(5.130)

Many of the elements of $\mathbf{\alpha}^N(r \hat{z})$ and $\mathbf{\beta}^N(r \hat{z})$ are zero. For the nonzero elements, by applying the identities of Clebsch-Gordon coefficients [33]

\[
(j_1,j_2,m_1,m_2|j_1,j_2,j) = (-1)^{j_1+j_2-j}(j_1,j_2-m_1-m_2|j_1,j_2,j-m) 
\]

(5.131)

and

\[
(j_1,j_2,m_1,m_2|j_1,j_2,j) = (-1)^{j_1+j_2-j}(j_2,j_1,m_1,m_2|j_2,j_1,j-m) 
\]

(5.132)

we obtain the symmetrical properties of the nonzero elements of matrices $\mathbf{\alpha}^N(r \hat{z})$ and $\mathbf{\beta}^N(r \hat{z})$,

\[
\alpha_{(l',m)(l,m)}^N(r \hat{z}) = \alpha_{(l,-m)(l',-m)}^N(r \hat{z}) 
\]

(5.133)

\[
\alpha_{(l',m)(l,m)}^N(r \hat{z}) = (-1)^{l'-l'} \alpha_{(l,m)(l',m)}^N(r \hat{z}) 
\]

(5.134)

and

\[
\frac{1}{t'_{l'-l}} \beta_{(l',m)(l,m)}^N(r \hat{z}) = \frac{1}{t''_{l'-l'}} \beta_{(l',m)(l',m)}^N(r \hat{z}) 
\]

(5.135)

\[
\frac{1}{t'_{l'-l}} \beta_{(l',m)(l,m)}^N(r \hat{z}) = (-1)^{l'-l'} \frac{1}{t''_{l'-l'}} \beta_{(l,m)(l',m)}^N(r \hat{z}) 
\]

(5.136)

where the subscripts $L$ and $R$ represent the terms related to the translation matrix elements in the left-hand side and the right-hand side of (5.135) or (5.136), respectively.

The translation matrices along the $z$ axis have many zero elements. The nonzero elements are subject to the symmetrical properties (5.133)–(5.136). Therefore, only a very small portion of the elements need to be stored. In addition, in (5.128), only one translation matrix needs to be generated for all translations with the same distance but different directions. Therefore, applying matrix rotations decreases the storage significantly.
Using the notations in [38], the nonzero elements of $\mathbf{D}(0, \beta, 0)$ are

$$d_{m', m}^{(l)}(\beta) = D_0(0, \beta, 0)_{(l, m')(l, m)}$$

$$= \sum_{m''=0}^{l} e^{-im'm} d_{m'' m}^{(l)} \left( \frac{\pi}{2} \right) e^{im'm'} d_{m'' m}^{(l)} \left( \frac{\pi}{2} \right) e^{im'm'}$$

$$= \sum_{m''=0}^{l} e^{i(m-m')} \tilde{d}_{m'' m'}^{(l)} \left( \frac{\pi}{2} \right) e^{i(m-m')} d_{m'' m}^{(l)} \left( \frac{\pi}{2} \right) e^{i(m-m')}$$

$$= \begin{cases} 
D_0 + 2 \sum_{m''=1}^{l} d_{m'' m'}^{(l)} \left( \frac{\pi}{2} \right) d_{m'' m}^{(l)} \left( \frac{\pi}{2} \right) \cos(m'' \beta), & M(m', m) = 0 \\
-2 \sum_{m''=1}^{l} d_{m'' m'}^{(l)} \left( \frac{\pi}{2} \right) d_{m'' m}^{(l)} \left( \frac{\pi}{2} \right) \sin(m'' \beta), & M(m', m) = 1 \\
-D_0 - 2 \sum_{m''=1}^{l} d_{m'' m'}^{(l)} \left( \frac{\pi}{2} \right) d_{m'' m}^{(l)} \left( \frac{\pi}{2} \right) \cos(m'' \beta), & M(m', m) = 2 \\
2 \sum_{m''=1}^{l} d_{m'' m'}^{(l)} \left( \frac{\pi}{2} \right) d_{m'' m}^{(l)} \left( \frac{\pi}{2} \right) \sin(m'' \beta), & M(m', m) = 3 
\end{cases}$$

(5.137)

where

$$D_0 = \begin{cases} 
\frac{d_{00}^{(l)}}{2}, & \text{mod}(l, 2) = \text{mod}(m, 2) \\
0, & \text{mod}(l, 2) \neq \text{mod}(m, 2) 
\end{cases}$$

(5.138)

$$M(m', m) = \text{mod}(4 + \text{mod}(m - m', 4), 4)$$

(5.139)

There are typographical errors in [38], and they are corrected in (5.137). The value of $d_{m'' m}^{(l)}(\beta) \ (m \neq l)$ can be calculated recursively. The recursion relation for the $d_{m'' m}^{(l)}(\beta)$ is [38]

$$d_{m'' m}^{(l)}(\beta) = \left( \frac{l - m'}{l - m} \right)^{\frac{l}{2}} d_{m'' m'}^{(l)}(\beta) + \left( \frac{l + m'}{l - m} \right)^{\frac{l}{2}} d_{m'' m'}^{(l)}(\beta), \quad m \neq l$$

(5.140)
The sign error in [38] before the second term in the right-hand side of (5.140) is already corrected here. When \( m = l \),

\[
d_{m l}^{(l)} (\beta) = (-1)^{l-m'} \sqrt{\frac{(2l)!}{(l+m')!(l-m')!}} \left( \cos \frac{\beta}{2} \right)^{l+m'} \left( \sin \frac{\beta}{2} \right)^{l-m'}
\]

(5.141)

Some lower order values of \( d_{m l}^{(l)} \) are tabulated in [38].

By substituting (5.137) into (5.128), we have

\[
\tau_{l', l}(x, \theta, \phi) = \sum_{m' = -\min(l', l)}^{\min(l', l)} e^{-im'\phi} d_{m' m'}^{(l')} (\theta) \tau_{l', m'} (x \cdot \hat{z}) d_{m' m}^{(l)} (\theta) e^{im\phi}
\]

(5.142)

From (5.122) and (5.124), we obtain the translation matrices along the \( z \) direction for the static case as

\[
\alpha_{l', l}(r \cdot \hat{z}) = \begin{cases} 
- (-1)^{l'} 4\pi i (2 (l + l') - 1)!! \frac{1}{r^{l'+l+1}} Y_{l'+l, 0}(\Omega) \\
\cdot A_{l', l', (l+1, 0)}, & m = m' \\
0, & m \neq m'
\end{cases}
\]

(5.143)

\[
\beta_{l', l}(r \cdot \hat{z}) = \begin{cases} 
4\pi i^{(l'-l)+(l>l')} \frac{r^{l>-l<}}{(2(l>-l<) + 1)!! Y_{l>-l<, 0}(\Omega)} \\
\cdot A_{l', l', (l>l, 0)}, & m = m' \text{ and } l > l' \geq l' \\
0, & \text{otherwise}
\end{cases}
\]

(5.144)

The symmetrical properties (5.133) and (5.134) are also applicable for the static case; however, (5.135) and (5.136) are not. For the static case, the symmetrical properties become

\[
\alpha_{l', m}^{(l)}(r \cdot \hat{z}) = \alpha_{l', -m}^{(l)}(r \cdot \hat{z}) = \alpha_{l', m}^{(l)}(r \cdot \hat{z})
\]

(5.145)
MLFMA at Very Low Frequencies

\[ \alpha_{(t',m)(t,m)}^0(r^\parallel) = (-1)^{-\ell'} \alpha_{(t,m)(t',m)}^0(r^\parallel) \] (5.146)

and

\[ \beta_{(t',m)(t,m)}^0(r^\parallel) = \beta_{(t',-m)(t,-m)}^0(r^\parallel), \quad l_L^C - l_L^R = l_R^C - l_R^R \] (5.147)

The saving of storage by using a matrix rotation technique has been thoroughly studied in [29, 37]. The application of symmetrical properties of translations will further decrease the memory requirements. Here we only test the errors introduced by the matrix rotation. We choose a very narrow conducting strip which is 5 mm wide and 1 m long and is discretized into two sections in the narrow lateral and 400 sections along the strip. There are 399 loop basis functions and 1599 tree basis functions for simulating the current distribution at very low frequencies and 1600 pulse basis functions to simulate the charge densities for the static case. Under the assumption that all elements in \( I \) are 1, the interactions between separated terms \( \tilde{Z}_f \cdot I \) are calculated by direct method and the 3D LF-MLFMA or static MLFMA with and without matrix rotation. Here, the six-level MLFMA is applied and harmonic expansions are truncated at \( l = 5 \) for both low-frequency and static cases. Figure 5.15 shows relative errors of \( \tilde{Z}_f \cdot I \) by using the 3D LF-MLFMA with matrix rotation compared with direct results at 10 MHz and 1 Hz. Figure 5.16 shows relative errors of results from the 3D LF-MLFMA with matrix rotation compares with results from the plain 3D LF-MLFMA at 10 MHz and 1 Hz. It can be seen that relative errors are almost the same at different low frequencies, and the order of numerical errors from the matrix rotation is always much smaller than the order of errors from the plain LF-MLFMA for fixed harmonic expansion truncation. Figure 5.17 shows relative errors of \( \tilde{Z}_f \cdot I \) by using the static MLFMA with matrix rotation compares with direct results. Figure 5.18 shows relative errors of results from the static MLFMA with matrix rotation compared with the results from the plain static MLFMA. As with the low-frequency case, numerical errors from the matrix rotation are always smaller than the order of errors from the plain static MLFMA for fixed harmonic expansion truncation. Therefore, the implementation of matrix rotation techniques does not increase the error order for both low-frequency and static cases.

5.3.7 3D LF-MLFMA Based on RWG Basis

By using the loop-tree basis designed for low-frequency problems

\[ \mathbf{J}(\mathbf{r}') = \mathbf{J}_L(\mathbf{r}') \cdot \mathbf{I}_L + \mathbf{J}_T(\mathbf{r}') \cdot \mathbf{I}_T \] (5.148)

and the Galerkin testing procedure and applying \( \nabla \cdot \mathbf{J}_L(\mathbf{r}) = 0 \), we have the matrix equation:

\[
\begin{bmatrix}
\tilde{Z}_{LL} & \tilde{Z}_{LT} \\
\tilde{Z}_{TL} & \tilde{Z}_{TT}
\end{bmatrix}
\begin{bmatrix}
\mathbf{I}_L \\
\mathbf{I}_T
\end{bmatrix}
= 
\begin{bmatrix}
\mathbf{V}_L \\
\mathbf{V}_T
\end{bmatrix}
\] (5.149)
Equation (5.149) is the matrix equation based on the loop-tree basis for solving very low-frequency problems. The application of loop-tree basis remedies the low-frequency breakdown for RWG-type basis. Here, we use RWG-type basis to mean the RWG basis, wire basis, and wire-surface basis [39]. To further improve the spectral property of the matrix equation, a basis rearrangement approach is developed to improve the spectral property of the impedance matrix of loop-tree basis [35].

For plane-wave excitation, when the frequency is very low, the elements of the impedance matrix, the excitation vector, and the results scale with respect to the frequency $\omega$ as following

$$
\begin{bmatrix}
Z_{LL}(O(\omega)) & Z_{LT}(O(\omega)) \\
Z_{TL}(O(\omega)) & Z_{TT}(O(\frac{1}{\omega}))
\end{bmatrix}
\begin{bmatrix}
I_L(0(1)) \\
I_T(0(\omega))
\end{bmatrix} =
\begin{bmatrix}
V_L(0(\omega)) \\
V_T(0(\omega))
\end{bmatrix}
$$

(5.150)

where the expressions in the brackets are the scaling properties of the matrix elements at very low frequencies or when $\omega \to 0$. The matrix equation in (5.150) is unbalanced when $\omega \to 0$. This imbalance stems from the fact that we use an electric field integral equation, but the inductive part produces predominantly a magnetic field, with a subdominant electric field. Hence, the upper left hand block of the matrix becomes subdominant in an electric field equation. To remedy this, (5.150) can be frequency
After the normalization, \( \frac{1}{\omega} \mathbf{Z}_{LL} \), \( \omega \mathbf{Z}_{TT} \), \( \frac{1}{\omega} \mathbf{V}_L \) and \( \mathbf{V}_T \) remain finite, \( \mathbf{Z}_{LT} = \mathbf{Z}_{TL} \to 0 \) when \( \omega \to 0 \).

When use iterative solvers to solve (5.151), to further improve the convergence property, we can apply diagonal or block diagonal preconditioner on it:

\[
\left[ \begin{array}{cc}
\mathbf{P}_{LL} & 0 \\
\mathbf{U} & \mathbf{P}_{TT}
\end{array} \right] \left[ \begin{array}{cc}
\frac{1}{\omega} \mathbf{Z}_{LL} & \mathbf{Z}_{LT} \\
\mathbf{Z}_{TL} & i\omega \mathbf{Z}_{TT}
\end{array} \right] \left[ \begin{array}{c}
\mathbf{I}_L \\
\frac{1}{\omega} \mathbf{I}_T
\end{array} \right] = \left[ \begin{array}{c}
\frac{1}{\omega} \mathbf{P}_{LL} \cdot \mathbf{V}_L \\
\mathbf{P}_{TT} \cdot \mathbf{V}_T
\end{array} \right] \tag{5.152}
\]

where \( \mathbf{P}_{LL} \) and \( \mathbf{P}_{TT} \) are the diagonal or block diagonal preconditioner for \( \frac{1}{\omega} \mathbf{Z}_{LL} \) and \( i\omega \mathbf{Z}_{TT} \), respectively.

For a large linear system, the traditional matrix equation solver cannot be used directly due to limited computer resources. LF-MLFMA is an efficient method to solve large linear systems without compromising precision [28]. But for complex structures, some global loop basis functions are involved, such as the global loop basis function around a hole, the global wire-surface loop basis function for wire-surface loop, the global loop basis function for a strip band whose two ends are all connected.
Figure 5.17 The relative errors of $Z_f \cdot I$ by applying static MLFMA with matrix rotation compared to direct results. Here, all elements in $I$ are assumed to be 1. The six-level static MLFMA is applied.

Figure 5.18 The relative errors of $Z_f \cdot I$ by the static MLFMA with matrix rotation compared with results by the plain static MLFMA. Here, all elements in $I$ are assumed to be 1. The six-level static MLFMA is applied.
directly or indirectly to a patch surface or wire, the global loop basis function for closed surface with toruses, and the global wire loop basis function. If we apply LF-MLFMA directly based on the loop-tree basis, the group size at the finest level is limited by the size of global loop basis functions. This may make LF-MLFMA inefficient and inapplicable. If there are only a few global loop basis functions, we can extract the matrix-vector multiplication that is associated with these global loop basis functions and evaluate it directly. The rest of the matrix-vector multiplication is expedited by LF-MLFMA. But for integrated circuits problems, a preponderance of global loop basis functions may be involved and some of the global loop basis functions will be very large. Hence, the method of extracting the global loop basis functions is inefficient and therefore cannot be applied. Here, we apply LF-MLFMA based on small local basis transformation instead of using loop-tree basis directly. We can apply LF-MLFMA based on integration points [40], patch/segment, or RWG-type basis. Because all the loop-tree basis functions are superpositions of RWG-type basis functions, we apply LF-MLFMA based on RWG-type basis functions here [39].

Global loop basis functions, local loop basis functions, and tree basis functions all can be represented as the superposition of RWG-type basis functions:

\[
\begin{bmatrix}
J_L(r) \\
J_T(r)
\end{bmatrix} = F_{LTR} \cdot J_{RWG}(r) \tag{5.153}
\]

\[
J_T(r) = F_{TR} \cdot J_{RWG}(r) \tag{5.154}
\]

where \(F_{LR}\) and \(F_{TR}\) are connection matrices between loop and tree basis functions with RWG-type basis functions. Here, the subscript \(RWG\) denotes terms that associated with RWG-type basis functions. Equations (5.153) and (5.154) can be combined as

\[
\begin{bmatrix}
J_L(r) \\
J_T(r)
\end{bmatrix} = F_{LTR} \cdot J_{RWG}(r) \tag{5.155}
\]

where

\[
F_{LTR} = \begin{bmatrix}
F_{LR} \\
F_{TR}
\end{bmatrix} \tag{5.156}
\]

By applying (5.153) in matrix elements in (5.149), we have

\[
\mathbf{Z}_{LL} = i\omega \mu \langle \mathbf{J}_L(r), g(r, r'), \mathbf{J}^*_L(r') \rangle \\
= i\omega \mu \langle \mathbf{F}_{LR} \cdot \mathbf{J}_{RWG}(r), g(r, r'), \mathbf{J}^*_L(r') \cdot \mathbf{F}^\dagger_{L} \rangle \\
= \mathbf{F}_{LR} \cdot \mathbf{Z}^\dagger_{RWG} \cdot \mathbf{F}^\dagger_{L} \tag{5.157}
\]

where

\[
\mathbf{Z}^\dagger_{RWG} = i\omega \mu \langle \mathbf{J}_{RWG}(r), g(r, r'), \mathbf{J}^*_L(r') \rangle \tag{5.158}
\]

and

\[
\langle \mathbf{A}(r), g(r, r'), \mathbf{B}(r') \rangle = \int d\mathbf{r} \mathbf{A}(r) \cdot \int d\mathbf{r}' g(r, r') \mathbf{B}(r') \tag{5.159}
\]
Similarly, we have

\[ Z_{LT} = F_{LR} \cdot Z_{RWG}^V \cdot F_{TR} \]  \hspace{1cm} (5.160)

\[ Z_{TL} = F_{TR} \cdot Z_{RWG}^V \cdot F_{LR} \]  \hspace{1cm} (5.161)

\[ Z_{TT} = F_{TT} \cdot (Z_{RWG}^V + Z_{RWG}^S) \cdot F_{TT} \]  \hspace{1cm} (5.162)

where

\[ Z_{RWG}^S = -\frac{i}{\omega} \langle \nabla \cdot J_{RWG}(r), g(r, r'), \nabla' \cdot J_{RWG}^I(r') \rangle \]  \hspace{1cm} (5.163)

From (5.157), (5.160)–(5.162), we have

\[
\begin{bmatrix}
\frac{1}{\omega}Z_{LL} & Z_{LT} \\
Z_{TL} & i\omega Z_{TT}
\end{bmatrix}
= \begin{bmatrix}
\frac{1}{\omega}F_{LR} \cdot Z_{RWG}^V \cdot F_{TR} \\
F_{TR} \cdot Z_{RWG}^V \cdot F_{LR} & i\omega F_{TR} \cdot (Z_{RWG}^V + Z_{RWG}^S) \cdot F_{TR}
\end{bmatrix}
\]  \hspace{1cm} (5.164)

Define

\[ F'_{LR} = \frac{1}{\sqrt{i\omega}}F_{LR} \]  \hspace{1cm} (5.165)

\[ F'_{TR} = \sqrt{i\omega}F_{TR} \]  \hspace{1cm} (5.166)

\[ F'_{LTR} = \begin{bmatrix}
F'_{LR} \\
F'_{TR}
\end{bmatrix} \]  \hspace{1cm} (5.167)

Substituting (5.165)–(5.167) in (5.164) leads to

\[
\begin{bmatrix}
\frac{1}{\omega}Z_{LL} & Z_{LT} \\
Z_{TL} & i\omega Z_{TT}
\end{bmatrix}
= F_{LTR} \cdot Z_{RWG}^V \cdot F'_{LTR} + \begin{bmatrix}
0 \\
0
\end{bmatrix} F_{TR} \cdot Z_{RWG}^S \cdot F'_{TR}
\]  \hspace{1cm} (5.168)

By applying (5.168) in (5.152), we have

\[
\begin{bmatrix}
\bar{P}_{LL} & \bar{U} \\
\bar{U} & \bar{P}_{TT}
\end{bmatrix}
\left\{ \begin{bmatrix}
F_{LTR} \cdot Z_{RWG}^V \cdot F'_{LTR} + \begin{bmatrix}
0 \\
0
\end{bmatrix} F_{TR} \cdot Z_{RWG}^S \cdot F'_{TR}
\end{bmatrix}
\right\} 
= \begin{bmatrix}
\frac{1}{\omega I_L} \\
\frac{1}{\omega I_T}
\end{bmatrix} 
\begin{bmatrix}
\bar{V}_L \\
\bar{V}_T
\end{bmatrix} \]  \hspace{1cm} (5.169)

Denote

\[
\bar{Z}' = \begin{bmatrix}
\bar{P}_{LL} & \bar{U} \\
\bar{U} & \bar{P}_{TT}
\end{bmatrix}
\left\{ \begin{bmatrix}
F_{LTR} \cdot Z_{RWG}^V \cdot F'_{LTR} + \begin{bmatrix}
0 \\
0
\end{bmatrix} F_{TR} \cdot Z_{RWG}^S \cdot F'_{TR}
\end{bmatrix}
\right\} \]  \hspace{1cm} (5.170)
The transpose of matrix $\mathbf{Z}'$ is

$$
\mathbf{Z}'^T = \begin{bmatrix}
\mathbf{F}_{LTR} \cdot \mathbf{Z}_{RWG}^V \cdot \mathbf{F}_{LTR}^T + \left[ \begin{array}{cc}
0 & 0 \\
0 & \mathbf{F}_{TR} \cdot \mathbf{Z}_{RWG} \cdot \mathbf{F}_{TR}^T
\end{array} \right]
\end{bmatrix}
\begin{bmatrix}
\mathbf{P}_{LL}^T \\
0
\end{bmatrix}
$$

(5.171)

By using the notation of (5.170), (5.169) becomes

$$
\mathbf{Z}' \cdot \begin{bmatrix}
\mathbf{I}_L \\
\frac{1}{i\omega} \mathbf{I}_T
\end{bmatrix} = \begin{bmatrix}
\frac{1}{i\omega} \mathbf{P}_{LL} \cdot \mathbf{V}_L \\
\mathbf{P}_{TT} \cdot \mathbf{V}_T
\end{bmatrix}
$$

(5.172)

When an iterative solver is used to solve the matrix equation (5.171), in each iterative step, we need to multiply the matrix $\mathbf{Z}'$ or its conjugate transpose by a vector, the trial solution. The most time-consuming parts are the multiplication of dense matrix $\mathbf{Z}_{RWG}$ and $\mathbf{Z}_{RWG}^s$ with vectors. This multiplication can be expedited by LF-MLFMA. Here, the basis is the RWG-type basis. No large global loop basis function is involved now. Therefore, LF-MLFMA can be performed efficiently.

By applying the above techniques, the inductance and input susceptance of a 12-turn spiral inductor are calculated. The radius of the wire is 2.76 $\mu$m. The track spacing is 24 $\mu$m. The wire spiral inductor is 250 $\mu$m above and connected to a ground plate. The ground plate is 800 $\times$ 800 $\mu$m$^2$. The structure of the spiral inductor is shown in Figure 5.19. The input susceptance of the spiral as a function of frequency is shown in Figure 5.20. The rate of change of the susceptance with frequency is always negative. This characteristics meets the Foster’s reactance/susceptance theorem. The inductance as a function of frequency is shown in Figure 5.21. At very low frequencies, the capacitive part is very small, and the spiral inductor can be considered as a pure inductor. But when the frequency becomes higher, the effect of the parasitic capacitance becomes larger. The structure is resonant at high frequencies due to the presence of parasitic capacitance in the inductor loop.

By using the loop-tree basis for low-frequency cases and RWG-type basis for high-frequency cases, we can solve electromagnetic problems from zero frequency to microwave frequencies. Here, the input impedance of a Hertzian dipole is calculated. The so-called Hertzian dipole comprises two conducting spheres connected by a length of wire, and fed at the center of the wire. We first use the loop-tree basis at very low frequencies and then switch over to the RWG basis when frequency is high. At very low frequencies, the Hertzian dipole resembles a series LC network. The input impedance is

$$
Z_{in} = -i\omega L - \frac{1}{i\omega C}
$$

(5.173)

where $L$ is the inductance, and $C$ is the mutual capacitance between the two spheres. Because the inductance of the wire is very small, at very low frequencies, the input...
Figure 5.19  Structure of the wire spiral inductor connected to a ground plate.

Figure 5.20  Input susceptance of the wire spiral inductor versus frequency.
impedance is approximated by

\[ Z_{\text{in}} \approx -\frac{1}{i\omega C} \]  

(5.174)

Figure 5.22 shows the comparison of the reactance from plain CG, LF-MLFMA, and the capacitor approximation from 1 Hz to 10 MHz. The loop-tree basis is used in the LF-MLFMA and the plain CG method. Figure 5.23 shows the input resistance and reactance from 10 MHz to 100 MHz. We use loop-tree basis at frequencies near 10 MHz and then switch to the RWG basis. Only plain CG method is used in this frequency range. We observe that the electromagnetic physics is correctly captured by the solution method. At low frequencies, the Hertzian dipole correctly behaves like a capacitor, while at higher frequencies, it behaves like an LC tank circuit.

5.4 CONCLUSIONS

In this chapter, the LF-MLFMA in 2D and 3D with a computational complexity of \( O(N) \) for very low-frequency problems is developed. The LF-MLFMA can be used not only independently for very low-frequency cases, but also to solve large-scale structures with rapidly varying areas when merged with a dynamic algorithm described in Chapters 2 and 3. A more explicit and succinct representation of the
Figure 5.22  Input reactance of a Hertzian dipole at very low frequencies. Loop-tree basis is used.

Figure 5.23  Input resistance and reactance from the plain CG method. Loop-tree and RWG bases are separately used at different frequencies.
3D static MLFMA is also derived. The matrix rotation techniques is applied to the 3-D LF-MLFMA to save storage. Some symmetries of the translation matrices along the $z$ direction for the very low-frequency case and the static case are also derived to further reduce the memory requirements. A loop-tree based method that is also efficient for iterative solvers is described.
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6.1 INTRODUCTION

Numerical methods based on surface integral equations have enjoyed widespread use in computational electromagnetics for many years, since the introduction of the method of moments in the early days of the field of computational electromagnetics [1]. The recent development of techniques for fast evaluation of interactions has greatly extended the frontier of problems that can be analyzed using integral equation solvers [2]. In this chapter, we survey results on the error analysis of this approach to numerical simulation of electromagnetics problems.

An understanding of the convergence behavior of a numerical method requires an estimate or bound on the final solution error in terms of parameters of the algorithm and physical properties of the problem to be solved. If the solution is obtained using an iterative method, then a complete understanding of the numerical method requires iteration count estimates as well. We obtain solution error and iteration count estimates for the method of moments applied to several canonical two- and three-dimensional scattering problems. These results illustrate the relationship between electromagnetic effects and numerical performance and provide insights into
6.1.1 Surface Integral Equations and the Method of Moments

For conducting or dielectric bodies, Maxwell’s equations and the boundary conditions on the electromagnetic fields at the surface of the scatterer can be cast into an equivalent system of surface integral equations. These equations are based on integral operators that relate an unknown, equivalent current on the surface of the body to the fields scattered in response to a given incident field. In this chapter, we consider only the special case of the electric field integral equation (EFIE) applied to a perfectly electrically conducting object, although the approach used here could be modified to apply to other integral equation formulations and types of scatterers.

Let $S$ denote the surface of a perfectly electrically conducting (PEC) body, and $\boldsymbol{J}$ the surface current on $S$ induced by an incident field $\mathbf{E}^{\text{inc}}$. The incident field $\mathbf{E}^{\text{inc}}$ is the total field which would exist if the scatterer were not present. The surface current $\boldsymbol{J}$ in the absence of the scatterer would radiate the scattered field $\mathbf{E}^{\text{sc}}$ such that $\mathbf{E} = \mathbf{E}^{\text{inc}} + \mathbf{E}^{\text{sc}}$. The EFIE is of the form

$$\hat{n} \times \mathcal{T} \boldsymbol{J} = \hat{n} \times \mathbf{E}^{\text{inc}}$$  \hspace{1cm} (6.1)

where the integral operator is [3, 4]

$$\mathcal{T} \boldsymbol{J} = -i k_0 \eta \int_S ds' g(r, r') \mathbf{J}(r') - i \eta k_0 \nabla \int_S ds' g(r, r') \nabla \cdot \mathbf{J}(r')$$  \hspace{1cm} (6.2)

This definition differs from that of [4] in that it does not include the cross product with the surface normal vector $\hat{n}$. In this expression, $\eta = \sqrt{\mu / \varepsilon}$ is the characteristic impedance of the medium surrounding the scatterer, $\varepsilon$ and $\mu$ are the permittivity and permeability of the medium, $k_0$ is the wavenumber of the time harmonic incident field, and the singular kernel is the free space Green’s function

$$g(r, r') = \frac{e^{i k_0 R}}{4\pi R}$$  \hspace{1cm} (6.3)

where $R = |r - r'|$.

For a translationally invariant body, the three-dimensional scattering problem reduces to a pair of two-dimensional Helmholtz boundary value problems. If the incident electric field is in the invariant direction, the problem is transverse magnetic (TM), and the EFIE reduces to a scalar integral equation of the form

$$\mathcal{L} \mathbf{J} = \mathbf{E}^{\text{inc}}$$  \hspace{1cm} (6.4)
where $J(\rho)$ is the longitudinal component of the surface current vector and the integral operator is

$$\mathcal{L} J = \frac{k_0 \eta}{4} \int_D ds' H_0^{(1)}(k_0|\rho - \rho'|)J(\rho')$$

(6.5)

For 2D problems, $D$ denotes an arc in the plane, or a longitudinal cross-section of the 3D scatterer surface $S$.

For the transverse electric (TE) polarization, the integral operator becomes

$$N' J = \frac{k_0 \eta}{4} \hat{t} \cdot \int_D ds' H_0^{(1)}(k_0|\rho - \rho'|) \hat{t} J(\rho')$$

$$+ \frac{1}{4k_0 \eta} \hat{t} \cdot \nabla \int_D ds' H_0^{(1)}(k_0|\rho - \rho'|) \nabla' \cdot [\hat{t}' J(\rho')]$$

(6.6)

where $J(\rho)$ is the tangential component of the surface current vector, and $\hat{t}$ is a unit vector tangential to $D$ and transverse to the invariant direction.

The surface integral equations of electromagnetics can be solved approximately by projecting the operator onto a finite-dimensional subspace. This yields a linear system of equations for the weights corresponding to the unknown surface current on the scatterer. This approach is based on an approximate representation of the current as a linear combination of a finite set of basis functions. For the scalar or 2D case, this is

$$J(x) \simeq \hat{J}(x) = \sum_{n=1}^{N} I_n f_n(x)$$

(6.7)

where $x$ is a parameter for the curve $D$, the $f_n(x), n = 1, \ldots, N$ are expansion functions, and the $I_n$ are weights for the approximate current solution. The span of the $f_n$ is the trial subspace in which the numerical solution lies. The basis functions are generally defined on a discrete geometrical representation, or mesh, for the scatterer surface. The average length of the elements of the mesh is the discretization length $h$. The dimensionless discretization density or unknowns per wavelength $n_\lambda = \lambda/h$ can also be used to characterize the fineness of the mesh.

Common types of basis functions are the delta function (collocation), piecewise constant (pulse), and piecewise linear (triangle):

$$f(x) = \delta(x)$$

(6.8)

$$f(x) = \begin{cases} 1 & -h/2 \leq x \leq h/2 \\ 0 & |x| > h/2 \end{cases}$$

(6.9)

$$f(x) = \begin{cases} 1 - (x/h)^2 & -h \leq x \leq h \\ 0 & |x| > h \end{cases}$$

(6.10)
If the mesh is regular, so that each element is of length \( h \), then the basis functions are of the form \( f_n(x) = f(x - x_n) \), where \( x_n \) is the \( n \)th node of the mesh. In the 3D case, \( f_n \) becomes a vector function defined on surface patches [5].

Substituting (6.7) into (6.4) and testing the integral equation with another set of functions \( t_n(x) \) produces the linear system

\[
\sum_n Z_{mn} t_n = V_n \quad (6.11)
\]

where

\[
Z_{mn} = h^{-1} \int dx t_m(x) \mathcal{L} f_n(x) \quad (6.12)
\]
\[
V_n = h^{-1} \int dx t_m(x) E^{\text{inc}}(x) \quad (6.13)
\]

By solving (6.11), an approximate solution \( \hat{J} \) for the current on the scatterer can be obtained. This can be done by direct factorization of the moment matrix \( \mathbf{Z} \) or by making use of an iterative linear system solution algorithm.

This type of discretization is known as the method of moments (MOM) or the Galerkin-Petrov method [6]. If the trial and testing subspaces are identical, then MOM reduces to Galerkin’s method. In other communities, the method of moments for surface integral equations with basis and testing functions defined on mesh elements is known as the boundary element method (BEM).

Throughout this chapter, the hat on a quantity such as \( \hat{J} \) denotes an approximate value obtained from the method of moments. The hat is also used for unit vectors, but the meaning of the notation should be clear from context.

### 6.1.2 Error Measures

For smooth scatterers, if no sources lie on the scatterer surface, then the surface current is bounded and hence square integrable. In this case, the \( L^2 \) error of the current \( \hat{J} \) with respect to the exact current \( J \) is in principle a meaningful error measure, which could be used to assess the accuracy of a numerical method. The relative \( L^2 \) error is

\[
\text{Err}_{L^2} = \left\| \frac{\hat{J} - J}{|J|} \right\|^2 \quad (6.14)
\]

The relative root mean square (RMS) error is also of interest:

\[
\text{Err}_{\text{RMS}} = \left( \sum_{n=1}^{N} \left| \hat{J}_n - J_n \right|^2 \right)^{1/2} \left( \sum_{n=1}^{N} |J_n|^2 \right)^{-1/2} \quad (6.15)
\]
where $\mathbf{J}_n$ is the surface current density vector evaluated at the $n$th node point of the surface mesh.

One drawback of the current error is that the $L^2$ norm breaks down in some cases. If the scatterer has an edge or corner, then the current is in general singular, and the $L^2$ norm may not exist. In this case, the current error for singular regions of the scatterer must be studied using a Sobolev norm, as discussed in Section 6.1.3.1.

Another approach is to consider the error in a scattering amplitude or scattering cross-section. These scalar quantities are often the final desired result of a numerical simulation. Let the incident electric field be a plane wave of the form

$$\mathbf{E}^{\text{inc}}(\mathbf{r}) = \mathbf{E}_0 e^{i \mathbf{k}^{\text{sc}} \cdot \mathbf{r}} \quad (6.16)$$

where the constant vector $\mathbf{E}_0$ gives the polarization and magnitude of the field, and $\mathbf{k}^{\text{inc}}$ is the wavevector. The scattering amplitude $\mathcal{S}$ is then defined by [7]

$$E^{\text{sc}}(\hat{k}^{\text{sc}}, \hat{k}^{\text{inc}}) \rightarrow \frac{e^{ikr}}{kr} S(\hat{k}^{\text{sc}}, \hat{k}^{\text{inc}}) E^{\text{inc}}, \quad r \rightarrow \infty \quad (6.17)$$

and gives the amplitude of the outgoing plane wave propagating in the direction $\hat{k}^{\text{sc}}$. The scattering cross-section or radar cross-section (RCS) is $\sigma(\hat{k}^{\text{sc}}, \hat{k}^{\text{inc}}) = (4\pi/k_0^2)|\mathcal{S}|^2$.

For 2D problems, the scattering amplitude satisfies the definition

$$E^{\text{sc}}(\phi^{\text{sc}}, \phi^{\text{inc}}) \rightarrow \frac{-2i}{\pi k_0 \rho} e^{ik_0 \rho} S(\phi^{\text{sc}}, \phi^{\text{inc}}), \quad \rho \rightarrow \infty \quad (6.18)$$

where $\phi^{\text{inc}}$ and $\phi^{\text{sc}}$ are the angles of the propagation directions of the incident and scattered fields. By making use of the far field expansion of the Green’s function in (6.5), it can be shown that the scattering amplitude is related to the surface current on the scatterer by

$$S(\phi^{\text{inc}}, \phi^{\text{sc}}) = -\frac{k_0 \eta}{4} \langle E^{\text{sc}}, J \rangle \quad (6.19)$$

where $\langle \cdot, \cdot \rangle$ denotes the $L^2$ inner product.

The relative scattering amplitude error for given incident and scattered directions is

$$\text{Err}_S = \frac{|\hat{\mathcal{S}} - \mathcal{S}|}{|\mathcal{S}|} \quad (6.20)$$

where $\hat{\mathcal{S}}$ is the computed scattering amplitude obtained from the approximate current solution. Error measures which take into account more than one scattered direction are
also commonly used in computational electromagnetics. These include the maximum relative RCS error

$$\text{Err}_{\text{max}} = \max_{1 \leq m \leq M} |\frac{\tilde{\sigma}(\theta_m)}{\sigma(\theta_m)} - 1|$$ \hspace{1cm} (6.21)

and the relative RMS RCS error

$$\text{Err}_{\text{RMS}} = \left\{ \frac{1}{M} \sum_{m=1}^{M} |10 \log_{10} \left[ \frac{\tilde{\sigma}(\theta_m)}{\sigma(\theta_m)} \right]|^2 \right\}^{1/2}$$ \hspace{1cm} (6.22)

where the $\theta_m$ represent $M$ selected scattering directions. A drawback of these error measures is that the scattering amplitude or RCS errors may be small even when the surface current error is large.

6.1.3 Approaches to Error Analysis

There are two main approaches to the analysis of numerical methods in electromagnetics: theoretical and empirical. The first has been pursued almost exclusively by the numerical analysis community, through the application of fundamental theorems of analysis and operator theory, and has resulted in the asymptotic solution error estimates described in Section 6.1.3.1. The second area involves comparison of results with benchmarks for which an analytical solution or measured data is available, and the use of insight into the physical behavior of fields to predict or improve the accuracy and efficiency of a numerical method. Empirical approaches have been highly successful over the past two decades in driving research in the field of computational electromagnetics.

6.1.3.1 Asymptotic Error Estimates

The asymptotic error estimates developed by the numerical analysis community for electromagnetics problems [8–16] have their roots in the study of Laplace’s equation and Sobolev space theory. The goals of this work are to prove that numerical solutions converge as the mesh is refined, determine the asymptotic convergence rate, and obtain preconditioners that reduce the computational cost to $O(1)$ computations per degree of freedom as the mesh density increases. This requires solution error estimates and condition number estimates for the moment matrix.

The key parameter is $h$, the mesh or discretization length. Error and condition number estimates results obtained using the Sobolev space approach are asymptotic as $h \to 0$. The underlying theorem is that the convergence behavior of MOM for a dynamic problem ($k_0 > 0$) for small $h$ is close in a certain sense to that of the static or Laplace problem ($k_0 = 0$). Estimates can then be obtained by studying the boundary integral operator for the Laplace problem. From the operator point of view,
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this amounts to making the decomposition

\[ \mathcal{L} = -(i/k_0)A + K \]  

(6.23)

where the static part \( A \) is self-adjoint and positive definite, and \( K \) is compact, and neglecting the influence of \( K \) on the convergence behavior of the method of moments.

The static approximation leads to the theorem of quasioptimality, that the MOM solution is close to the best possible solution in the trial subspace, where "best possible" is defined in terms of a Sobolev norm. As a consequence, the actual error is close to the approximation error, or the error of the best possible solution with respect to the exact solution. The error analysis of MOM is thus reduced to a problem in approximation theory.

Physical properties of the scattering problem determine the smoothness of the surface current. The ability of the basis functions to represent functions of the given smoothness class then determines a solution error estimate of the form

\[ ||\hat{J} - J||_{H^s} \leq c h^\alpha \]  

(6.24)

for 2D problems. The parameter \( \alpha \) is the order of convergence of the numerical method and gives the log-log slope of the error as a function of the number of unknowns. Convergence theorems guarantee that estimates of this type holds for \( h \) smaller than some unknown, problem-dependent constant \( H \).

The norm in (6.24) is the Sobolev norm associated with the space of functions of the smoothness class to which the surface current \( J \) belongs. The Sobolev norm is an alternative to the scattering amplitude in obtaining a scalar quantity which is finite for singular currents and can be used to quantify numerical error. On the real line, the Sobolev norm can be interpreted in the Fourier domain as a weighted norm, so that [17]

\[ ||u||_{H^s} = \int_{-\infty}^{\infty} dk (1 + |k|^{2s}) |U(k)|^2 \]  

(6.25)

where \( U(k) \) is the Fourier transform of \( u(x) \) and \( s = \pm 1/2 \). The space of functions for which this norm is finite is denoted by \( H^s \). For \( s = 1/2 \), the space \( H^{1/2} \) is smaller than the square integrable function space \( L^2 \), and consists of functions smooth enough that the decay of \( U(k) \) for large \( |k| \) offsets the growth of the weight function. For \( s = -1/2 \), the weight function acts as a smoothing term, so that functions which are less smooth than \( L^2 \) functions belong to the space \( H^{-1/2} \). In particular, this Sobolev space contains functions with singularities of the form \( x^{-1/2}, x \to 0 \).

The connection of (6.25) to electromagnetics arises because the weight function has the same asymptotic behavior for large \( k \) as the one-dimensional Fourier representations of the kernels of (6.5) and (6.6). This can be seen from results given in (6.75) for the TM polarization, and (6.100) for the TE polarization. Surface currents due to TM polarized incident fields belong to \( H^{-1/2} \), and \( H^{1/2} \) for the TE case. For
the TM polarization, it is well known that currents can have $x^{-1/2}$ singularities at edges [18]. The $L^2$ norm of such a current is infinite and cannot be used to define a meaningful current error, whereas the $H^{-1/2}$ norm remains finite, and so (6.24) can be used as an error measure.

The order of convergence $\alpha$ in (6.24) can be evaluated for smooth scatterers and scatterers with edges. For smooth scatterers, the current is continuous and differentiable everywhere, as long as there are no sources on the scatterer itself. In this case, for localized, low-order basis functions, the exponent is $\alpha = 2$. In the nonsmooth case, if the current near an edge behaves as $x^{-1/2}$, existing convergence theories predict $\alpha = 1/2$ [10]. As shown in Section 6.2.5, scattering amplitudes are accurate to a higher order than would be expected from the bound (6.24), due to the variational nature of the scattering amplitude as computed by the method of moments [19].

A posteriori residual-based error bounds [17, 20, 21] have also been developed using Sobolev norms and have been applied to adaptive grid algorithms [12]. These bounds give the solution error in terms of the residual error, or error in the scattered field, and require accurate computation of residuals in order to bound the solution error.

In principle, the asymptotic error bound (6.24) holds for any scattering problem. For electrically small problems, the error analysis of the method of moments is essentially a closed problem. Most results apply to the scalar case, but the 3D vector case has been considered as well [8, 9].

For the electrically large problems of interest in computational electromagnetics, however, asymptotic bounds can fail for practical reasons. The influence of the global geometrical shape and of wave phenomena such as resonance are contained in the constant $\mathcal{H}$. As the electrical size grows, the effects of long-range interactions become stronger, and the asymptotic regime may be pushed to smaller values of $\mathcal{H}$. At the same time, due to finite computational resources, the minimum value of $h$ that can be attained in practice increases with frequency. Due to the Nyquist criterion, the number of unknowns required to model an oscillatory surface current is proportional to the electrical size of the scatterer. The order of the total number of unknowns is

$$N \simeq \left( \frac{k_0 d}{h} \right)^{\dim - 1}$$

(6.26)

where $\dim$ is the dimensionality of the scattering problem and $d$ is a linear measure of the scatterer. For large electrical lengths $k_0 d$, the number of unknowns can be so great for the coarsest possible mesh that it is impractical to refine the mesh by reducing $h$. As a result, for electrically large problems it may not be possible to reach the asymptotic regime for which the bound (6.24) holds. In order to obtain quantitative information about accuracy and convergence, absolute error estimates are required.
6.1.3.2 Empirical Methods

In practice, numerical methods used in computational electromagnetics are validated by checking canonical test cases for which exact or tabulated solutions are available. This approach is used almost exclusively in the field of computational electromagnetics. Although this type of verification can provide reasonable confidence of accuracy over classes of similar scatterer geometries, it yields only a limited understanding of the underlying causes of solution error and condition number growth.

6.1.4 Spectral Convergence Theory

Both the theoretical and empirical approaches to error analysis have led to important contributions in the field of computational electromagnetics. The intent of this work is to address the drawbacks of these approaches and provide an understanding of error and convergence behavior for the electrically large, complex problems of current interest.

The spectral convergence theory developed in this chapter extends asymptotic convergence theories by providing absolute, nonasymptotic estimates that are valid for large scattering problems. These estimates also provide a theoretical understanding of accuracy for benchmark problems, and a sound basis for extrapolating empirical observations to more general problems of practical interest.

The fundamental results on which this approach is based are spectral estimates for the surface integral operators of scattering. These estimates in turn provide solution error and condition number estimates for the method of moments, in terms of the properties of the scatterer, the mesh used to obtain a discrete representation of the scatterer, and the numerical method.

The influence of the scattering problem on the solution accuracy results from the combined effects of:

- Smooth regions;
- Edge, corner, and point singularities;
- Resonance;
- Low-frequency breakdown;
- Incident electromagnetic field.

Error estimates also depend on the numerical method through the choices of:

- Expansion and testing functions;
- Quadrature rule used to evaluate moment matrix elements;
- Linear system solution algorithm.
These properties of the scattering problem and numerical method determine the accuracy and convergence rate of the solution.

In this chapter, we consider each of these factors separately through a detailed study of several canonical examples. To leading order, these error contributions can in principle be superimposed to estimate the error for more complex scatterers. Although it may not be possible to take into account higher order interactions between edges, smooth regions, and resonant structures, the order-of-magnitude error is all that is needed for practical purposes, and the present theory should suffice for many scattering problems encountered in computational electromagnetics.

The circular cylinder is considered as an example of a smooth scatterer. The errors on the interiors of the flat strip and flat plate, away from edge singularities, provide additional examples of error on smooth regions. We then study the error due to the singular current at the edges of a flat strip and combine the edge error and the error on the smooth interior of the strip in order to obtain a total error estimate for the strip.

Internal and real resonances also affect the solution convergence rate. The cylinder exhibits internal resonances, which are nonphysical but still influence numerical accuracy. The rectangular cavity is an example of a scatterer with real, physical resonances. Spectral estimates for these scatterers allow the error due to resonance to be quantified.

The cylinder, strip, and cavity are 2D problems. We give spectral estimates for the flat plate in order to extend the error analysis to the more general 3D case. We consider also a method for regulating the kernel of the EFIE to reduce the error in scattering amplitude computations.

For each of the scatterers, and for common types of basis functions and quadrature rules, the goal is to estimate the solution error and moment matrix condition number in terms of the discretization density of the mesh. Both current and scattering amplitude errors are to be considered. As expressed in general form in (6.24), the exponent of the dependence on $h$ is the order of convergence of the numerical method, and the constant gives the absolute accuracy of the result. The error also depends on the incident field in the EFIE (6.1). For a smooth scatterer, this results from an approximation error, which is analogous to the dispersion error of finite difference methods. Condition number estimates quantify the difficulty of solving a linear system for the unknown current in terms of the mesh density, the electrical size of the scatterer, resonance, and polynomial order of the basis functions.

Some of the text and figures included in this chapter have appeared previously in expanded form in [22–27].

6.2 SPECTRAL CONVERGENCE THEORY—2D

In general, the integral operators $\mathcal{L}$, $\mathcal{N}$, and $\mathcal{T}$ are non-self-adjoint, so that the usual theory of self-adjoint operators on Hilbert spaces cannot be applied to study the...
behavior of numerical solutions. One approach to overcoming this is the use of the static decomposition (6.23). For high frequencies or scatterers with large electrical size, the static limit fails to capture all the relevant physics. In this work, we employ a decomposition of the form

$$\mathcal{L} = \mathcal{H} + \mathcal{R}$$  \hspace{1cm} (6.27)

where \( \mathcal{H} \) is normal and \( \mathcal{R} \) is a nonnormal perturbation. A normal operator satisfies \( \mathcal{H}'\mathcal{H} = \mathcal{H}\mathcal{H}' \) and has a spectral decomposition [28]. In this work, the operator \( \mathcal{H} \) corresponds to a high-frequency limit of \( \mathcal{L} \). If \( \mathcal{R} \) is in some sense small, the eigenvalues of \( \mathcal{H} \) provide spectral estimates for \( \mathcal{L} \) and its matrix discretization, which arises from the method of moments. These estimates lead to the notion of spectral error, from which the current solution and scattering amplitude errors can be obtained.

In the following sections, we apply this method to the circular cylinder, the flat strip, and the rectangular cavity. To complete the analysis of the flat strip, we also consider the error due to edge singularities of the strip, using a nonspectral approach.

### 6.2.1 Circular Cylinder—TM

Because an analytical solution for the plane wave scattering problem for the circular cylinder exists, this scatterer is often used as a benchmark for numerical methods. In this section, we provide a theoretical understanding of the error behavior of the method of moments for the circular cylinder in order to better understand how benchmark results generalize to more complex problems.

For the cylinder, \( \mathcal{L} \) is normal, and an exact spectral decomposition exists [14], so that the operator \( \mathcal{R} \) in (6.27) vanishes. Here, we obtain the spectrum of the discretized operator, and thereby determine the solution error in terms of the choice of basis functions, the discretization density, and the quadrature rule used to evaluate moment matrix elements. The dependence of the conditioning of the moment matrix on the inner product used to discretize the EFIE has been studied for the cylinder using a similar approach [6].

We now expand the kernel of the EFIE in terms of eigenfunctions of the Helmholtz operator \( \nabla^2 + k_0^2 \) in order to obtain a spectral decomposition for the moment matrix. The cylindrical mode expansion of the kernel is

$$H_0^{(1)}(k_0|\mathbf{r} - \mathbf{r}'|) = \sum_{l=-\infty}^{\infty} J_l(k_0 a)H_1^{(1)}(k_0 a)e^{il(\phi - \phi')}$$  \hspace{1cm} (6.28)

where \( \mathbf{r} \) and \( \mathbf{r}' \) lie on a circle of radius \( a \) and \( \phi \) and \( \phi' \) are the corresponding angles in the cylindrical coordinate system. The expansion and testing functions are taken to be of the form \( f_n(\phi) = f(\phi - \phi_n) \) and \( t_n(\phi) = t(\phi - \phi_n) \). The nodes are evenly spaced, so that \( \phi_n = (n - 1/2)\theta_0 \), where \( \theta_0 = 2\pi/N \). In terms of cylindrical modes,
the moment matrix becomes

\[ Z_{mn} = \frac{\eta \pi k_0 a}{2N} \sum_{l=-\infty}^{\infty} J_l(k_0 a) H_l^{(1)}(k_0 a) \tilde{t}_l \tilde{i}_l e^{il(\phi_m - \phi_n)} \]  

(6.29)

where \( \tilde{t}_l \) is the Fourier transform of \( t(\phi) \),

\[ \tilde{t}_l = \frac{1}{\theta_0} \int d\phi t(\phi) e^{-il\phi} \]  

(6.30)

evaluated at \( l \) and normalized by \( 1/\theta_0 \), and \( \tilde{i}_l \) is defined similarly.

From (6.29), the eigenvectors of the moment matrix are of the form \( e^{ir\phi_m} \), where \( r \) is an integer and \( n \) indexes components of the eigenvector. The corresponding eigenvalues can be determined from

\[ \sum_{n=1}^{N} Z_{mn} e^{ir\phi_n} = \frac{\eta \pi k_0 a}{2N} \sum_{l=-\infty}^{\infty} J_l(k_0 a) H_l^{(1)}(k_0 a) \tilde{t}_l \tilde{i}_l e^{il\phi_m} \sum_{n=1}^{N} e^{i(r-l)\phi_n} \]  

(6.31)

The sum over \( n \) can be evaluated using

\[ \sum_{n=1}^{N} e^{ir\phi_n} = (-1)^r \frac{\sin(\pi r)}{\sin(\pi r/N)} \]  

(6.32)

The right-hand side of (6.32) is equal to \((-1)^s N\) if \( r = sN \), where \( s \) is an integer, and vanishes otherwise. Equation (6.31) then becomes

\[ \sum_{n=1}^{N} Z_{mn} e^{ir\phi_n} = \left[ \frac{\eta \pi k_0 a}{2} \sum_{q=-\infty}^{\infty} J_{r+qN}(k_0 a) H_{r+qN}^{(1)}(k_0 a) \tilde{t}_{r+qN} \tilde{i}_{r+qN} \right] e^{ir\phi_m} \]  

(6.33)

From this expression, we can identify

\[ \tilde{\lambda}_r = \frac{\eta \pi k_0 a}{2} \sum_{q=-\infty}^{\infty} J_{r+qN}(k_0 a) H_{r+qN}^{(1)}(k_0 a) \tilde{t}_{r+qN} \tilde{i}_{r+qN} \]  

(6.34)

as the eigenvalue of \( e^{ir\phi_m} \).

In the limit as \( N \to \infty \), \( \tilde{\lambda}_r \) is equal to the \( r \) th eigenvalue \( \Lambda_r \) of the continuous operator \( \mathcal{C} \). In this limit, all terms in the sum in (6.34) vanish except the \( q = 0 \) term, and \( \tilde{t}_{r} \tilde{i}_{r} \to 1 \), so that we recover the exact eigenvalue [14]:

\[ \Lambda_r = (\eta \pi k_0 a/2) J_r(k_0 a) H_r^{(1)}(k_0 a) \]  

(6.35)
The eigenvalues of the moment matrix can be written in the form

\[ \hat{\Lambda}_r = \Lambda_r + \Delta_r, \]  

(6.36)

where

\[ \Delta_r = \frac{\eta \pi k_0 a}{2} \sum_{\varphi \neq 0} J_{r+qN}(k_0 a) H_{r+qN}^{(1)}(k_0 a) \hat{f}_{r-qN} \hat{f}_{r+qN} + \Lambda_r (\hat{f}_{-r} \hat{f}_r - 1) \]  

(6.37)

is the spectral error caused by discretization. Since \( \mathbf{Z} \) has \( N \) eigenvalues, the index \( r \) lies in the range \( 1 \leq r \leq N/2 \) if \( N \) is even or \( -N/2 \leq r \leq (N-1)/2 \) if \( N \) is odd. We refer to the eigenvalues of \( \mathcal{L} \) with order \( |r| > N/2 \) as unmodeled eigenvalues, since the spatial frequency of the corresponding eigenfunctions is greater than the Nyquist frequency of the sample points \( x_n \), and they cannot be represented in the trial subspace.

### 6.2.1.1 Spectral Error

In this section, we study the spectral error introduced by the discretization of the EFIE, as defined in (6.36). Using the large order expansion \( J_r(x) H_r^{(1)}(x) \sim -i(\pi |r|)^{-1} \), the relative spectral error \( E_r = \Delta_r / \Lambda_r \) can be approximated as

\[ E_r \approx -\frac{i \eta}{2n \lambda \Lambda_r} \sum_{\varphi \neq 0} \frac{\hat{f}_{r-qN} \hat{f}_{r+qN}}{|q + r/N|} + \hat{f}_{-r} \hat{f}_r - 1 \]  

(6.38)

The first term of this expression is determined by the asymptotic behavior of the spectral representation of the kernel, which is associated with the singularity of the Green’s function \( g(\mathbf{p}, \mathbf{p}') \) at \( \mathbf{p} = \mathbf{p}' \). This contribution to \( E_r \) might be called sampling error, since it arises from aliasing of high spatial frequency (\( |r| > N/2 \)) components of the kernel. The second term, \( \hat{f}_{-r} \hat{f}_r - 1 \), is the approximation error or smoothing error caused by inaccurate representation of low spatial frequency (\( |r| \leq N/2 \)) eigenfunctions of the kernel.

We now consider the spectral error for piecewise polynomial expansion and testing functions. The particular basis functions studied here are generated by convolutions of the pulse function, and are splines of the type studied in [6]. For large \( p \), these piecewise polynomials become Gaussian-like, with support that grows in width with \( p \). The functions could be rescaled so that the width of the support is close to \( h \), but we do not consider this possibility here, since in practice, \( p \leq 1 \) for this class of basis functions. Greater accuracy can be obtained by \( p \)-refinement, for which the basis consists of a set of polynomials complete up to order \( p \), but we defer the treatment of this type of discretization to Section 6.2.7.
For the piecewise polynomial bases, the product of the Fourier transforms of the testing and expansion functions $\hat{t}_r \hat{f}_r$ is $s_r^b$, where

$$s_r = \frac{\sin(\pi r/N)}{\pi r/N}$$  \hspace{1cm} (6.39)

The exponent is

$$b = p + p' + 2$$  \hspace{1cm} (6.40)

where $p$ and $p'$ are the polynomial orders of the testing and expansion functions. The pulse function (piecewise constant basis) is of order 0, and the triangle function (piecewise linear basis) is order 1. The delta function (point matching) can also be considered in this scheme and has order $-1$.

By making use of (6.38), the spectral error for these types of testing and expansion functions is

$$E_{r,b} \simeq -i\eta \frac{\ln[2\sin(\alpha\pi/2)]}{n\lambda^2} \sum_{q \neq 0} \frac{\sin(q)\sin^b \pi(q + \beta_r/n\lambda)}{\pi^b(q + \beta_r/n\lambda)^{b+1}} + \left[\frac{\sin(\pi\beta_r/n\lambda)}{\pi\beta_r/n\lambda}\right]^b - 1$$  \hspace{1cm} (6.41)

where $\beta_r = r/(k_0 a)$ is the normalized spatial frequency of the $r$th mode.

For the $b = 0$ discretization, the leading order term of the sampling error can be made to vanish by a proper choice of the locations of the delta functions on each element of the discretization. Because of the singularity of the kernel, the testing and expansion points cannot coincide. In order to obtain finite moment matrix elements, their relative locations must be shifted. We take the testing function to be $\delta(x)$ and the expansion function to be $\delta(x + \alpha\theta_0/2) + \delta(x - \alpha\theta_0/2)/2$, where the parameter $\alpha$ specifies the relative shift of the testing and expansion points. In this case, $\hat{t}_r \hat{f}_r = \cos(\alpha\pi r/N)$. For small $\beta_r/n\lambda$, the spectral error evaluates to

$$E_{r,0} \simeq -i\eta \ln[2\sin(\alpha\pi/2)] \frac{n\lambda^2}{2\pi^2} \left\{ g_3(\alpha) + 2\beta_r^2 \left[ \frac{\alpha^2\pi^2}{4} g_1(\alpha) + \alpha\pi g_2(\alpha) + g_3(\alpha) \right] \right\} - \frac{\pi^2\alpha^2\beta_r^2}{2n^2\lambda^2}$$  \hspace{1cm} (6.42)

where $g_n(x) = \pi^{n+1}[\ln(e^{i\pi x}) - (\pi x)^n \ln(e^{i\pi x})] + \ln(e^{i\pi x})$ is the polylogarithm function of order $n$. In obtaining this result, we have included the third order term of the expansion $J_r(x)H_{r+1}^0(x) \sim -i/(\pi|\nu|) - i\pi^2 / (2\pi|\nu|)$ in (6.34). The leading order sampling error term of (6.42) vanishes for a shift of $\alpha = 1/3$. In this case, the spectral error becomes

$$E_{r,0} \simeq -i\eta(0.2 + 1.5\beta_r^2) \frac{\pi^2\beta_r^2}{18n^2\lambda^2}$$  \hspace{1cm} (6.43)
The first term represents sampling error, and the second term is smoothing error.

For pulse expansion functions and point testing ($b = 1$), the spectral error for small $\beta_r/n_\lambda$ is

$$E_{r;1} \simeq \frac{1.8 i \eta \beta_r^2}{n_\lambda^3 \Lambda_r} - \frac{\pi^2 \beta_r^2}{6 n_\lambda^3}$$  \hspace{1cm} (6.44)

where the constant is $3\zeta(3)/2 \simeq 1.8$ and $\zeta(x)$ is the Riemann zeta function. For point testing and triangle expansion functions or pulse testing and expansion functions ($b = 2$), the spectral error is

$$E_{r;2} \simeq \frac{1.2 i \eta \beta_r^2}{n_\lambda^3 \Lambda_r} - \frac{\pi^2 \beta_r^2}{3 n_\lambda^3}$$  \hspace{1cm} (6.45)

where the constant is $\zeta(3) \simeq 1.2$. For all three discretizations, the sampling error is third order in $n_\lambda^{-1}$ and the smoothing error is second order. For $b > 2$, the sampling error term becomes higher order in $n_\lambda^{-1}$ as $b$ increases. The smoothing error remains second order, but its magnitude grows with $b$.

6.2.1.2 Quadrature Error

The expressions for the spectral error obtained in the previous section were based on the assumption of exact integration of the moment matrix elements $Z_{nm}$. In practice, numerical quadrature rules are employed to evaluate the matrix elements. The effect of approximate integration can be taken into account in (6.38) by replacing the continuous integral in the Fourier transform of the expansion function $f(\phi)$ with the quadrature rule, so that $\tilde{f}_r$ becomes

$$\tilde{f}_{r,M} = \frac{1}{\theta_0} \sum_{n=1}^{M} w_n f(\xi_n)e^{-ir\xi_n}$$  \hspace{1cm} (6.46)

where $M$ is the order of the quadrature rule and $w_n$ are the weights corresponding to the abscissas $\xi_n$. The Fourier transform $\tilde{t}_r$ of the testing function $t(\phi)$ is modified similarly.

For the $M$-point first order Riemann integration rule, the weights are $w_n = \delta = \theta_0/M$ and the abscissas are $\xi_n = (n - 1/2)\delta - \theta_0/2$. In the case of piecewise constant expansion functions ($b = 1$), $\tilde{f}_{r,M}$ becomes the periodic sinc function

$$\tilde{f}_{r,M} = \frac{\sin \frac{\pi q}{M}}{M \sin \frac{\pi q}{MN}}$$  \hspace{1cm} (6.47)

The maxima of $\tilde{f}_{r,M}$ lie at $p = MNs$, where $s = 0, \pm 1, \pm 2, \ldots$. Thus, for small $r$, the terms of the summation over $q$ in (6.38) for which $q = Ms$ yield the leading
contribution to the sampling error. Since \( \tilde{J}_{r+qN,M} \simeq (-1)^{(M+1)} \) for these terms, we find that

\[
E_{r,M}^{(1)} \simeq \frac{i\eta}{2n_\lambda \lambda_r} \sum_{s \neq 0} \frac{(-1)^s (M+1)!}{|Ms|} (6.48)
\]

If \( M \) is even, the sum over \( s \) is finite and can be evaluated in closed form, and the sampling error becomes

\[
E_{r,M}^{(1)} \simeq \frac{i\eta \ln 2}{Mn_\lambda \lambda_r} (6.49)
\]

for small \( \beta_r \). The quadrature rule also has a small effect on the smoothing error term of the spectral error, but the additional contribution is of the same order in \( n_\lambda \) as the smoothing error for exact integration.

The quadrature error contribution (6.49) is first order in \( n_\lambda^{-1} \), and so can dominate the higher order spectral error terms in (6.38) for small values of \( M \). In order for the quadrature error to be as small as the sampling error in (6.44) for the \( b = 1 \) discretization, \( M \) must increase as \( n_\lambda^2 \). Commonly, matrix elements near the singularity of the kernel are evaluated using a more accurate method such as analytical integration of the singularity of the kernel [29]. For a single point integration rule (\( M = 1 \)), analytical integration of the diagonal matrix elements reduces the quadrature error roughly by a factor of three [26].

The use of a specialized integration rule such as Gaussian quadrature does not necessarily improve the order of the spectral error in \( M n_\lambda \). Because of the singularity of the kernel, moment matrix integrals are in general only first order accurate, regardless of the type of integration rule. In order to significantly reduce the error using a Gaussian quadrature rule, the weights and abscissas must be computed by taking into account the specific form of the singularity of the kernel [29].

### 6.2.1.3 Current Error

The surface current solution error for the method of moments can be determined from the spectral error due to discretization. If the incident field is a plane wave traveling along the \( x \) axis, then the weights \( J_n, n = 1, 2, \ldots, N \), of the expansion functions for the approximate current are obtained by solving a linear system with a vector on the right-hand side having components

\[
E_n^{\text{inc}} = \int d\phi \, \mathcal{J}_n(\phi) e^{ik_0 a \cos \phi} (6.50)
\]

Using the cylindrical mode expansion of a plane wave, \( E_n^{\text{inc}} \) can be written as

\[
E_n^{\text{inc}} = \sum_{r=0}^{\infty} i^r J_r(k_0 a) \hat{t}_r e^{ir\phi_n} (6.51)
\]
Applying $Z^{-1}$ to this expression gives

$$\hat{J}_n = \sum_{r=-\infty}^{\infty} \frac{\hat{r}^r J_r(k_0 \alpha)}{\Lambda_r} e^{ir\phi_n}$$

(6.52)

since each term of the sum in (6.51) is an eigenvector of $Z$. The exact current evaluated at the angle $\phi_n$ on the cylinder is

$$J_n = \sum_{r=-\infty}^{\infty} \frac{\hat{r}^r J_r(k_0 \alpha)}{\Lambda_r} e^{ir\phi_n}$$

(6.53)

The current error $\Delta J_n = J_n - \hat{J}_n$ is then

$$\Delta J_n = \frac{2}{\eta \pi k_0 \alpha} \sum_{r=-\infty}^{\infty} \frac{\hat{r}^r (1 + E_r - \hat{I}_r) e^{ir\phi_n}}{H_r^{(1)}(k_0 \alpha)(1 + E_r)}$$

(6.54)

at the node with angle $\phi_n$.

Using this result for the error at each node, the RMS current error becomes

$$\|\Delta \mathbf{J}\| \approx \frac{2}{\eta \pi k_0 \alpha} \left[ \sum_{r=-\infty}^{\infty} \frac{|E_r^{(1)} + \hat{I}_r - \hat{I}_r|}{|H_r^{(1)}(k_0 \alpha)(1 + E_r)|} \right]^{1/2}$$

(6.55)

where $E_r^{(1)}$ is the sampling error term of (6.38). To leading order, the approximate current solution is not affected by the smoothing error introduced by the testing functions. This occurs because the left- and right-hand sides of the EFIE in (6.4) are tested using the same set of functions, and the effect of the testing functions cancels for each mode.

A comparison of this result with numerical experiments is shown in Figure 6.1. The approximate expression (6.44) is employed for the sampling error. The number of integration points is sufficiently large that the quadrature error (6.49) is negligible for this range of $n_\lambda$. For larger $n_\lambda$, beyond the axis limit of Figure 6.1, the curves would eventually level off at a slope of $1$ due to quadrature error.

Due to the smoothness of the current solution for a plane incident wave, the current error is determined by the spectral error for modes of low spatial frequency ($|r|$ near $k_0 \alpha$ or smaller). A less smooth incident field leads to larger amplitudes for higher-order modes. If the incident field is produced by a line source located at a distance $d$ from the cylinder, for example, then it can be shown that the current error depends on the spectral error $E_r$ for roughly $|r| \leq 2\alpha/d$, for small $d$, which exceeds $k_0 \alpha$ when the line source is closer than $\lambda/\pi$ to the cylinder.
Figure 6.1  Relative RMS surface current error and backscattering amplitude error for a cylinder, TM polarization, $k_0 a = \pi$, and piecewise constant expansion functions with point testing. The current error is second order, whereas the scattering amplitude error is third order.

6.2.1.4 Scattering Amplitude Error

The bistatic scattering amplitude can be obtained from the approximate current $\hat{J}_n$ on the scatterer by discretizing the inner product in (6.19) to obtain

$$\hat{S}(\phi^{inc}, \phi^{sc}) = -\frac{k_0 \eta}{4} \sum_{n=1}^{N} E_n^{sc*} \hat{J}_n$$

(6.56)

The scattered plane wave $E_n^{sc}$ is discretized on the surface of the conductor using the expansion functions $f_n(\phi)$ in a manner similar to (6.50) for the incident field.

By making use of (6.52), the numerical bistatic scattering amplitude for the cylinder becomes

$$\hat{S}(\phi^{inc}, \phi^{sc}) = -\sum_{r=-\infty}^{\infty} \frac{J_r(k_0a)\hat{I}_r}{H_r^{inc}(k_0a)(1 + E_r)} e^{ir\phi}$$

(6.57)

where $\phi = \phi^{sc} - \phi^{inc}$. Subtracting the exact value of the scattering amplitude gives

$$\Delta S(\phi^{inc}, \phi^{sc}) = -\sum_{r=-\infty}^{\infty} \frac{J_r(k_0a)}{H_r^{inc}(k_0a)(1 + E_r)} e^{ir\phi}$$

(6.58)
for the error, where $E_r^{(1)}$ is the sampling error component of the spectral error $E_r$. This result shows that to leading order, the smoothing error term $\tilde{t}_r f_r - 1$ of the spectral error $E_r$ does not contribute to the scattering amplitude error. The increased accuracy of the scattering amplitude relative to the current is a consequence of the scattering amplitude being stationary with respect to perturbations of the solution [19]. Physically, each mode is scaled by a smoothing factor due to testing and expansion of the incident and scattered fields, but discretization of the EFIE introduces an identical scaling factor into the mode interaction as computed by the moment matrix, and the two factors cancel in the computed scattering amplitude. Numerical results for the relative error for the backscattering amplitude $S(\phi_{\text{inc}}, \phi_{\text{inc}})$ are shown in Figure 6.1.

6.2.1.5 Internal Resonance

If $k_o a$ is such that the cylinder has an internal resonance, or a nontrivial solution to the interior Dirichlet problem, then the EFIE breaks down from a numerical point of view. A common solution is to employ a different integral equation formulation which remains stable at internal resonances. We study here the behavior of the EFIE near an internal resonance, and show that it is possible to obtain accurate scattering amplitudes using the EFIE at an internal resonance.

In the continuous case, both the resonant eigenvalue and the amplitude of the corresponding mode in the incident field vanish together as $k_o a$ approaches a resonance, leading to a finite limit for the amplitude of that mode in the exact surface current. The effect of discretization is to change the resonant eigenvalue by an amount $\Delta_r$, so that the location of the resonance is shifted as a function of $k_o a$. If $\chi$ is a zero of $J_r(x)$, then for $k_o a$ near $\chi$, the eigenvalue of the EFIE of order $r$ can be expanded as

$$
\hat{\Lambda}_r \approx \frac{i \pi \chi}{2} J_r'(\chi) Y_r(\chi)(k_o a - \chi)
$$

The numerical internal resonance is the value of $k_o a$ for which $\hat{\Lambda}_r = \Delta_r$ vanishes. Since the discretization error is nearly pure imaginary, discretization does not lead to complex resonances.

At the exact resonance, the amplitude of the resonant mode in the incident field is negligible, whereas the eigenvalue is equal to $\Delta_r$. As a consequence, the approximate current solution is missing the resonant mode. Unless rounding error is significant due to the large condition number of the moment matrix, the amplitudes of other modes remains accurate.

At the numerical internal resonance, the moment matrix is singular, and direct linear system solution methods can fail due to rounding error. In this case, the conjugate gradient (CG) iterative solver can be applied to the normal form $\mathbf{Z} \cdot \mathbf{Z} \cdot \mathbf{J} = \mathbf{Z} \cdot \mathbf{E}$ of the linear system. The amplitude of the resonant mode in the new right-hand side is zero, since the corresponding eigenvalue is zero. Because this eigenvector is not present in the right-hand side, the behavior of the CG algorithm is governed
by an effective matrix operator that no longer has the vanishing eigenvalue, and the
iteration converges at a rate similar to nonresonant frequencies.

At both the numerical and exact resonances, even if a convergent matrix iteration
is employed, the current error is large, since the amplitude of the resonant mode in
the computed current is incorrect. Since an internally resonant mode does not radiate
outside the scatterer, scattering amplitudes and cross-sections can still be accurate.

6.2.2 Circular Cylinder—TE

The TE polarization can be treated in a similar manner as the TM case above. The
main difference is the stronger singularity of the kernel for the TE case. Using the
expansion (6.28), the moment matrix elements arising from the discretization of the
operator $N$ in (6.6) can be expressed as

$$ Z_{mn} = \frac{\eta \kappa_0 a}{4 \alpha_0} \int d\phi \int d\phi' t_m(\phi) \sum_l J_l(k_0 a) H_l^{(1)}(k_0 a) \times \left[ \cos(\phi - \phi') f_n(\phi') + \frac{il}{(k_0 a)^2} \partial f_n(\phi') \right] e^{il(\phi - \phi')} $$

(6.60)

where the parameters and basis functions are defined as before. Expanding $\cos(\phi - \phi')$
into exponentials, integrating the second term by parts, and making use of the recur-
sion relations for the derivatives of the Bessel and Hankel functions yields

$$ Z_{mn} = \frac{\eta \pi \kappa_0 a}{2} \sum_l J'_l(k_0 a) H_l^{(1)}(k_0 a) \hat{t}_l \hat{t}_e e^{il(\phi_m - \phi_n)} $$

(6.61)

By proceeding as in the previous section, the eigenvalues of $Z$ are found to be

$$ \hat{\Lambda}_r = \frac{\eta \pi \kappa_0 a}{2} \sum_{q=-\infty}^{\infty} J'_r(qN) H_{r+qN}^{(1)}(k_0 a) \hat{t}_{r-\bar{q}N} \hat{t}_{r+\bar{q}N} $$

(6.62)

for the TE polarization. This expression is identical to (6.34), except that the Bessel
and Hankel functions are replaced with their first derivatives. The eigenvalues of the
continuous EFIE are $\Lambda_r = (\eta \pi \kappa_0 a / 2) J'_r(k_0 a) H_{r}^{(1)}(k_0 a)$.

6.2.2.1 Spectral Error

From (6.62), the relative spectral error is

$$ E_r \approx \frac{\eta \pi k_0 a}{2 \Lambda_r} \sum_{q=0}^{\infty} |q + r/n| \hat{t}_{r-\bar{q}N} \hat{f}_{r+\bar{q}N} + \hat{t}_{r} \hat{f}_{r} - 1 $$

(6.63)

where we have used the asymptotic expansion $J'_r(x) H_{r}^{(1)}(x) \sim il[n]/(\pi x^2)$, $\nu \to \infty$.

The current and scattering amplitude errors have the same forms as (6.55) and (6.58).
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for the TM polarization, but the Bessel and Hankel functions are replaced with their first derivatives. Since $H_\nu^{(1)}(k_0 \alpha)$ is smaller than $H_\nu^{(1)}(k_0 a)$ as $|r|$ approaches $|k_0 a|$ from below, surface wave modes with spatial frequencies near $k_0 a$ contribute more strongly to the current for the TE polarization.

If the pulse expansion ($b = 1$) described in Section 6.2.1.1 is used to discretize the TE EFIE, the leading-order term of the spectral error as given by (6.63) vanishes. To obtain the spectral error for small $\beta_r/n_\lambda$, we must employ an additional term of the expansion $J_\nu^{(1)}(x)H_\nu^{(1)}(x) \sim \text{Ai}(|x|/\pi x^2) - i x^2/(2\pi |x|)$ in (6.62). This leads to

$$E_{r,1} \approx \frac{0.9i \beta_r^2}{n_\lambda^3 \Lambda_r} - \frac{\pi^2 \beta_r^2}{6n_\lambda^2}$$  \hspace{1cm} (6.64)

where the constant is $3\zeta(3)/4 \approx 0.9$.

For the $b = 2$ discretization, the diagonal moment matrix element $Z_{nn}$ diverges if the testing point is located at the apex of the triangle expansion function. The testing functions must be shifted in order for the matrix elements to be finite. Thus, we employ the shifted, symmetric testing function $\text{Ai}(|x|+\alpha \theta_0)/2 = \text{Ai}(x/2)$, and in this case, a factor of $\ln [2 \sin (\alpha \pi/2)]$ appears in the leading-order term of the sampling error. This term vanishes for a shift of $\alpha = 1/3$, and the total spectral error becomes

$$E_{r,2} \approx \frac{i \beta_r^2}{n_\lambda^3 \Lambda_r} + \frac{\pi^2 \beta_r^2}{3n_\lambda^2}$$  \hspace{1cm} (6.65)

for small $\beta_r/n_\lambda$. The constants are $g_4(1/3)/4 \approx 0.2$ and $\pi g_6(1/3)/6 + g_8(1/3)/2 \approx 1.5$. The error for this scheme is similar to that of the $b = 0$ discretization of Section 6.2.1.1 for the TM polarization.

For the $b = 3$ discretization, the spectral error is

$$E_{r,3} \approx \frac{1.8i \beta_r^2}{n_\lambda^3 \Lambda_r} - \frac{\pi^2 \beta_r^2}{2n_\lambda^2}$$  \hspace{1cm} (6.66)

for small $\beta_r/n_\lambda$. The constant is $3\zeta(3)/2 \approx 1.8$. Numerical results for the $b = 3$ discretization (pulse testing and triangle expansion functions, or point testing with piecewise quadratic expansion functions) are shown in Figure 6.2.

In all cases, the sampling error is third order in $n_\lambda^{-1}$, and the smoothing error is second order. The order of the sampling error depends on the locations of the testing functions relative to the expansion functions, so that the error is strongly sensitive to irregular testing.

The spectral error for the $b = 0$ discretization does not decrease as $n_\lambda$ becomes large, so that this scheme is not viable for the TE polarization.

6.2.2.2 Quadrature Error

Since the kernel of the EFIE for the TE polarization has a stronger singularity than in the TM case, the hypersingular term of (6.6) is often integrated by parts to reduce...
Relative RMS surface current error and backscattering amplitude error for a cylinder, TE polarization, $k_0 a = \pi$, and the $b = 3$ discretization scheme (pulse/triangle or point/quadratic testing and expansion functions).

the singularity before application of a numerical quadrature rule. We consider here the spectral error introduced by the quadrature rule with and without integration by parts, for the case of pulse testing and triangle expansion functions ($b = 3$) with the $M$-point integration rule described in Section 6.2.1.2.

If the EFIE is discretized directly as in (6.6), without integration by parts, the sampling error arising from the hypersingular term is given by

$$E^{(1)}_{r,M} = \frac{i\eta\pi}{2k_0 a} \sum_{q \neq 0} (r + qN) J_{r+qN}(k_0 a) H_{r+qN}(k_0 a) \hat{t}_{r-qN,M} \hat{f}_{r+qN,M}$$

(6.67)

In this expression, $\hat{t}_{r,M}$ is equal to the periodic sinc function of (6.47). The term $\hat{f}_{r,M}$ is the Fourier transform of the derivative of the triangle function, sampled using the $M$-point quadrature rule, and is

$$\hat{f}_{r,M} = e^{i\alpha \pi r/N} \frac{2i\sin \frac{\pi r}{N}}{\theta_0 \sin \frac{\pi r}{MN}}$$

(6.68)

where $\alpha$ specifies the relative shift of the testing and expansion functions. Employing a large order expansion of $J_\nu(x)H_\nu(x)$ and evaluating the summation over $q$ for small
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\[ E_{\alpha}^{(1)} = \frac{\eta \beta_r}{2 \Lambda_r} \tan \left( \frac{\alpha \pi M}{2} \right) \]  

(6.69)

For \( \alpha = 0 \), the leading term of the error given by (6.69) vanishes, and the error becomes higher order in \( n^{-1} \). If the locations of the testing functions are shifted away from \( \alpha = 0 \), then the method is nonconvergent, since the spectral error does not vanish as \( n \rightarrow \infty \).

With integration by parts, the quadrature error due to the hypersingular term of the EFIE is

\[ E_{\alpha}^{(1)} = -\frac{\eta \pi}{2 \kappa_0 \Lambda_r} \sum_{q \neq 0} J_{\nu+qN}(k_0 a) H_{\nu+qN}(k_0 a) \tilde{t}_{r,M}^{(qN,M)} \]  

(6.70)

where \( \tilde{t}_{r,M}^{(qN)} \) is the Fourier transform of the derivative of the pulse function, so that

\[ \tilde{t}_{r,M}^{(qN)} = 2i \theta_0^{-1} \sin \frac{\pi r}{N} \]  

(6.71)

Expanding the Bessel and Hankel functions in (6.70) and evaluating the sum over \( q \) leads to

\[ E_{\alpha}^{(1)} = \frac{i \eta \beta_r^2}{n \lambda M \Lambda_r} \ln \left[ 2 \cos \left( \frac{\alpha \pi M}{2} \right) \right] \]  

(6.72)

for small \( \beta_r \), which is of the same order as (6.49) for the weakly singular kernel. The total sampling error for the TE polarization can be approximated by the sum of (6.49) and (6.72).

Although the integrand of the hypersingular term has the same spectral content with or without integration by parts, the two formulations differ by a vanishing integral of a total derivative. When a numerical quadrature rule is employed, this integral no longer vanishes. This accounts for the difference between (6.69) and (6.72).

### 6.2.3 Flat Strip—TM

The next scatterer that we consider is a 2D cross-section of an infinite, perfectly conducting strip. For this scatterer, the EFIE operator is more difficult to analyze than for the cylinder. It can be shown by making use of the Fourier representation employed below that the EFIE is nonnormal. In this case, the eigenfunctions of the operator do not form an orthogonal basis in \( L^2 \), and an exact modal expansion of the type used in Sections 6.2.1 and 6.2.2 is not available. (It has been shown for the scalar, weakly singular integral equation in three dimensions, that the eigenfunctions together with a finite number of adjoint functions for each eigenvalue are complete...
in $L^2$ [30]. For the strip, we must employ a decomposition of the form (6.27) to analyze the operator $L$, with a nonvanishing perturbation $R$. The normal part $H$ will have a diagonal Fourier representation, and is related to the physical optics or infinite plane approximation for scattering from the strip.

This treatment provides error estimates for the solution on the interior of the strip, away from the edges. The error at the edges, where the solution is singular, must be estimated separately, as is done in Section 6.2.5.

The operator $L$ has an infinite-dimensional Fourier representation, with matrix elements given by

$$L_{rs} = d^{-1}(e^{i\beta_r k_0 x}, L e^{i\beta_s k_0 x})$$

(6.73)

where $d$ is the width of the strip and $\langle \cdot, \cdot \rangle$ is the $L^2$ inner product. The normalized spatial frequency $\beta_r$ is defined by $\beta_r = r/D$, $r = 0, \pm 1, \pm 2, \ldots$, where $D = d/\lambda$.

Using the spectral representation

$$g(x, x') = \frac{i}{4\pi} \int_{-\infty}^{\infty} \frac{dk_p}{\sqrt{k_0^2 - k_p^2}} e^{i k_p (x-x')}$$

(6.74)

for the kernel of (6.4), $L_{rs}$ becomes

$$L_{rs} = \frac{\eta}{2\pi^2 D} \int_{-\infty}^{\infty} \frac{dk}{\sqrt{1 - k^2}} \frac{\sin[\pi D(k - \beta_p)] \sin[\pi D(k - \beta_s)]}{k - \beta_r}$$

(6.75)

where $k = k_p/k_0$ is a normalized spatial frequency.

In [26], the asymptotic expansion

$$L_{rr} \sim \frac{\eta}{2\sqrt{1 - \beta_r^2}} - \frac{\eta}{2\pi^2 (1 - \beta_r^2)} \left[ \frac{\beta_r \ln\left(i\beta_r + \sqrt{1 - \beta_r^2}\right)}{\sqrt{1 - \beta_r^2}} + O(1) \right] D^{-\frac{3}{2}} + O(D^{-\frac{3}{2}}), \quad D \to \infty$$

(6.76)

is obtained for $|\beta_r| \neq 1$. The first term is the limiting value for an infinite plane, and higher order terms represent the effect of diffraction by the edges of the strip. Equation (6.76) breaks down if $|\beta_r| = 1$. These values of $\beta_r$ correspond to surface wave current modes with spatial frequency $k_0$. The radiated fields for these modes travel along the strip. For $|\beta_r| = 1$, the asymptotic expansion becomes

$$L_{rr} \sim \frac{\sqrt{2\eta}}{3} (1 - i)D^{1/2} + \frac{\eta}{8\sqrt{2\pi}} (1 + i)D^{-1/2}$$

$$- \frac{\eta}{6\pi^2} \left[ i + \frac{7\sqrt{2}}{4} \right] D^{-1} + O(D^{-3/2}), \quad D \to \infty$$

(6.77)

as shown in [26].
The Fourier representation of the operator $H$ can now be given as the diagonal operator with elements $L_{rr}$. Since $H$ is diagonal, it is a normal operator. The nonnormal part of the EFIE is $R = L - H$. We seek to estimate the eigenvalues of $L$ using the eigenvalues of $H$, which are the diagonal elements $L_{rr}$. As a consequence of the Bauer-Fike theorem [31], we have the relative error bound

$$\min_r \left| \frac{L_{rr} - \Lambda_r}{|L_{rr}|} \right| \leq \|H^{-1/2} R H^{-1/2}\|$$

(6.78)

where $\Lambda_r$ is an eigenvalue of $L$. It can be shown [26] that the norm on the right of (6.78) is asymptotically $O(1)$ as $D \to \infty$, so that the diagonal elements $L_{rr}$ provide estimates of the eigenvalues of $L$, with bounded error as $D$ becomes large.

### 6.2.3.1 Discretized Operator

We now study the method of moments for the flat strip, using the spectral estimates obtained above. For a regular mesh, the expansion and testing functions are of the form $f_n(x) = f(x - x_n)$ and $t_n(x) = t(x - x_n)$, where $x_n = (n - 1/2)h - d/2$. The index $n$ ranges from 1 to $N$, where the total number of degrees of freedom is $N = d/h$.

The Fourier representation of the discretized EFIE is

$$\hat{L}_{rs} = \frac{1}{N} \sum_{m,n=1}^{N} e^{-ik_0(\beta_r x_m - \beta_r x_n)} Z_{mn}$$

(6.79)

This can be viewed as a change of basis to surface currents of the form

$$u_r(x) = \sum_{m=1}^{N} e^{ik_r x_m} t_m(x)$$

(6.80)

evaluated at the node points $x_n$. By making use of (6.74), the moment matrix elements can be written as

$$Z_{mn} = \frac{\eta}{2n^2} \int_{-\infty}^{\infty} \frac{dk}{\sqrt{1 - k^2}} e^{i2\pi k(m-n)/n} \bar{t}(-k) \bar{f}(k)$$

(6.81)

where $\bar{t}(k)$ and $\bar{f}(k)$ are the Fourier transforms of the basis functions $t(x)$ and $f(x)$, normalized by $1/h$. The Fourier representation can then be expressed as

$$\hat{L}_{rs} = \frac{\eta}{2n^2 D} \int_{-\infty}^{\infty} \frac{dk}{\sqrt{1 - k^2}} F_r(k) F_s(k) \bar{t}(-k) \bar{f}(k)$$

(6.82)

where

$$F_r(k) = \frac{\sin \left[ \pi D(k - \beta_r) \right]}{\sin \left[ \pi (k - \beta_r)/n \right]}$$
Figure 6.3  Spectrum of $\mathbf{Z}$ normalized to $\eta = 1$ for strip, $D = 20$, $n_A = 10$. Pluses: computed. Circles: first order theoretical approximation, (6.76) and (6.77). Squares: numerical evaluation of $L_{rr}$. The zero spatial frequency eigenvalue is on the real axis, the surface wave eigenvalues are farthest from the origin, and the eigenvalues of high order, evanescent modes approach the negative imaginary axis.

is a periodic sinc function scaled by a factor of $N$.

Since $F_r(k)$ becomes a series of delta functions as $D$ becomes large, the integral in (6.82) can be evaluated approximately by expanding the integrand about each of the maxima of $F_r(k)$ at $k_q = \beta_r + qn_\lambda, q = 0, \pm 1, \pm 2, \ldots$. Retaining the leading order contribution for each $q$ leads to

$$\hat{L}_{rr} \approx \sum_q \hat{t}(k_q)\hat{f}(k_q)L_{r+qN,r+qN}, \quad D \to \infty$$

The $N$ eigenvalues of the moment matrix $\mathbf{Z}$ can be estimated by $\hat{\lambda}_r \approx \hat{L}_{rr}, -N/2 + 1 \leq r \leq N/2$, or $-(N - 1)/2 \leq r \leq (N - 1)/2$ if $N$ is odd. As discussed for the cylinder in Section 6.2.1, the eigenvalues $\lambda_r$ of $\mathbf{L}$ with order $|r| > N/2$ are termed unmodeled eigenvalues.

Figure 6.3 compares the numerically computed spectrum of the moment matrix for a strip of width $20\lambda$ to the first order approximation $\hat{\lambda}_r \approx \hat{L}_{rr}$. For an infinite plane, modes of the form $e^{i\beta x}$ are eigenfunctions of $\mathbf{L}$. For high spatial frequencies ($|\beta| > 1$), the eigenvalues are equal to $-i(\eta/2)/\sqrt{\beta^2 - 1}$ and lie on the negative imaginary
axis. The low-frequency modes (|β| < 1) have eigenvalues (η/2)/√(1 − β²) on the real axis. If the width of the strip is finite, the spectrum becomes discrete, and edge diffraction couples the low-frequency and high-frequency modes with large eigenvalues (|βr| ≈ 1), so that the two groups of eigenvalues join to form a loop in the complex plane. The approximate eigenvalues Λ_r are degenerate for ±r, whereas the eigenvalues Λ_r of Z are distinct, since the nonnormal perturbation R removes the degeneracy of the even and odd modes cos(k₀βr) and sin(k₀βr).

6.2.3.2 Spectral Error

The shift ΔL_r = L_r − L_r provides an estimate of the spectral error ΔΛ_r = Λ_r − Λ_r introduced by discretization. From (6.84), the approximate relative spectral error

\[ E_r(\eta, \alpha) \approx \sqrt{1 - \beta_r^2} \sum_{\nu \neq 0} \frac{\tilde{f}(k_{\nu})}{\sqrt{1 - k_{\nu}^2}} + \tilde{t}(-\beta_r) f(\beta_r) - 1 \] (6.85)

where \( k_{\nu} = \beta_r + qn_\lambda \). In deriving this expression, we have retained only the leading term in the asymptotic expansion of \( L_r \). Following the terminology introduced in Section 6.2.1.1, the first term is sampling error due to the unmodeled eigenvalues of \( L \). These eigenvalues influence the eigenvalues of the moment matrix, since the unmodeled eigenfunctions are aliased by discretization to lower order, modeled modes. The second term, \( \tilde{t}(-\beta_r) f(\beta_r) - 1 \), is smoothing error due to inaccurate representation of the modeled eigenfunctions (|βr| ≤ n_\lambda/2) by the expansion and testing functions.

We now specialize the treatment to the same piecewise polynomial basis functions used to discretize the EFIE for the cylinder in Section 6.2.1.1. In this case, the window function \( \tilde{t}(k) f(k) \) becomes \( s^b(k) \), where

\[ s(k) = \frac{\sin(\pi k/n_\lambda)}{\pi k/n_\lambda} \] (6.86)

which is equivalent to (6.39). The exponent \( b \) is defined in (6.40).

For the piecewise polynomial basis functions, the spectral error becomes

\[ E_{r,b} \approx -i\frac{\sqrt{1 - \beta_r^2}}{n_\lambda} \frac{\sin^b(\pi \beta_r/n_\lambda)}{\pi^b} \sum_{\nu \neq 0} \frac{(-1)^b e^{i\pi \alpha k_{\nu}/n_\lambda}}{(k_{\nu}/n_\lambda)^b \sqrt{(k_{\nu}/n_\lambda)^2 - 1/n_\lambda}} \]

\[ + \frac{\sin^b(\pi \beta_r/n_\lambda)}{\pi^b} e^{i\pi \alpha \beta_r/n_\lambda} - 1 \] (6.87)

For the \( b = 0 \) discretization, the testing function is taken to be symmetric about \( x = 0 \), so that \( t(x) = \delta(x + \alpha h/2)/2 + \delta(x - \alpha h/2)/2 \), and the expansion function
is \( f(x) = \delta(x) \). In this case, the spectral error reduces to
\[
E_{r,0} \approx \frac{2i}{n_{\lambda}} \ln \left[ 2 \sin \left( \frac{\pi \alpha}{2} \right) \right] + \frac{2i}{5n_{\lambda}^3} - \frac{\pi^2 \alpha^2 \beta_r^2}{2n_{\lambda}^2} \tag{6.88}
\]
for small \( \beta_r/n_{\lambda} \). The first two terms represent the sampling error and the third term is the smoothing error. The sampling error is singular at \( \alpha = 0 \), due to the singularity of the Green’s function at \( x = x' \). If \( \alpha = 1/3 \), the leading term of \( E_{r,0} \) vanishes, and the error becomes second order in \( n_{\lambda}^{-1} \).

For \( 1 \leq b \leq 3 \), the spectral error is smallest if \( \alpha = 0 \). In this case, the smoothing error is dominant for small \( \beta_r/n_{\lambda} \), so that
\[
E_{r,b} \approx -\frac{b \pi^2 \beta_r^2}{6n_{\lambda}} \tag{6.89}
\]
The sampling error term can be approximated by expressions similar to those obtained for the cylinder in Section 6.2.1.1.

### 6.2.3.3 Quadrature Error

The use of approximate numerical quadrature to evaluate the integrals in (6.12) leads to an additional sampling error component. Following the treatment in Section 6.2.1.2, we employ the \( M \)-point integration rule
\[
\int_{-h/2}^{h/2} dx \ f(x) \approx \sum_{n=1}^{M} f(\xi_n)w_n \tag{6.90}
\]
The function \( \tilde{f} \) appearing in (6.82) is replaced by
\[
\tilde{f}_M(k_x) = \frac{1}{h} \sum_{n=1}^{M} w_n f(\xi_n) e^{-ik_x \xi_n} \tag{6.91}
\]
where \( k_x = k_0k \) and \( f(x) \) is the basis function used to discretize the EFIE. The Fourier transform \( \tilde{f} \) is modified similarly. The \( M \)-point first order integration rule is given by \( w_n = \delta = h/M \) and \( \xi_n = (n - 1/2)\delta - h/2 \). For the \( b = 1 \) discretization, \( \tilde{f}_M(k) \) becomes the periodic sinc function
\[
\tilde{f}_M(k) = \frac{\sin \frac{\pi k}{M}}{M \sin \frac{\pi k}{M_{\lambda}}} \tag{6.92}
\]
Integrating (6.82) by including the leading contributions from the maxima of \( \tilde{f}_M(k) \) at \( k = qMn_{\lambda} \) for \( q = \pm 1, \pm 2, \ldots \) yields the relative spectral error for small \( \beta_r \),
\[
E_{r,1,M} \approx \frac{i2 \ln 2}{Mn_{\lambda}} \tag{6.93}
\]
Since \( \Lambda_r \approx \eta/2 \) for small \( \beta_r \), this result is equivalent to (6.49). The order of the quadrature error is the same for other expansion and testing functions.
6.2.3.4 Current Error

In general, the current solution $J(x)$ is singular at the edges $x = \pm d/2$ of the strip. For the TM polarization, the singularity is of the form $x^{-1/2}$, so that the current is not in the space of square integrable functions and its $L^2$ norm is infinite. As discussed above in Section 6.1.3.1, $J$ belongs to a larger Hilbert space, the fractional-order Sobolev space $H^{-1/2}$. The current error including the edges of the strip can be studied in the norm associated with that Sobolev space [9–16]. In Section 6.2.5, we study the contribution of edge error to the forward scattering amplitude. Here, we restrict attention to the current error on the interior region of the strip.

We define the interior $\tilde{S}$ of the strip by removing regions near the edges on the order of a wavelength in size. The current is finite on $\tilde{S}$, and so its $L^2$ norm exists and can be used to quantify the solution error. The interior current error can be estimated from the spectral error studied above.

The interior current error can be related to the spectral error by expanding the inverse of $\mathcal{L} = \mathcal{H} + \mathcal{R}$ as $\mathcal{L}^{-1} = \mathcal{H}^{-1} + \mathcal{R}\mathcal{H}^{-1}\mathcal{R} + \cdots$. The first term of this expansion, $\mathcal{H}^{-1}$, can be viewed as a first order scattering approximation, since it corresponds to the physical optics approximation, or the leading term of (6.76), together with a first order correction arising from higher order terms of (6.76). If the incident field is a plane wave, with an angle of incidence such that $\cos \phi_{inc} = \beta_r$ for some $r$, then the Fourier representation of the discretized incident field has components $\tilde{I}(\beta_r)\delta_{rs}$. In the first order scattering approximation, the approximate current solution has the Fourier representation $\tilde{J}_s \simeq \mathcal{L}^{-1}_{rr}\tilde{I}(\beta_r)\delta_{rs}$.

The relative interior current error can then be estimated as

$$\frac{||\tilde{J} - J||_{RMS(\tilde{S})}}{||J||_{RMS(\tilde{S})}} \simeq \left| \frac{\mathcal{L}_{rr} - \mathcal{L}_{rr}\tilde{I}(\beta_r)}{\tilde{I}_{rr}} \right|$$

(6.94)

where RMS(\tilde{S}) denotes the norm used in (6.15), but with a change of limits in the summation to $n_{\lambda} + 1 \leq n \leq N - n_{\lambda} - 1$. This eliminates the edge singularity from the error computation. By making use of the definition of $E_{r,s}$, and assuming that the spectral error is small, the relative RMS error becomes

$$\text{Err}_{RMS}(\tilde{S}) \simeq |E_{r,s}(\beta_r) + 1 - \tilde{I}(\beta_r)|$$

(6.95)

We refer to the quantity on the right as the modified spectral error. The additional term $1 - \tilde{I}(\beta_r)$ eliminates the smoothing error due to the testing functions and reduces the smoothing error term of (6.85) to $\tilde{I}(\beta_r) - 1$. If the testing functions are delta functions located at the node points $x_n$, then $\tilde{I}(\beta_r) = 1$ and the right-hand side reduces to the relative spectral error $|E_{r,s}^{(1)}(\beta_r)|$.

Figure 6.4 shows the relative RMS current error on the interior of a strip of width $D = 10$ for a plane wave incident field as a function of the angle of incidence. The discretization density is fixed at $n_{\lambda} = 10$, and the reference solution is obtained using
Figure 6.4 Relative current error norm for a plane wave incident at an angle of $\phi_{\text{inc}} = \cos^{-1} \beta$, $D = 10$, $n_{\lambda} = 10$. Error computed over 8 interior region of the strip. Diamonds: $b = 0$, $\alpha = 1/3$. Pluses: $b = 1$ (point matching, pulse basis, single-point integration rule). Circles: $b = 1$ (point matching, pulse basis, high order integration rule). Squares: $b = 2$ (point matching, piecewise linear basis). Solid lines: theoretical approximations, (6.95) and (6.87), and the single point integration rule estimate from [26].

6.2.3.5 Scattering Amplitude Error

The spectral error can also be related to the error in the forward scattering amplitude $S(\phi_{\text{inc}})$. The scattered field $E_{\text{sc}}$ is discretized using the expansion functions $f_n$, to
yield a vector with components

$$E_{n}^{sc} = \int dx f_{n}(x)E_{n}^{sc}(x)$$

(6.96)

If the scattered field is a plane wave traveling away from the scatterer at an angle \(\phi^{inc} = \pi/4, D = 10, n_{\lambda} = 10\), for \(8\lambda\) interior region of the strip. Diamonds: \(b = 0, \alpha = 1/3\). Pluses: \(b = 1\) (point matching, pulse basis, single-point integration rule). Circles: \(b = 2\) (point matching, piecewise linear basis). Squares: \(b = 2\) (point matching, pulse basis, high order integration rule). Solid lines: theoretical approximations, (6.95) and (6.87), and the single point integration rule estimate from [26].

From this approximation, we obtain the relative error

$$\frac{|S(\phi^{inc}) - \hat{S}(\phi^{inc})|}{|S(\phi^{inc})|} \simeq |E_{r}(\beta_{r})|$$

(6.98)
where \( E_r^{(1)} \) is the first term (sampling error) of (6.85) and \( S(\phi^{\text{inc}}) \) is the exact scattering amplitude. To leading order, the smoothing error does not contribute to the error in the forward scattering amplitude. Numerical results for the scattering amplitude are shown in Section 6.2.5.

### 6.2.4 Flat Strip—TE

The domain of \( \mathcal{N} \) is the fractional-order Sobolev space \( H^{1/2} \), which contains the square integrable functions vanishing at the edges of the strip [15]. Accordingly, we define the Fourier representation to be

\[
N_{rs} = d^{-1} c_r c_s \left( \cos(\beta_r k_0 x), \mathcal{N} \cos(\beta_s k_0 x) \right)
\]

for \( r = 0, 2, 4, \ldots \) and \( s = 0, 2, 4, \ldots \). Here, \( c_r \) is a normalization constant such that the transformation to the Fourier representation is unitary, and we also redefine \( \beta_r \) to be \( r/(2D) \). For \( r = 1, 3, 5, \ldots \) or \( s = 1, 3, 5, \ldots \), the corresponding cosine function is replaced by a sine function in (6.99).

As in the TM case, \( \mathcal{N} \) can be divided into a normal part and a nonnormal perturbation, such that the diagonal elements \( N_{rr} \) provide a first order approximation to the eigenvalues of \( \mathcal{N} \). For the even modes, the diagonal elements become

\[
N_{rr} = \frac{\eta}{2\pi^2 D} \int_{-\infty}^{\infty} dk \sin^2(\pi D k) \sqrt{1 - k^2} \left[ \frac{1}{(k - \beta_r)^2} - \frac{1}{(k - \beta_r)(k + \beta_r)} \right]
\]

For the odd modes, \( \sin^2(\pi D k) \) is replaced by \( \cos^2(\pi D k) \). In [26], the expansion

\[
N_{rr} \sim \eta \sqrt{1 - \beta_r^2} \frac{1}{2} - \frac{\eta}{2\pi^2} \left[ i \ln \left( i \beta_r + \sqrt{1 - \beta_r^2} \right) \right] D^{-1}
+ O(D^{-2}), \quad D \to \infty
\]

is derived for \( \beta_r \neq 1 \). This result is valid for both odd and even modes. For \( \beta_r = 1 \),

\[
N_{rr} \sim \frac{\eta \sqrt{2}(1 + i)}{2\pi} D^{-1/2} - \frac{i \eta}{\pi^2} D^{-1} + O(D^{-3/2}), \quad D \to \infty
\]

which is the self-coupling of the surface wave mode. From (6.101) and (6.102), it can be seen that up to a factor of \( \eta/4 \), the spectrum of the EFIE for the TE polarization is approximately the inverse of the spectrum of the TM EFIE. This is to be expected, since the product of the two operators is a compact perturbation of the identity [32].
6.2.4.1 Discretized Operator

Discretizing the integral operator \( N \) in the same manner as for the TM case leads to moment matrix elements

\[
Z_{mn} = \frac{\eta}{2n_\lambda} \int_{-\infty}^{\infty} dk \sqrt{1 - k^2} e^{i\pi k\alpha/n_\lambda} e^{i2\pi k(k-m)/n_\lambda} \tilde{f}(k) \tilde{f}^*(k) \tag{6.103}
\]

where \( \tilde{f} \) and \( \tilde{f}^* \) are defined as before. The Fourier representation of the approximate operator \( \hat{N} \) becomes

\[
\hat{N}_{rs} = \frac{\eta}{2n_\lambda D} \int_{-\infty}^{\infty} dk \sqrt{1 - k^2} e^{i\pi k\alpha/n_\lambda} F_r(k) F_s(k) \tilde{f}(k) \tilde{f}(k) \tag{6.104}
\]

The function \( F_r(k) \) is

\[
F_r(k) = c_r \left[ \frac{\sin[\pi D(k - \beta_r)]}{\sin[\pi(k - \beta_r)/n_\lambda]} - (-1)^r \frac{\sin[\pi D(k + \beta_r)]}{\sin[\pi(k + \beta_r)/n_\lambda]} \right] \tag{6.105}
\]

where \( c_r \) is a normalization constant.

Figure 6.6 shows the first order theoretical approximation to the spectrum of \( \hat{N} \), together with the computed spectrum for a strip of width \( 10 \lambda \). The EFIE is discretized using pulse expansion functions and point matching with a density of \( n_\lambda = 10 \).

6.2.4.2 Spectral Error

Following the derivation of (6.87) for the TM polarization, the relative spectral error for piecewise polynomial basis functions is

\[
E_{r,b} \approx \frac{i}{n_\lambda \sqrt{1 - \beta_r^2}} \frac{\sin^b(\pi \beta_r/n_\lambda)}{\pi^b} \sum_{q \neq 0} (-1)^q e^{i\pi k\alpha q/n_\lambda} \sqrt{(k_q/n_\lambda)^2 - 1/n_\lambda^2} \\
+ \frac{\sin^b(\pi \beta_r/n_\lambda)}{(\pi \beta_r/n_\lambda)^b} e^{i\pi \alpha \beta_r/n_\lambda} - 1 \tag{6.106}
\]

where \( k_q = \beta_r + q n_\lambda \). For small \( \beta_r/n_\lambda \), the summation over \( q \) can be evaluated in closed form, which leads to

\[
E_{r,0} \approx -\frac{in_\lambda}{2} \text{csc}^2(\pi \alpha/2) + \frac{ic\pi \beta_r}{n_\lambda} \tag{6.107a}
\]

\[
E_{r,1} \approx \beta_r \tan(\pi \alpha/2) - \frac{i\pi \alpha \beta_r}{n_\lambda} - \frac{\pi^2 \beta_r^2}{6n_\lambda^2} \tag{6.107b}
\]

\[
E_{r,2} \approx -\frac{2i\beta_r^2}{n_\lambda} \ln[2\sin(\pi \alpha/2)] - (2/3 + \alpha^2) \frac{\pi^2 \beta_r^2}{2n_\lambda^2} \tag{6.107c}
\]
Figure 6.6  Spectrum of TE EFIE normalized to $\eta = 1$ for strip, $D = 10, b = 1$ discretization, $n_\lambda = 10$. Pluses: computed. Circles: first order theoretical approximation, (6.101), (6.102), and (6.107b). Squares: numerical computation of $\bar{N}_r$. The zero spatial frequency eigenvalue is on the real axis, the surface wave eigenvalues are closest to the origin, and the eigenvalues of high order, evanescent modes approach the positive imaginary axis.

As for the cylinder, $E_{r,0}$ becomes large as the discretization density increases. The error $E_{r,1}$ for the $b = 1$ discretization is infinite at $\alpha = 1$, which corresponds to point matching at the edges of the pulse expansion functions, where the radiated electric field is singular. For $b = 2, E_{r,2}$ is infinite at $\alpha = 0$, due to the discontinuity of the triangle function at the apex, and the leading term vanishes at $\alpha = 1/3$. For the $b = 2$ case, we employ the same symmetric testing function $t(x) = \delta(x + \alpha h/2) - \delta(x - \alpha h/2)/2$ used in Section 6.2.2.1.

6.2.4.3 Current Error

For the TE polarization, the $L^2$ norm of the error exists over the entire strip, since the current is finite as long as there are no sources on the strip itself. The current is singular, but the singularity is weaker than for the TM polarization and has the form $x^{1/2}$ near the edges of the strip. As in the TM case, we eliminate the edge regions and consider the interior current error.

An additional complication of the error analysis for the TE polarization is the strong surface wave components of the surface current. From (6.102), it can be seen
that the eigenvalue of the surface wave mode becomes smaller as the width of the strip increases. Because of this, the amplitudes of modes with spatial frequencies near $k_0$ are larger relative to the dominant physical optics mode than is the case for the TM polarization, and they cannot be ignored in the error analysis. To overcome this, for the TE polarization we compute the error in the amplitude of the dominant physical optics mode alone, rather than the total current error.

Figure 6.7 shows the relative RMS error for the dominant mode of the current on the interior of a strip of width $D = 10$ for a plane wave incident field as a function of the angle of incidence. The discretization density is fixed at $n_\lambda = 10$. Figure 6.8 shows the relative dominant-mode current error using the same norm as in Figure 6.7 for a fixed incidence angle as a function of discretization density. The reference solution is obtained using a discretization density of $n_\lambda = 140$ with geometrical grid refinement.
Figure 6.8 Relative error in the mode with spatial frequency $k_0\beta$ as a function of $n_\lambda$ for a plane wave incident at an angle of $\phi_{inc} = \pi/4$, $D = 10$, $n_\lambda = 10$, for $8\lambda$ interior region of the strip. Circles: $b = 1$ (point matching, pulse basis). Squares: $b = 2$ (symmetric point matching, piecewise linear basis, $\alpha = 1/3$). Diamonds: $b = 3$ (pulse testing, piecewise linear basis). Theoretical approximations, (6.106); solid line: $b = 1$, dashed line: $b = 2$, dotted line: $b = 3$.

6.2.4.4 Quadrature Error

For the $b = 0$ and $b = 1$ discretizations, the contribution to the moment matrix elements of the hypersingular term in (6.6) can be evaluated analytically. The remaining term which must be integrated numerically has the same kernel as for the TM polarization. Since the spectra for the two polarizations are approximately equal for small $\beta_r$, the spectral error due to quadrature error for the TE polarization is the same as that given by (6.93) for $b \leq 1$.

For $b > 1$, the hypersingular term must be integrated numerically. As was shown in Section 6.2.2.2, the spectral error can be reduced if the singularity of the integrand is weakened by integrating by parts. If this is done, it can be shown that the moment matrix elements are given by

$$Z_{mn} = \eta \frac{1}{2n_\lambda} \int_{-\infty}^{\infty} \frac{dk}{\sqrt{1-k^2}} e^{i\pi k_0/n_\lambda} e^{i2\pi k(m-n)/n_\lambda} \left[ \hat{f}_r(-k) \hat{f}_r(k) - \frac{\hat{f}_r(-k) \hat{f}_r(k)}{k_0^2} \right]$$

(6.108)
where \( \tilde{p}(k) \) and \( \tilde{f}(k) \) are the Fourier transforms of \( t'(x) \) and \( f'(x) \), scaled by a factor of \( 1/h \). The Fourier representation of \( \mathbf{Z} \) is then

\[
N_{rs} = \frac{\eta}{2n^2 D} \int_{-\infty}^{\infty} \frac{dk}{\sqrt{1-k^2}} e^{i\pi k \alpha/n} \mathcal{F}_r(k) \mathcal{F}_s(k) \left[ \tilde{i}(-k) \tilde{f}(k) - \frac{\tilde{p}(-k) \tilde{f}'(k)}{k_0^2} \right]
\]

For \( b = 3 \) and the first order, \( M \)-point integration rule with weights \( w_n = \delta = h/M \) and abscissas \( \xi_n = (n - 1/2)\delta - h/2 \), we have

\[
\tilde{t}_M(k) = \frac{\sin \frac{\pi k}{n_\lambda}}{M \sin \frac{\pi k}{M n_\lambda}} \quad (6.110a)
\]

\[
\tilde{f}_M(k) = \cos \frac{\pi k}{M n_\lambda} \left( \frac{\sin \frac{\pi k}{n_\lambda}}{M \sin \frac{\pi k}{M n_\lambda}} \right)^2 \quad (6.110b)
\]

\[
\tilde{p}_M(k) = 2i h^{-1} \sin \frac{\pi k}{n_\lambda} \quad (6.110c)
\]

\[
\tilde{f}'_M(k) = \frac{2i \sin^2 \frac{\pi k}{n_\lambda}}{h M \sin \frac{\pi k}{M n_\lambda}} \quad (6.110d)
\]

The spectral error introduced by the quadrature rule can be approximated by expanding the integrand of (6.109) around the maxima at \( k = qM \) for \( q = \pm 1, \pm 2, \ldots \) and retaining the leading term for each \( q \). This leads to an error of

\[
E_{r;3, M} = -\frac{i}{M n_\lambda \sqrt{1 - \beta_r^2}} \sum_{\psi \neq 0} (-1)^\psi \left[ 1 - \beta_r^2(-1)^\psi ] \right] \sqrt{\frac{q^2 + \beta_r^2}{(M n_\lambda)^2 - \left( \frac{1}{M n_\lambda} \right)^2}} \quad (6.111)
\]

For small \( \beta_r \), the resulting error is identical to (6.93).

### 6.2.5 Flat Strip—Edge Error

In the preceding sections, we analyzed the solution and scattering amplitude error on the interior or smooth part of the flat strip. We now consider the error at the edges of the strip, due to inaccurate representation of the singularity of the current. We treat the case of the TM polarization, since the singularity is strongest and the edge effect has the greatest impact on the scattered fields. As discussed earlier, the current is not square integrable near the edges, so the appropriate error measure here is the scattering amplitude error.

A direct analysis of the scattering amplitude error using the principle of quasioptimality described in Section 6.1.3.1 leads to an error estimate of order \( h^{1/2} \). The
actual error is much smaller than this estimate. The scattering amplitude (6.19) is stationary with respect to perturbations of the solution [19], so that the scattering amplitude error is second order relative to the current error. Here, we employ this property of the scattering amplitude to estimate the error due to the edge regions of the strip. This result is then combined with the interior current error estimate obtained in Section 6.2.3, yielding an error estimate for the entire strip.

By introducing the adjoint equation $L^* J^a = E^{sc}$, we can write the scattering amplitude in variational form as $[1, 9]$

$$ S = \frac{k_0 \eta \langle E^{sc}, J \rangle \langle J^a, E^{inc} \rangle}{\langle \mathcal{L} J, J^a \rangle} \quad (6.112) $$

By substituting the approximate currents $\hat{J} = J + \Delta J$ and $\hat{J}^a = J^a + \Delta J^a$, the leading scattering amplitude error is found to be

$$ \Delta S = (k_0 \eta / 4) \left( \langle \mathcal{L} \Delta J, \Delta J^a \rangle - S^{-1} \langle \Delta J, E^{sc} \rangle \langle \Delta J^a, E^{inc} \rangle \right) \quad (6.113) $$

which is second order in the solution errors $\Delta J$ and $\Delta J^a$.

The first order term $\langle \Delta J, E^{sc} \rangle$ can be estimated by assuming the optimality of $\hat{J}$. For a piecewise constant expansion, $J(x) = J(x_n) f(x - x_n)$, where $f(x)$ is the pulse function given by (6.9), and here $x$ is the distance from the edge of the strip. If the amplitude of the incident field is unity, then by the results of Section 6.2.3, the amplitude of the current away from the edge is $\Lambda r^{-1}$, where $r = D \cos \phi^{inc}$. The current at the edge is then on the order of $J(x) \approx \Lambda r^{-1} (x / \lambda)^{-1/2}$. By making use of this approximation, the first order edge error can be estimated as

$$ \langle \Delta J, E^{sc} \rangle \approx \Lambda r^{-1} h \sum_{n=1}^{N-a} (x_n / \lambda)^{-1/2} - \Lambda r^{-1} \int_0^\lambda dx (x / \lambda)^{-1/2} \quad (6.114) $$

where $r = D \cos \phi^{inc}$ and $x_n = (n - 1/2) h$. It can be shown that $N^{-1/2} \sum_{n=1}^N (n - 1/2)^{-1/2} \sim 2 - c N^{-1/2}$, $N \to \infty$, where $c = (2 - \sqrt{2}) \approx 0.6$. The integral on the right evaluates to $2 \lambda$. The first order error is thus

$$ \langle \Delta J, E^{sc} \rangle \approx 0.6 \Lambda r^{-1} \lambda n^{-1/2} \quad (6.115) $$

which is of order $h^{1/2}$.

We now assume that the first term on the right of (6.113) is on the order of the second term or smaller, and that the solution error for the adjoint equation is similar to that of the original integral equation. This leads to the estimate

$$ \Delta S \approx (k_0 \eta / 4) 0.2 \Lambda r^{-1} \lambda n^{-1} \quad (6.116) $$

for one of the edges. This result indicates that the current error at the strip edges produces a first order scattering amplitude error.
Figure 6.9 Relative scattering amplitude error for a strip, TM polarization, $D = 10$, $\phi^{\text{inc}} = -\phi^{\text{sc}} = \pi/3$. Diamonds: $b = 0$, $\alpha = 1/3$. Pluses: $b = 1$ (point matching, pulse basis, single-point integration rule). Circles: $b = 1$ (point matching, pulse basis, high order integration rule). Squares: $b = 2$ (point matching, piecewise linear basis). Solid lines: theoretical approximation, (6.117).

Normalizing this result by the approximate total scattering amplitude, which is

$$S \approx (k_0\eta/4)\Lambda^{-1}_r(d + 4\lambda),$$

assuming that $d$ is large, and combining this with the interior error given by (6.98) leads to the total strip error estimate

$$\text{Err}_S = \left| \frac{S - \hat{S}}{|S|} \right| \approx \left| E^{(1)}_r(\beta_r) + 0.4 D^{-1} n^{-1}_\lambda \right|$$

(6.117)

For the pulse expansion ($b = 1$), the error estimate becomes

$$\text{Err}_S \approx \left| -1.8 i \eta \beta^2_r \Lambda^{-1}_r n^{-3}_\lambda + 0.4 D^{-1} n^{-1}_\lambda \right|$$

(6.118)

where $\Lambda_r \approx (\eta/2)/\sqrt{1 - \beta^2_r}$ and $\beta_r = \cos \phi^{\text{inc}}$.

Figure 6.9 compares the estimate (6.117) to the computed error for a flat strip of length $10\lambda$. The incident and scattered angles are $\phi^{\text{inc}} = -\phi^{\text{sc}} = \pi/3$. The reference solution is obtained using a discretization density of $n_\lambda = 200$. 
6.2.6 Rectangular Cavity

For the circular cylinder, the moment matrix becomes ill-conditioned near internal resonances. Internal resonances are nonphysical, since the internally resonant mode does not couple to the external fields. If a small cut is made in the cylinder, the resonant mode radiates outside the scatterer, and the resonance becomes physical. For open, cavity-like scatterers in general, physical resonances occur at resonant frequencies, which are near the internal resonances of a similarly shaped closed scatterer. At these resonances, the moment matrix also becomes ill-conditioned.

A scatterer of this type is the open parallel strip or rectangular cavity, consisting of two perfectly conducting strips of width \( d \), separated by a distance \( w \). We consider also the half-open cavity, for which one of the ends is closed by a side wall, so that the cavity is open only on one end.

In order to analyze the spectrum of the EFIE for this scatterer, we employ the same Fourier series representation \( L_{rs} \) used for the flat strip above. Since the resonant modes of a closed rectangular cavity vanish at the endpoints of each cavity wall, we consider only the modes which vanish at the ends of the strip. For the TM polarization,

\[
L_{rs} = c_r c_s \frac{k_o \eta}{4} \int_{-d/2}^{d/2} dx \int_{-d/2}^{d/2} dx' H_0^{(2)}(k_o |x-x'|) \sin (\beta_r k_o x) \sin (\beta_s k_o x')
\]  

(6.119)

where \( \beta_r = r/(2D) \) is the normalized spatial frequency of the mode of order \( r \) and \( c_r \) is a normalization constant. If \( r \) or \( s \) is even, the corresponding sine function is replaced by the cosine function. For these modes, (6.75) becomes

\[
L_{rs} = \frac{\eta}{2\pi^2 D} \int_{-\infty}^{\infty} \frac{dk}{\sqrt{1-k^2}} F_r(-k) F_s(k)
\]  

(6.120)

where \( F_r \) is given by (6.105). For the TE polarization, the expression for \( L_{rs} \) has the same form as (6.120), but the factor of \( \sqrt{1-k^2} \) appears in the numerator of the integrand.

The cross-coupling between modes on parallel strips separated by a distance \( W \) in wavelengths can be found by modifying (6.75), so that

\[
L_{rs}^c = \frac{\eta}{2\pi^2 D} \int_{-\infty}^{\infty} \frac{dk}{\sqrt{1-k^2}} F_r(-k) F_s(k) e^{2\pi i W \sqrt{1-k^2}}
\]  

(6.121)

The presence of the second strip splits the spectrum of the EFIE into sums and differences of the self-coupling and cross-coupling. The sum and difference eigenvalues correspond to the family of cavity modes supported by this scatterer, and can be approximated by sums and differences of the diagonal elements of \( \mathbf{L} \) and \( \mathbf{L}^c \).

In this treatment, we consider the resonances as a function of the cavity length and width. Scattering resonances are often studied as a function of \( k_o \), rather than
the dimensionless lengths $D$ and $W$ employed here. Changing $k_0$ is equivalent to scaling the size of the cavity with the aspect ratio $D/W$ fixed.

6.2.6.1 Resonant Case

If the cavity dimensions are such that one of the modes is at resonance, the eigenvalue corresponding to the resonant mode is purely real. The imaginary part of each cavity mode eigenvalue is proportional to the difference between the stored electric and magnetic energies associated with the mode. Poynting’s theorem is

$$\int_V dv \mathbf{E} \cdot \mathbf{J}^* = \oint_A ds \cdot (\mathbf{E} \times \mathbf{H}^*) + i\omega \int_V dv (\mathbf{E} \cdot \mathbf{D}^* - \mathbf{B} \cdot \mathbf{H}^*) \quad (6.122)$$

where $V$ is a large region containing the scatterer, with boundary $A$, and the current $\mathbf{J}$ radiates the fields $\mathbf{E}$ and $\mathbf{H}$. This can be used to relate the eigenvalue of a mode to the stored and radiated energy. If the $\hat{z}$ component $J_z$ of the surface current is an eigenfunction of $\mathcal{L}$, such that $\mathcal{L} J_z = \Lambda J_z$, then the left-hand side of (6.122) becomes

$$\Lambda \int_D ds |J|^2 \quad (6.123)$$

The change in sign arises because the definition (6.4) implies that $\mathcal{L} J_z$ is equal to the negative of the field radiated by the current in free space at the surface of the scatterer. We assume that the eigenfunction $J_z$ is normalized so that the integral in this expression evaluates to unity. Identifying the terms on the right of (6.122) as radiated power and stored power shows that the eigenvalues of the EFIE are of the form

$$\Lambda = \mathcal{P}_{\text{rad}} + i2\omega(U_{E} - U_{H}) \quad (6.124)$$

where $\mathcal{P}_{\text{rad}}$ is the radiation loss for the mode and $U_{E}$ and $U_{H}$ are the stored electric and magnetic energies, for a current with unit $L^2$ norm. At resonance, the energy storage is balanced, and the imaginary part vanishes. The radiation loss depends on the enclosed area and the size of the cavity opening. For an internal resonance of a closed scatterer, $\mathcal{P}_{\text{rad}} = 0$.

By making use of (6.75) and (6.121), the difference eigenvalue for the mode of order $r$ can be approximated as

$$\Lambda_r \approx \frac{\eta}{2\pi^2 D} \int_{-\infty}^{\infty} \frac{dk}{\sqrt{1 - k^2}} F_r(-k) F_r(k) \left[ 1 - (-1)^n e^{i2\pi W \sqrt{1 - k^2}} \right] \quad (6.125)$$

where $n$ is an integer to be specified below. Since $F_r(k)$ is strongly peaked at $k = \beta_r$, $\Lambda_r$ is small when the phase term in square brackets vanishes at $\beta_r$. This leads to the resonance condition

$$W \sqrt{1 - \beta_r^2} = \frac{n}{2} \quad (6.126)$$
The resonances of the open cavity are associated with the homogeneous solutions of the interior Helmholtz problem for a rectangular domain. By making use of the definition of $\beta_r$, it can be seen that (6.126) is equivalent to

$$\sqrt{[r/(2D)]^2 + [n/(2W)]^2} = 1$$

(6.127)

which is the resonance condition for the TM$_{rm}$ mode of a closed rectangular cavity with side lengths of $D$ and $W$ in wavelengths.

By solving (6.126) for $\beta_r$, we find that the normalized spatial frequency of the resonant mode is given by $\beta_r = \sqrt{1 - [n/(2W)]^2}$. Since $\beta_r$ is real, the condition $n < 2W$ must hold. As $n$ increases, the angle of propagation of the field radiated by the corresponding mode becomes closer to normal to the cavity walls, so that the field is more strongly confined to the cavity for larger $n$, and less power is radiated by the mode. Since the radiated power of each mode is given by the real part of the eigenvalue, the real part decreases as $n$ increases. In order to find the index of the eigenvalue with smallest real part, we choose the largest possible value of $n$, which is

$$n = \lfloor 2W \rfloor$$

(6.128)

where $\lfloor x \rfloor$ is the integer part of $x$. The corresponding value of $\beta_r$ is approximately $\sqrt{\alpha/W}$, where $\alpha = 2W - \lfloor 2W \rfloor$ is the fractional part of $2W$. For a given surface current mode with order $r$, the corresponding difference eigenvalue will be smallest if there exists a closed cavity mode TM$_{rn}$ such that $n$ is given by (6.128) and both mode numbers satisfy the resonance condition (6.127).

The real part of the eigenvalue corresponding to the resonant cavity mode can be estimated by taking the real part of (6.125). After combining the integrand for $k > 0$ with $k < 0$, we obtain

$$\text{Re}\{\Lambda_r\} \approx \frac{4\eta\beta_r^2}{\pi^2 D} \int_0^1 \frac{dk}{\sqrt{1-k^2}} \sin^2 \left[ \pi D (k - \beta_r) \right] \frac{\sin^2 (\pi W \sqrt{1-k^2})}{(k^2 - \beta_r^2)^2}$$

(6.129)

The integral over $k$ can be estimated as [23]

$$\text{Re}\{\Lambda_r\} \approx \frac{\eta \sqrt{W}}{2D} \left( \alpha + \frac{\pi^2 \alpha^2}{18} \right)$$

(6.130)

This analysis applies to the TE polarization as well if $\beta_r$ is small.

Since the fields radiated by the cavity modes propagate predominantly in a direction near normal to the strips, the eigenvalue of the resonant mode for the half-open cavity (one end closed by a conducting wall) behaves similarly to that of the open cavity. The end wall decreases the radiation loss associated with the resonant mode, so that in general the real part of the resonant eigenvalue for the half-open cavity is smaller than that of the open cavity.
6.2.6.2 Near-Resonant Case

If the resonance condition (6.126) is not satisfied exactly, then the imaginary part of the smallest cavity mode eigenvalue is nonzero. For a given set of cavity dimensions $D$ and $W$, let $r$ be the positive integer for which (6.126) is closest to equality, and let $W_r$ be the nearest cavity width for which the resonance condition holds, so that

$$W_r \sqrt{1 - \beta_r^2} = n/2$$  \hspace{1cm} (6.131)

We then define the shift $\nu_r$ away from resonance by

$$\nu_r = W_r - W$$  \hspace{1cm} (6.132)

The difference eigenvalue as given by (6.125) can be estimated as [23]

$$\text{Im}\{\Lambda_r\} \simeq i\eta \pi \nu_r$$  \hspace{1cm} (6.133)

for the imaginary part of the smallest cavity mode eigenvalue.

6.2.6.3 Spectral Error

Smoothing error enters into the spectrum multiplicatively, so that its relative effect is unchanged for the small eigenvalues of resonant modes. Sampling error is additive, so that the relative error becomes large as the magnitude of the eigenvalue decreases. The sampling error is negligible for the cross-coupling between the two strips, since the kernel of the EFIE is smooth when the source and observation points are well separated, but sampling error does affect the value of the resonant eigenvalue through the self-coupling of the mode. We assume the use of an $M$-point integration rule for moment matrix elements, and employ the spectral error estimate (6.93) in the analysis given below.

Since the spectral shift due to quadrature error is imaginary, the effect of the error is to shift the locations of the resonances of the cavity. The resonances occur approximately at cavity dimensions such that $\nu_r = 0$. Including the discretization error, the imaginary part of the smallest eigenvalue becomes

$$\text{Im}\{\Lambda_r\} \simeq i\eta \pi \nu_r + i\eta \ln 2 \frac{\ln 2}{Mn_\lambda}$$  \hspace{1cm} (6.134)

The resulting shift in the location of the resonance, considered as a function of cavity width $W$, is approximately $\Delta W \simeq \ln 2/(\pi M n_\lambda)$. The shift in the location of the resonant frequency relative to $k_0$ is

$$\frac{\Delta k}{k_0} \simeq \ln 2 \frac{\ln 2}{\pi M n_\lambda W}$$  \hspace{1cm} (6.135)

which is small for typical values of $n_\lambda = 10$ and $M = 1$, as long as $W \geq 1$. 

Because low-order resonances with small values of \( r \) are closely spaced, a more stringent error criterion is the shift in the location of the resonance relative to the spacing between adjacent resonances. The distance between resonances is \( W_{r+1} - W_r \approx \frac{rW}{(4D^2)} \), so that the shift in the resonance relative to the spacing between resonances is \( 4D^2 \ln 2/(\pi r MnW) \). If we require the relative shift to be less than 10\%, we obtain the condition

\[
n_\lambda > \frac{9D^2}{rMW} \tag{6.136}
\]

on the discretization density. This restriction is equivalent to requiring that the discretization error \( \Delta L_{rr} \) be much smaller than the distance between neighboring cavity mode eigenvalues. This result shows the increased sensitivity to discretization error of resonance structures, which has been observed in numerical experiments [33].

6.2.6.4 Numerical Results

In this section, we validate the theoretical spectral estimates for the cavity by comparison with numerical results. Eigenvalues are estimated by numerical diagonalization of the moment matrix. All computed results are given for the TM polarization. For numerical results on the effects of discretization error, pulse basis functions are employed with a single point integration rule for the off-diagonal elements of the moment matrix and a first order analytical approximation for the diagonal elements. The spectral error for this discretization scheme is obtained in [26] as

\[
\Delta L_{rr} \approx \frac{in}{n_\lambda} (\ln \pi - 1) \tag{6.137}
\]

for small \( \beta_r \). This low-order method is convenient for illustrating the effect of discretization, since the spectral error is significant for relatively small cavity dimensions. By comparison with (6.93), the spectral error for this discretization scheme is equivalent to that of an \( M \)-point integration rule with \( M \approx 5 \).

Figure 6.10 shows the real and imaginary parts of the smallest cavity mode eigenvalue of the EFIE, as a function of the cavity depth \( D \), for a width of \( W = 3 \). The computed and theoretical results differ for the real part of the eigenvalue. The analysis given above neglects the radiation loss due to coupling of the resonant mode to other modes. Because of this, the theoretical estimates underestimate the real part of the eigenvalue.

Figure 6.11 compares the imaginary part of the resonant eigenvalue of the moment matrix for both open and half-open cavities for \( W = 2 \) and \( n_\lambda = 10 \) to the theoretical estimates obtained above, in the presence of discretization error. For \( W = 2 \), the lowest order cavity mode is nearest to resonance. This width is slightly below the resonant value \( W_1 \) as defined by (6.131), but approaches resonance as \( D \) increases,
since $W_1 \to 2$ as $D \to \infty$, so that the imaginary part of the exact eigenvalue decreases as $D^{-2}$. Since the location of the resonance is shifted by the discretization error, the imaginary part of the eigenvalue of the moment matrix does not fall off for large $D$, but approaches the discretization error (6.137) as $D$ increases.

### 6.2.7 Higher-Order Basis Functions

The piecewise polynomial discretizations studied in the previous sections employ a single degree of freedom for each mesh element. Accuracy can be improved by using higher-order polynomials and allowing more than one degree of freedom per element. As before, we discretize the operator $\mathcal{L}$ for the flat strip on the regular mesh with midpoints $x_n = (n - 1/2)h - d/2$, $n = 1, \ldots, N$. On each element, let the finite-dimensional trial subspace $V^p$ consist of the $p + 1$ basis functions $f_{n a} = f_a(x - x_n)$, $a = 0, \ldots, p$. For interpolatory polynomials, we also choose $p + 1$ nodes $x_{n a} = x_n + y_a$ on each element, so that $f_a(y_b) = \delta_{a b}$, and assume that the nodes $y_a$ on the reference element are evenly spaced. Continuity is not enforced at the element boundaries. The density of the degrees of freedom (unknowns) is $(p + 1)n_x$. 

---

**Figure 6.10** Smallest cavity mode eigenvalue as a function of depth, open cavity, $W = 3$. Circles: Imaginary part, computed value. Plus: real part, computed value. Dashed lines: theoretical estimates, (6.130) and (6.133). Solid lines: numerical integration of (6.125).
The moment method discretization of $\mathcal{L}$ using the basis defined above has matrix elements

$$\hat{L}_{mn,ab} = \frac{1}{h} \langle f_{ma}, \mathcal{L} f_{nb} \rangle$$  \quad (6.138)

By making use of (6.74), the elements of the moment matrix can be expressed as

$$\hat{L}_{mn,ab} = \frac{\eta}{2n_k} \int \frac{dk}{\sqrt{1 - k^2}} e^{i2\pi k(m-n)/n} F_a(-k) F_b(k)$$  \quad (6.139)

where $k = k_x/k_0$ and $F_a(k)$ is the Fourier transform of $f_a(x)$, normalized by $h^{-1}$.

### 6.2.7.1 Orthonormal Polynomials

For the case of an orthonormal basis, the approximate operator can be represented in the trial space as

$$\hat{L}\hat{J} = h^{-1} \sum_{m,n=1}^{N} \sum_{a=0}^{p} f_{ma} \hat{L}_{mn,ab} \langle f_{nb}, J \rangle$$  \quad (6.140)
where the angle brackets denote the $L^2$ inner product. As in Section 6.2.3, we obtain a spectral estimate for this operator using the normal part of $\hat{\mathcal{C}}$. This leads to

$$\hat{\Lambda}_r \simeq \frac{\eta}{2n^2 D} \int_{-\infty}^{\infty} \frac{dk}{\sqrt{1 - k^2}} \sin^2 \left[ \pi D (k_n - \beta_n) / n \right] F^{(p)}(\beta_r, k)$$

(6.141)

In this expression, we have defined

$$F^{(p)}(k_1, k_2) = \sum_{a=0}^{p} F_a(k_1) F_a(-k_2)$$

(6.142)

The function $F^{(p)}(k_1, k_2)$ is the Fourier representation of the projection operator from the space of $L^2$ functions onto the trial subspace spanned by the basis polynomials. Where $F^{(p)}(k, k)$ is close to unity, the Fourier mode with normalized spatial frequency $k$ can be accurately represented by the basis functions.

Expanding the integrand of (6.141) about the local maxima at $k_q = \beta_n + qn$, $q = 0, \pm 1, \pm 2$, and retaining the leading order term for large $D$ at each maximum yields

$$\hat{\Lambda}_r \simeq \frac{\eta}{2} \sum_{q=-\infty}^{\infty} \frac{F^{(p)}(\beta_n, k_q)}{\sqrt{1 - k_q^2}}, \quad D \to \infty$$

(6.143)

From (6.76) and (6.143), the relative spectral error can be estimated as

$$E^{(p)}(n, \lambda) \simeq \frac{\eta}{2\lambda r} \sum_{q=0}^{\infty} \frac{F^{(p)}(\beta_n, k_q)}{\sqrt{1 - k_q^2}} + F^{(p)}(\beta_n) - 1$$

(6.144)

where $F^{(p)}(k) \equiv F^{(p)}(k, k)$. As before, we decompose the spectral error into two contributions,

$$E^{(p)}_r = E^{(p),1}_r + E^{(p),2}_r$$

(6.145)

where the sampling error $E^{(p),1}_r$ is the first term on the left-hand side of (6.144) and the smoothing error is $E^{(p),2}_r(n, \lambda) = F^{(p)}(\beta_n) - 1$.

The Legendre polynomials are an orthonormal set on the interval $[-1, 1]$. We set $f_{n} = c_a P_a[2(x - x_n)/h]$, where $P_a(x)$ is the Legendre polynomial of order $a$, and $c_a = \sqrt{2a + 1}$ is a normalization constant. Since the Fourier transform of a Lagrange polynomial is proportional to a spherical Bessel function, we have the explicit formula:

$$F^{(p)}(k_1, k_2) = \sum_{a=0}^{p} (2a + 1) j_a(\pi k_1/n) j_a(\pi k_2/n)$$

(6.146)
This result is shown in Figure 6.12. The improvement in the approximation power as $p$ increases can be seen by expanding $F^{(p)}(k)$ for small $k$:

$$F^{(0)}(k) \approx 1 - \frac{\pi^2 k^2}{3n_\lambda^2}$$

$$F^{(1)}(k) \approx 1 - \frac{\pi^4 k^4}{45n_\lambda^4}$$

$$F^{(2)}(k) \approx 1 - \frac{\pi^6 k^6}{1575n_\lambda^6}$$  \hspace{0.5cm} (6.147)

The exponential convergence obtained with $p$-refinement is evident in the decrease of the constant with $p$. 


6.2.7.2 Interpolatory Polynomials

For an interpolatory basis, we estimate the eigenvalues of \( \hat{L} \) as an operator in the discrete space of values at the nodes \( x_{ma} \), so that

\[
\hat{\Lambda}_r \simeq N^{-1} \left< e^{i\beta_r h_0 x}, \hat{L} e^{i\beta_r h_0 x} \right>_x_{ma} \tag{6.148}
\]

where the subscript \( x_{ma} \) indicates that the inner product is discrete. This implies that the resulting error estimates are RMS error at the nodes \( x_{ma} \), rather than \( L^2 \) error. Evaluating the inner product yields

\[
\hat{\Lambda}_r \simeq N^{-1} \sum_{m,n=1}^{N} \sum_{a,l=0}^{p} e^{-i\beta_r h_0 x_{ma}} \hat{L}_{mn,a} \delta e^{i\beta_r h_0 x_{na}} \tag{6.149}
\]

Using (6.139) for \( \hat{L}_{mn,a} \delta \) shows that the forms of (6.141) and (6.144) remain the same for an interpolatory basis, but with the new definition

\[
F^{(p)}(k_1, k_2) = \sum_{a=0}^{p} e^{i k_1 t_a} F_a(k_2) \tag{6.150}
\]

where \( t_a = k_0 y_a \). This is the Fourier representation of the truncated completeness relation for the interpolatory basis, composed with the projection of the trial subspace onto the discrete space of values at the nodes \( y_a \).

The Lagrange polynomials are an example of an interpolatory basis. In this case, we set \( f_{na} = L_{p,a}(x - x_n) \), where \( L_{p,a}(x) \) is the \( a \)th canonical polynomial of order \( p \) with respect to the \( p + 1 \) nodes \( y_a \). If the nodes \( y_a \) are equally spaced on \([-h/2, h/2]\), then by expanding (6.150) we obtain

\[
F^{(0)}(k) \simeq 1 - \frac{\pi^2 k^2}{6n^2} \\
F^{(1)}(k) \simeq 1 - \frac{\pi^2 k^2}{3n^2} \\
F^{(2)}(k) \simeq 1 - \frac{\pi^4 k^4}{60n^4} \\
F^{(3)}(k) \simeq 1 - \frac{\pi^4 k^4}{405n^4} \tag{6.151}
\]

Figure 6.13 shows \( F^{(p)}(k) \) for this basis.

6.2.7.3 Current Error

As in Sections 6.2.3 and 6.2.4, we study the error of the solution on the interior region \( \tilde{S} \) of the strip, away from the edges, where the solution is singular. For a plane
incident wave, in the normal approximation the leading order solution is

\[ u(x) \simeq \Lambda r^{-1} e^{i k r \cos \phi} \]  

(6.152)

where \( r = D \cos \phi \) and we neglect the fractional part of \( D \cos \phi \) for large \( D \). The approximate solution obtained using the method of moments is

\[ \tilde{u}(x) \simeq \Lambda r^{-1} F(p)(\beta_r) e^{i k r \cos \phi} \]  

(6.153)

which is equivalent to the expression used in Section 6.2.3.4 for low-order basis functions.

The interior error of \( \tilde{J} \) relative to the exact solution can be estimated as

\[ \frac{\| J - \tilde{J} \|_2}{\| J \|_2} \simeq \frac{\Lambda r - \Lambda_r F(p)(\beta_r)}{\Lambda_r} \]  

(6.154)

where the $L^2$ norm is used for orthogonal polynomials and RMS error at the nodes for interpolatory polynomials. Assuming that the error is small relative to $1/r$, this becomes

$$\text{Err} \approx \left| E^{(p)}_1 + F^{(p)}_1(\beta_r)[F^{(p)}_1(\beta_r) - 1] \right|$$

(6.155)

This error estimate is shown for the Legendre and Lagrange expansions in Figures 6.14 and 6.15 as a function of the density of degrees of freedom per wavelength.

The asymptotic order of the current solution error in the grid size $h = \lambda/n_\lambda$ for the bases of Examples 1 and 2 can be obtained from the smoothing error term $F^{(p)}(\beta_r) - 1$ of (6.155). For the Legendre expansion, from (6.147), the order of convergence is $2p + 2$. For the Lagrange expansion, from (6.151), the order is $p + 2$ for $p$ even, and $p + 1$ for $p$ odd.

Figure 6.16 shows the error estimate (6.155) as a function of order. The exponential convergence of the interior solution error is evident in the figure, since the order is shown on a linear scale and the logarithmic error falls off roughly linearly.
Figure 6.15 Relative error estimate (6.155) for Lagrange expansion, \( \beta_r = 1/2 \). The independent variable is the total density of the degrees of freedom per wavelength, \((p + 1)r_h\).
Solid line: \( p = 0 \). Dashed: \( p = 1 \). Dotted: \( p = 2 \). Dash-dot: \( p = 3 \). Solid/circles: \( p = 4 \).
Solid/squares: \( p = 5 \).

6.2.7.4 Scattering Amplitude Error

If the approximate forward scattering amplitude is computed by projecting the scattered field into the trial subspace before forming the inner product with the current solution, then the relative error is

\[
\frac{|S(\phi) - \hat{S}(\phi)|}{|S(\phi)|} \approx E_1^{(p)}(\cos \phi, n_\lambda) \tag{6.156}
\]

As before, this estimate neglects the approximation error near the edges of the strip.

For the Legendre and Lagrange expansions, the terms of the summation over \( q \) in (6.144) fall off as \( 1/q \) or faster, and the order of the sum in \( h = \lambda / n_\lambda \) is the same as that of the \( q = 1 \) term, so that

\[
E_1^{(p)} \approx \frac{\eta}{2\Lambda_r n_\lambda} F^{(p)^2}(\beta_r, \beta_r + n_\lambda) \tag{6.157}
\]

By examination of \( F^{(p)} \), we find that the sampling error, as well as the error in the forward scattering amplitude, is of order \( 2p + 3 \) for both sets of basis functions.
6.2.8 Summary

In this section, we have defined the concept of spectral error and applied this to obtain solution error estimates for the cylinder, strip, and cavity. The solution error is qualitatively different for these scatterers, due to resonance, edge effect, and sensitivity to incidence angle. This has been an obstacle to the practical error analysis of the method of moments. The spectral error, on the other hand, is similar for all the scatterers considered. Equations (6.38) and (6.85) show that the absolute sampling error is the same for the cylinder and strip to leading order in $N$, and the relative smoothing error is identical for the two scatterers. This arises because the spectral error is locally determined by the singularity of the kernel and the smoothness of the eigenfunctions. The absolute sampling error and the relative smoothing error are relatively insensitive to the scatterer geometry.

The strong dependence of solution error on the scatterer geometry is caused by three properties: the edge effect, the modes excited by the incident field, and the change in the magnitudes of the eigenvalues with the scatterer shape. The edge effect leads to large solution error at scatterer corners and edges, as studied in Section 6.2.5. The modes excited by the incident field determine the weighting of the spectral error in the solution error estimate. The third effect arises when the geometry is such that a low-order, propagating mode is near resonance and has a small eigenvalue. The small

\[ p = \frac{\beta_r}{\lambda} \]

Figure 6.16 Relative error estimate (6.155) as a function of order, for several values of $\beta_r$, $n_\lambda = 10$. Solid lines: Lagrange polynomials. Dashed lines: Legendre polynomials.
6.3 SPECTRAL CONVERGENCE THEORY—3D

Three-dimensional electromagnetic scattering problems represent a significant computational challenge, since vector integral operators are involved, and many degrees of freedom are generally required. In this section, we study the properties of the EFIE for a flat plate and obtain spectral error estimates for the method of moments for the vector EFIE. We also discuss a method for reducing the spectral error by regulating the singular kernel of the integral equation.

6.3.1 Flat Plate

In Section 6.2.3, we observed that spectral estimates can be obtained for an infinite strip by approximating the eigenfunctions of the two-dimensional EFIE as modes of the form $e^{i k_0 x}$. Here, we apply this approach to the three-dimensional case.

Spectral estimates for the operator $\mathcal{T}$ can be obtained by approximating the eigenfunctions as

$$T \hat{e}^{i k_0 \beta} = \frac{k_0 \mu \rho^2}{8\pi^2} \int dk_x dk_y e^{i k_0 \beta} \sin \left[ \frac{(k_x - k_0 \beta_x) d/2}{k_z} \right] \sin \left[ \frac{(k_y - k_0 \beta_y) d/2}{k_z} \right]$$

$$\times \left[ \hat{t} - \frac{k(\beta \cdot \hat{t})}{k_0} \right]$$

where $k_z = \sqrt{k_0^2 - k_x^2 - k_y^2}$. By expanding the integrand about the maxima of the sinc functions at $k = k_0 \beta$, (6.158) can be approximated as

$$T \hat{e}^{i k_0 \beta} \approx \frac{\eta \mu \rho^2}{8\pi^2 \sqrt{1 - \beta^2}} \left[ \hat{t} - \beta(\beta \cdot \hat{t}) \right] \int dk_x dk_y$$

$$\times \frac{\sin \left[ \frac{(k_x - k_0 \beta_x) d/2}{k_z} \right] \sin \left[ \frac{(k_y - k_0 \beta_y) d/2}{k_z} \right]}{(k_x - k_0 \beta_x) d/2 (k_y - k_0 \beta_y) d/2}, \quad d \to \infty$$

Evaluating the integrals yields

$$T \hat{e}^{i k_0 \beta} \approx \frac{\eta}{2\sqrt{1 - \beta^2}} \left[ \hat{t} - \beta(\beta \cdot \hat{t}) \right] e^{i k_0 \beta}, \quad d \to \infty$$

(6.160)

If $\hat{t}$ is parallel to $\beta$, then the vector in square brackets is a scalar multiple of $\hat{t}$, so that $\hat{e}^{i k_0 \beta}$ is an approximate eigenfunction of $\mathcal{T}$, with the eigenvalue

$$\Lambda_{TE} \approx \frac{\eta}{2\sqrt{1 - \beta^2}}$$

(6.161)
This result corresponds to the curl-free modes on the scatterer, which are related to the
eigenfunctions of the 2D operator \( N \) for the TE polarization. For the divergence-free
modes, \( t \) is perpendicular to \( \beta \), and (6.160) yields the approximate eigenvalue

\[
\Lambda_{TM} \approx \frac{\eta}{2} \sqrt{1 - \beta^2}
\]

These modes are similar to eigenfunctions of the 2D operator \( L \) for the TM polariza-
tion. The estimates (6.161) and (6.162) break down as \( \beta \) approaches the singularities
at \( |\beta| = 1 \).

The continuous operator \( T \) has an infinite number of discrete eigenvalues. The
spectrum has accumulation points at the origin and at \( i\infty \), due to the curl-free and
divergence-free modes for large \( \beta \). As \( |\beta| \to \infty \), the estimate (6.161) approaches
\( i\infty \), whereas (6.162) goes to zero.

If \( T \) is discretized using the method of moments, a matrix operator is obtained.
This matrix has a finite number of eigenvalues. The eigenvectors of the moment
matrix correspond approximately to the eigenfunctions of \( T \) with normalized spatial
frequency \( \beta \) in the range \(-k_{\text{max}}/k_0 \leq \beta \leq k_{\text{max}}/k_0 \), where \( k_{\text{max}} \) is the maximum
spatial frequency represented in the trial space of basis functions, or the Nyquist
frequency of the mesh. If the mesh length or average element size is \( h \), then the
maximum frequency is \( k_{\text{max}} = \pi/h \).

From (6.161), the eigenvalue of the moment matrix with largest magnitude corre-
sponds to \( \beta = k_{\text{max}}/k_0 \) and can be estimated as

\[
\Lambda_{\text{max TE}} \approx \frac{\eta \pi}{2 k_0 h}
\]

This can also be written as \( \eta n_\lambda / 4 \), where \( n_\lambda = \lambda/h \) is the linear discretization
density or number of unknowns per wavelength used in the previous section. This
estimate is valid for low-order basis functions. For higher-order bases (\( p \)-refinement),
more precise estimates similar to those obtained in Section 6.2.7 for the 2D case are
required.

If \( k_\lambda d \ll 1 \), the smallest curl-free eigenvalue corresponds to a mode with the
lowest possible nonzero spatial frequency, which is \( \beta = \pi/(k_\lambda d) \). Equation (6.161)
yields the estimate

\[
\Lambda_{\text{min TE}} \approx \frac{\eta \pi}{2 k_\lambda d}
\]

for this eigenvalue. The curl-free part of the spectrum of \( T \) lies between the two
extremal eigenvalues given by (6.163) and (6.164).

The spectrum of \( T \) also has an accumulation point at the origin, corresponding to
divergence-free modes with large spatial frequency. The eigenvalue of the discretized
operator with the least magnitude arises from the divergence-free mode with maximal
spatial frequency, $\beta = \pi / (k_0 h)$. Equation (6.162) yields the estimate

$$\Lambda_{\text{TM}}^{\text{TM}} \simeq - \frac{i \eta}{2} k_0 h$$

for the smallest eigenvalue.

For small $k_0 h$, the largest divergence-free eigenvalue corresponds to the mode with lowest spatial frequency ($\beta \approx 0$). If $k_0 d \ll 1$, the approximation used in obtaining (6.159) breaks down for $\beta = 0$, since $k_z$ is rapidly varying near the maxima of the sinc functions at $k_x = 0$, $k_y = 0$. A more accurate evaluation of the integral in (6.158) is obtained by expanding the sinc functions, retaining terms up to second order, and integrating up to the first zeros of the sinc functions. This leads to the estimate

$$\Lambda_{\text{TM}}^{\text{TM}} \simeq \frac{k_0 \eta d^2}{2 \pi^2} \int_0^{2\pi / d} \int_0^{2\pi / d} \frac{dk_x dk_y}{k_z} \left[ 1 - \frac{k_x^2 d^2}{24} - \frac{k_y^2 d^2}{24} \right]$$

(6.166)

Evaluating the integral in the limit as $k_0 \to 0$ yields

$$\Lambda_{\text{TM}}^{\text{TM}} \simeq - \frac{i \eta k_0 d}{2 \pi} \left[ (4 - \pi^2 / 9) \log (1 + \sqrt{2}) - \pi^2 \sqrt{2} / 9 \right] \simeq - \frac{i \eta k_0 d}{2 \pi}$$

(6.167)

At low frequencies, the divergence-free part of the spectrum lies between the values given by (6.165) and (6.167).

Figure 6.17 shows computed spectra of the discretized EFIE for a plate of side $d = 1$ m at various values of $k_0$. Rao-Wilton-Glisson (RWG) vector basis functions [5] are employed on a regular triangular mesh. The discretization length $h$ is taken to be the distance between nodes, 0.1 m. Qualitatively, the spectrum of $\mathbf{\mathcal{T}}$ is a combination of the spectra of $\mathbf{\mathcal{L}}$ and $\mathbf{\mathcal{N}}$ in Figures 6.3 and 6.6. For large $k_0 d$, the spectrum lies on a curve in the complex plane, from the positive imaginary axis, through $\beta = 0$ on the real axis, where the curl-free and divergence-free parts meet, and ending near the origin along the negative imaginary axis, as can be seen in Figure 6.17(a). As $k_0$ decreases, the two parts of the spectrum separate, moving towards the accumulation points of the spectrum of $\mathbf{\mathcal{T}}$ at 0 and $+i \infty$. This is the phenomenon of low-frequency breakdown, which will be considered in Section 6.4.2.9.

### 6.3.2 Rooftop Basis Functions

In the previous section, we obtained spectral estimates for the continuous operator $\mathbf{\mathcal{T}}$ on the flat plate. Here, we study the discretization error for a simple type of vector basis function, the rooftop. We define two sets of node points, $r_{mn1} = m h x + (n - 1 / 2) h y$, $m = 1, \ldots, M - 1$, $n = 1, \ldots, M$, and $r_{mn2} = (m - 1 / 2) h x + n h y$, $m = 1, \ldots, M$, $n = 1, \ldots, M - 1$. For convenience, we assume that $d = M h$. The
Figure 6.17  Moment matrix spectra for 1m × 1m plate at various wavenumbers ($\eta = 1$): (a) $k_0 = 4\pi$; (b) $k_0 = \pi$; (c) $k_0 = \pi/2$; (d) $k_0 = \pi/4$. Squares: theoretical extremal curl-free eigenvalue estimates, (6.163) and (6.164). Pluses: theoretical extremal divergence-free eigenvalue estimates, (6.165) and (6.167). As the frequency becomes small, the two parts of the spectrum separate; the curl-free eigenvalues moving to $+i\infty$, and the divergence-free eigenvalues to the origin.

The rooftop functions are $f_{mnj}(r) = f_j(r - r_{mnj}), j = 1, 2$, where

$$f_1(r) = \begin{cases} \hat{x}(1 - |x|/h) & -h \leq x \leq h, \quad -h/2 \leq y \leq h/2 \\ 0 & \text{otherwise} \end{cases}$$

$$f_2(r) = \begin{cases} \hat{y}(1 - |y|/h) & -h/2 \leq x \leq h/2, \quad -h \leq y \leq h \\ 0 & \text{otherwise} \end{cases}$$

These basis functions are a combination of the triangle function and the pulse function studied in Section 6.2.

For the rooftop basis, the moment matrix elements are

$$Z_{mnj,m'n'j'} = -ik_0 \phi h^{-2} \int \int d\mathbf{r} d\mathbf{r}' g(\mathbf{r}, \mathbf{r}') \left[ f_{mnj}(\mathbf{r}) \cdot f_{m'n'j'}(\mathbf{r}') \right]$$

$$+ k_0^{-2} \nabla \cdot f_{mnj}(\mathbf{r}) \nabla' \cdot f_{m'n'j'}(\mathbf{r}')$$

(6.170)
We obtain spectral estimates using the approximate eigenfunction $\hat{t} e^{ik_0 \beta x}$ evaluated at the node points $r_{mnj}$. This leads to the expression

$$\hat{\Lambda} \approx \frac{1}{M^2} \sum_{mnj, m'n'j'} t_j e^{ik_0 \beta (r_{mnj} - r_{m'n'j'})} Z_{mnj, m'n'j'} (6.171)$$

where $t_j, j = 1, 2$ denotes the $x$ and $y$ components of $\hat{t}$. By applying the derivation leading to (6.158), we obtain

$$\hat{\Lambda} \approx \frac{k_0 \eta h^2}{8M^2 \pi^2} \int \frac{dk}{k_x} \sum_{j,j'} t_j t_{j'} F^2(k - k_0 \beta)$$

$$\times \left[ F_j(-k) \cdot F_{j'}(k) - \frac{1}{k_0^2} k \cdot F_j(-k) k \cdot F_{j'}(k) \right] (6.172)$$

where

$$R(k) = \frac{\sin(k_x d/2) \sin(k_y d/2)}{\sin(k_x h/2) \sin(k_y h/2)} (6.173)$$

$$F_1(k) = \hat{x} \left[ \frac{\sin(k_x h/2)}{k_x h/2} \right]^2 \frac{\sin(k_y h/2)}{k_y h/2} (6.174)$$

$$F_2(k) = \hat{y} \frac{\sin(k_x h/2)}{k_x h/2} \left[ \frac{\sin(k_y h/2)}{k_y h/2} \right]^2 (6.175)$$

By expanding the integrand about each of the maxima of $R^2(k - k_0 \beta)$ as in the derivation of (6.84), we arrive at the estimate

$$\hat{\Lambda} \approx \frac{k_0 \eta}{2} \sum_{p,q=-\infty}^{\infty} \sum_{j,j'=1}^{2} \frac{1}{k_{pq}^2} t_j t_{j'} F_{jj'}(k_{pq}) F_{j'j}(k_{pq})(\delta_{jj'} - k_{pq} k_{pq'}/k_0^2)$$

(6.176)

where $k_{pq} = \hat{x}(k_0 \beta_x + 2\pi p h) + \hat{y}(k_0 \beta_y + 2\pi q h)$, the second subscript on $F_{jj'}$ denotes the $x$ and $y$ components of $F_j$, and the subscript $j$ on $k_{pqj}$ denotes the $x$ and $y$ components $k_{pqx}$ and $k_{pqy}$.

We can determine the order of the spectral error in $h$ by inspection of (6.176). The smoothing error arises from the $p = q = 0$ term and is of order $h^2$, which can be seen by expanding $R(k)$ for small $k$. For the sampling error, the term $1/k_{pqz}$ contributes a factor of $h$, the term $F_{jj'} F_{j'j}$ contributes a factor of at most $h^4$, and $k_{pqj} k_{pq'j'}$ contributes a factor of $h^{-2}$, for an overall order of $h^3$. From this result, we see that the spectral convergence rate for the rooftop vector basis functions is identical to that of the low-order bases studied in Sections 6.2.1.1, 6.2.2.1, and 6.2.3.2 for the 2D case.
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Figure 6.18 Spectral error for rooftop basis as a function of discretization density, divergence-free mode, normalized spatial frequency $\beta = 1/2$. Solid line: total error. Dashed line: sampling error.

Figure 6.18 shows the spectral error as a function of the discretization density $n_\lambda$, for $\mathbf{t} = \mathbf{x}$ and $\beta = \mathbf{y}/2$. Since the direction and phase vectors are perpendicular, the mode is divergence-free. Figure 6.19 shows the spectral error for a fixed discretization density as the vectors $\mathbf{t}$ and $\beta$ are rotated. The spectral error is larger when $\mathbf{t}$ and $\beta$ are parallel. In this case, the mode has the largest divergence, and the error contribution from the hypersingular term of the EFIE is greatest. The curves in Figure 6.19 are analogous to dispersion error plots for finite difference and finite element schemes.

6.4 ITERATIVE SOLUTION METHODS

For large linear systems, direct linear system solution methods are impractical, due to the high computational cost of matrix factorization. For electrically large scattering problems, the number of unknowns can be so large that filling the moment matrix is not feasible, and fast methods [2] must be used to compute matrix-vector multiplications with the moment matrix indirectly. For these reasons, iterative linear system solution algorithms are widely used in computational electromagnetics.
There are two main classes of iterative algorithms. The first consists of stationary iterations based on matrix splittings [34, 35]. The second class is the nonstationary iterations, the most important of which are methods of the conjugate gradient (CG) type, or Krylov subspace iterations [36]. Both stationary and nonstationary iterations are used in computational electromagnetics [37]. Stationary iterations converge most rapidly for some problems, but in general are less robust than the Krylov subspace iterations. In this section, we restrict attention to methods of the latter type.

### 6.4.1 Iteration Count Estimates

The difficulty of solving a linear system by a Krylov subspace iteration is determined in large part by the matrix condition number. The condition number \( \kappa(\mathbf{Z}) \) in the \( L^2 \) norm is the ratio of the largest and smallest singular values of the matrix. In this section, we review the classical estimates for the number of iterations required to solve a linear system to a given error tolerance.

The simplest Krylov subspace iteration is the conjugate gradient method. This algorithm applies only to Hermitian matrices. Since the moment matrix is non-
Hermitian, CG must be applied to the normal form
\[
\bar{Z} \cdot \bar{Z} \cdot \mathbf{x} = \bar{Z} \cdot \mathbf{b}
\]  
of the linear system (6.11) arising from the method of moments. This approach is termed CGNE. The natural error measure is the relative residual norm
\[
r_n = \frac{\| \bar{Z} \cdot \bar{Z} \cdot \mathbf{x}_n - \bar{Z} \cdot \mathbf{b} \|}{\| \bar{Z} \cdot \bar{Z} \cdot \mathbf{x}_0 - \bar{Z} \cdot \mathbf{b} \|}
\]
with \( \mathbf{x}_0 \) as the initial guess. Asymptotically, as the iteration count \( n \) increases, the residual error decays as
\[
r_n \approx \rho^n,
\]
where \( \rho \) is the asymptotic convergence factor of the iteration. Approximating the spectrum of \( \bar{Z} \cdot \bar{Z} \) by an interval leads to the estimate
\[
\rho = \frac{\sqrt{\kappa(\bar{Z}) - 1}}{\sqrt{\kappa(\bar{Z}) + 1}}
\]  
(6.178)
The condition number of \( \bar{Z} \cdot \bar{Z} \) is approximately \( \kappa^2(\bar{Z}) \), so that for large \( \kappa \) the number of iterations required to obtain an error of \( r_n \leq \epsilon \) is
\[
n_{\text{ITER}} \approx \kappa(\bar{Z}) \frac{\ln \epsilon}{2}
\]  
(6.179)
The iteration count for CGNE is thus asymptotically proportional to the condition number of the moment matrix.

For other iterative methods such as the biconjugate gradient method (BCG) or generalized minimum residual (GMRES), which can be applied to indefinite, non-self-adjoint matrices, the optimal convergence factor depends on the distribution of the spectrum of \( \bar{Z} \) in the complex plane. If the spectrum is approximated by a disk not containing the origin, the convergence factor becomes
\[
\rho = \frac{\kappa(\bar{Z}) - 1}{\kappa(\bar{Z}) + 1}
\]  
(6.180)
which leads to the same iteration count estimate (6.179) as CGNE.

In practice, actual convergence rates can deviate significantly from the estimate (6.179). If the right-hand side belongs to an invariant subspace, then the effective condition number is reduced to that of the operator restricted to the subspace. For a smooth scatterer, the current solution is close to the physical optics current, which is proportional to the incident field. In this case, the right-hand side is approximately in a small invariant subspace, and the iteration converges rapidly. For nonsmooth scatterers or singular source excitations, higher-order scattering couples this small subspace to the full solution space, leading to slower convergence.

### 6.4.2 Condition Number Estimates

The eigenvalue estimates of Sections 6.2 and 6.3.1 can be used to obtain moment matrix condition number estimates for the scatterer geometries considered. Together
with the iteration count estimates of the previous section, these results determine the computational cost of obtaining the unknown current, if an indirect linear system solver is employed.

6.4.2.1 Circular Cylinder—TM

For the circular cylinder, (6.29) shows that for a regular discretization, the discretized EFIE has a complete system of eigenvectors and is therefore a normal matrix. The singular values of a normal matrix are equal to the magnitudes of the eigenvalues, so that we can obtain the condition number from the extremal eigenvalues.

The largest eigenvalue of the moment matrix arises from maximizing (6.35) over $r$. As a function of $r$, $|J_r(k_0a)H^{(1)}_0(k_0a)|$ is oscillatory and increasing for $|r| < k_0a$, and decays monotonically for $|r| > k_0a$. The maximum value occurs at $|r| \approx k_0a$. Using expansions of the Bessel and Hankel functions ([40], Equations 8.441 #3, 8.443, and 8.454), we arrive at the asymptotic expression

$$J_\nu(\nu)H^{(1)}_{\nu}(\nu) \approx \frac{6^{2/3}(1 - i\sqrt{3})}{9 \Gamma^2(2/3)} \nu^{-2/3} \quad \nu \to \infty$$

From this result, it can be seen that the largest eigenvalue of $\mathbf{Z}$ is

$$\lambda_{\text{max}} \approx \frac{\eta 2\pi (1 - i\sqrt{3})}{64^{1/3} \Gamma^2(2/3)} (k_0a)^{1/3}$$

where we have neglected the small shift due to discretization error. This eigenvalue corresponds to a surface wave mode with spatial frequency $k_0$ on the cylinder. For a large cylinder, the corresponding current mode radiates fields that travel in a direction tangential to the surface of the cylinder. The magnitude of the eigenvalue grows with the $1/3$ power of the electrical size of the cylinder. In Section 6.4.2.3, we will see that the corresponding growth rate exponent for the strip is $1/2$, since the surface wave mode is more strongly self-coupled for a flat scatterer.

The smallest eigenvalue of the moment matrix is more difficult to determine, due to the internal resonances associated with closed conducting bodies. It is well known that the EFIE becomes numerically unstable if $k_0a$ is such that the interior boundary value problem with the Dirichlet condition on the surface of the cylinder has a nontrivial solution. As shown in Section 6.2.1.5, the corresponding eigenvalue of the moment matrix is then determined by the discretization error for the resonant mode, and will in general be small. If the frequency or the size of the cylinder is perturbed slightly, so that the resonant eigenvalue is canceled by the discretization error, the moment matrix becomes singular and has an infinite condition number. In general, near an internal resonance, the condition number is determined by the small eigenvalue of the resonant mode.

If no modes are near resonances, then the smallest eigenvalues of the moment matrix correspond to modes with rapid spatial oscillation. The spectrum of $\mathbf{L}$ has an
A Figure 6.20 Condition number of the moment matrix, TM polarization, with point testing and pulse basis functions, as a function of discretization density $n_{\lambda}$ for a cylinder of radius $k_0a = \pi$, and as a function of $k_0a$ for $n_{\lambda} = 10$. The dotted lines are the theoretical result given by (6.184).

Accumulation point at the origin, due to the vanishing eigenvalues of eigenfunctions of increasingly large order. Employing a finite basis to discretize the EFIE leads to a cutoff of the spectrum near this accumulation point at the maximum spatial frequency representable in the discrete basis, so that the spectrum of $\mathbf{Z}$ corresponds to the $N$ lowest order eigenvalues of $\mathbf{L}$. The smallest high-order eigenvalue arises from the discrete mode with largest spatial frequency, which corresponds to $|r| = N/2$. Applying the large-order expansion $J_\nu(x)H_\nu^{(1)}(x) \sim -i(\pi|\nu|)^{-1} + O(\nu^{-3})$, $\nu \to \infty$ ([40], Equation 8.452) to $\Lambda_{\min} = (\eta\pi k_0a/2)J_{N/2}(k_0a)H_{N/2}^{(1)}(k_0a)$ leads to the result

$$\Lambda_{\min} \simeq -\frac{i\eta}{n_{\lambda}} \quad (6.183)$$

for the highest-order eigenvalue of the moment matrix. As long as $n_{\lambda}$ is large enough that this eigenvalue is smaller in magnitude than the eigenvalues of low-order modes which may be near to internal resonance, the condition number can be approximated
by making use of (6.182) and (6.183). Since internal resonances cause the magnitude of the smallest eigenvalue of the moment matrix to decrease, this estimate is in general a lower bound for the condition number. This condition number estimate is compared to computed values using the singular value decomposition of the moment matrix in Figure 6.20.

The condition number estimate (6.184) neglects the dependence of $\hat{\lambda}_{\min}$ on the choices of expansion and testing functions. In order to include this dependence, we must take into account the spectral error in the estimate for $\hat{\lambda}_{\min}$. If there is no relative shift between the basis and testing functions ($\alpha = 0$), then the smoothing error contribution is dominant, and the estimate for the smallest eigenvalue becomes $\Lambda_r \tilde{r}_r \tilde{f}_r$, where $r = N/2$. For the piecewise polynomial bases described in Section 6.2, from (6.39) $\tilde{r}_r \tilde{f}_r$ is equal to the $b$th power of the sinc function evaluated at $\pi/2$, where $b$ is the order of the discretization scheme. This contributes a factor of $(2/\pi)^b$ to the denominator of the condition number, and we obtain the estimate

$$\kappa(\mathbf{Z}) \simeq 0.6 \, n_\lambda (k_0 a)^{1/3} \left( \frac{\pi}{2} \right)^b$$

which takes into account the smoothing error. The exponential dependence on $b$ matches the numerical observations reported by Dallas et al. [6]. If the relative shift $\alpha$ of the expansion and testing functions is nonzero, then the condition number may grow more rapidly than linearly with $n_\lambda$ due to the sampling error, which is neglected in the derivation of (6.185). Certain values of the relative shift also cause the moment matrix to become singular, if the sampling error exactly cancels one of the eigenvalues of $\mathbf{L}$.

6.4.2.2 Circular Cylinder—TE

Since $|J'_\nu(x) H_{\nu+1}^1(x)|$ grows as $|x|$ becomes large, in contrast to the TM case, the modes with high spatial frequencies have the largest eigenvalues for the TE polarization. This arises because the operator $\mathbf{N}$ has an accumulation point at $+i\infty$. The maximum eigenvalue of $\mathbf{Z}$ corresponds to $q = N/2$ and is

$$\Lambda_{\max} \simeq \frac{\nu m_\lambda}{4}$$

where we have made use of $J'_\nu(x) H_{\nu+1}^1(x) \sim i \sqrt{\nu/(\pi x^2)}$, $\nu \to \infty$. Near internal resonances lead to small eigenvalues if $k_0 a$ is such that $J'_\nu(k_0 a)$ is small for some $q$. These small eigenvalues dominate the condition number for large $k_0 a$. For values of $k_0 a$ such that internal resonances are not dominant, the smallest eigenvalues correspond to the modes with $|q| \simeq k_0 a$, which are the surface wave modes for the
cylinder. In this case, since \( J'_c(\nu)H_{10}^{(3)}(\nu) \simeq 0.2(1 + i\sqrt{3})\nu^{-4/3} \) for large \(|\nu|\), the smallest eigenvalue is

\[
\Lambda_{\text{min}} \simeq 0.3\eta(1 + i\sqrt{3})(k_0a)^{-1/3}
\]

(6.187)

The resulting condition number estimate is

\[
\kappa(\mathbf{Z}) \simeq 0.4 n_\lambda (k_0a)^{1/3}
\]

(6.188)

which is of the same order as the TM result.

6.4.2.3 Flat Strip—TM

As for the cylinder, employing a finite basis to discretize the EFIE leads to a cutoff of the spectrum near this accumulation point, so that the spectrum of \( \mathbf{Z} \) corresponds to the \( N \) lowest-order eigenvalues of \( \mathbf{L} \). From (6.84), the eigenvalue of the moment matrix with the smallest magnitude corresponds to \( \beta_r = n_\lambda/2 \). For the moment, we retain only the \( q = 0 \) term of the summation in (6.84), and assume that \( \tilde{t}(-n_\lambda/2) \tilde{f}(n_\lambda/2) \simeq 1 \), and thereby obtain

\[
\hat{\Lambda}_{\text{min}} \simeq -\frac{i\eta}{n_\lambda}
\]

(6.189)

in the infinite plane approximation. This eigenvalue is proportional to the discretization length \( h = \lambda/n_\lambda \), as expected [11, 41, 42]. Since the corresponding eigenfunction has the highest spatial frequency, its self-coupling is the most strongly localized.

The largest eigenvalue of \( \mathbf{Z} \) arises from \( |\beta_r| = 1 \), which corresponds to the surface wave mode with spatial frequency \( k_0 \), and from (6.77) is

\[
\Lambda_{\text{max}} \simeq \frac{\eta\sqrt{2}}{3}(1 - i)D^{1/2}
\]

(6.190)

The field radiated by this current mode travels parallel to the surface, so that the surface wave has the strongest long range coupling. The surface wave mode can be considered to be antiresonant, since its approximate eigenvalue (which represents the energy stored by the mode for a unit surface current) grows with the width of the strip. If the strip lies in a lossy medium, so that \( k_0 \) has a nonzero imaginary part, then the singularities in the integrand of (6.82) at \( |k| = 1 \) are eliminated, and for large \( D \) the maximum eigenvalue becomes independent of the scatterer size.

In the normal approximation, the condition number of the moment matrix is \( |\hat{\Lambda}_{\text{max}}|/|\hat{\Lambda}_{\text{min}}| \). By making use of the extremal eigenvalue estimates obtained above, we have

\[
\kappa(\mathbf{Z}) \simeq \frac{2}{3}n_\lambda D^{1/2}
\]

(6.191)
Figure 6.21 Condition number of moment matrix for strip, TM polarization, $n_\lambda = 10$, $b = 1$ discretization with single point integration rule. Circles: computed using SVD. Solid line: theoretical approximation, (6.191). Dotted line: theoretical approximation, (6.76) and (6.77), including discretization error.

Since $\lambda_{\min}$ is determined by localized interactions, for an irregular discretization of a smooth scatterer with slowly varying discretization lengths, the condition number is determined by the smallest discretization length. As for the cylinder, the condition number depends on the choices of testing and expansion functions, but we neglect that dependence in (6.191) since it is the same as that of (6.185). Figure 6.21 shows the computed condition number for $n_\lambda = 10$ as a function of $D$ and the theoretical estimate with and without discretization error and higher-order terms in the asymptotic expansion of $L_{rr}$.

6.4.2.4 Flat Strip—TE

For the TE polarization, the largest eigenvalue of the moment matrix arises from the discrete mode with largest spatial frequency. This corresponds to the estimate (6.101) evaluated at $r = N/2$, which leads to

$$\Lambda_{\text{max}} \approx \frac{\eta n_\lambda}{4}$$

(6.192)
where $n_\lambda$ is the discretization density or number of nodes per wavelength. The smallest eigenvalue arises from the surface wave mode and is approximated by (6.102). The condition number of $\tilde{Z}$ for the TE polarization is then

$$\kappa \approx \frac{\pi}{4} n_\lambda D^{1/2}$$

(6.193)

We neglect the dependence on the choices of testing and expansion functions in (6.193). Figure 6.22 shows the condition number as a function of $D$ for a discretization density of $n_\lambda = 10$.

6.4.2.5 Rectangular Cavity

The small eigenvalues corresponding to resonant modes of the cavity were estimated in Section 6.2.6. In order to obtain condition number estimates, we also require estimates of the maximal eigenvalues of the EFIE. For the TM polarization, the maximal eigenvalue is given by (6.190). This eigenvalue corresponds to the surface wave mode on a single strip. Since the fields radiated by this mode travel primarily in a direction tangential to the strip, it is not significantly affected by the presence of a second,
parallel strip, so that (6.190) also provides an estimate of the largest eigenvalue of the EFIE for the cavity. The maximal eigenvalue for the TE polarization for a single strip is given by (6.192). Since the fields radiated by the high-frequency modes decay exponentially away from the source, this eigenvalue is locally determined, and (6.192) is valid for the cavity as well.

Since the spacing of the resonances as a function of the cavity dimensions decreases as \( D \) becomes large, the imaginary part of the smallest cavity mode eigenvalue as estimated by (6.133) is small, and (6.130) can be employed as an estimate of the magnitude of \( A_r \). For the TM polarization, this leads to a condition number estimate of

\[
\kappa_{\text{TM}} \simeq \frac{4 D^{3/2}}{3 \alpha W} \tag{6.194}
\]

where we have retained only the leading order term of (6.130), and the maximal eigenvalue is obtained from (6.190). For the TE polarization,

\[
\kappa_{\text{TE}} \simeq \frac{n \lambda D}{2 \alpha W} \tag{6.195}
\]

The growth rate for the TE polarization with \( D \) is not as large as that of the TM case, since the largest eigenvalue of \( N \) does not depend on electrical size, whereas the largest eigenvalue of \( L \) increases in magnitude with electrical size.

From (6.194) and (6.195), it can be seen that the condition number of the moment matrix is maximal at the smallest possible value of \( \alpha \). This corresponds to the resonance of the TM\(_{1n}\) mode, for which the normalized spatial frequency is \( \beta_1 = 1/(2D) \). By expanding (6.126) for large \( D \), we see that \( \alpha \simeq W r^2 / (4D^2) \), so that the maximum condition number is

\[
\kappa_{\text{TM}}^{\max} \simeq \frac{16 D^{7/2}}{3 W^{3/2}} \tag{6.196}
\]

for the TM polarization. For the TE polarization,

\[
\kappa_{\text{TE}}^{\max} \simeq \frac{2 n \lambda D^{3}}{W^{3/2}} \tag{6.197}
\]

As shown by these estimates, the condition number of the moment matrix grows rapidly with the cavity depth \( D \). Since the parameter \( \alpha \) increases with the mode number \( r \), the most extreme ill-conditioning is confined to narrow bands near the lowest-order resonances of the cavity corresponding to small values of \( r \).

These theoretical condition number estimates for the cavity can be validated by comparison with numerical results. Condition numbers are obtained from the ratio of extremal singular values, using a numerical singular value decomposition. All computed results are given for the TM polarization.
Figure 6.23  Condition number of moment matrix for cavity of depth $D = 10$, as a function of width, $n_{\lambda} = 10$ discretization. Solid line/dots: computed value, open cavity. Solid line: computed value, half-open cavity. Dashed line: theoretical estimate, (6.194). Circles: (6.130) and (6.133), including discretization error (6.137), at exact resonances of the lowest-order mode ($r = 1$).

Figure 6.23 shows the condition number of the moment matrix for a cavity of length $D = 10$ as a function of width. The more precise theoretical estimate obtained by taking into account both (6.130) and (6.133), as well as the spectral error (6.137), is shown at the locations of the resonances of the TM$_{1n}$ mode. As $W$ increases, the cavity mode eigenvalues move past the origin in the complex plane, and the condition number is largest when one of the modes is at resonance and its eigenvalue has a vanishing imaginary part. Away from resonance, the condition number for the half-open cavity is approximately twice that of the open cavity.

Figure 6.24 is similar to Figure 6.23, but the range of widths is smaller. The theoretical locations of the resonances of the EFIE are marked by circles. The shifting of the peaks of the computed condition numbers away from these locations is caused by discretization error.

6.4.2.6 Higher-Order Basis Functions

It is known that the condition number of the moment matrix increases rapidly with the polynomial order $p$ of the basis, at least as fast as $p^2$ [12]. The spectral estimates obtained in Section 6.2.3 are valid for $|r| \leq N/2$. For $p > 0$, the order of the smallest
Figure 6.24  Condition number of moment matrix for the same cavity as in Figure 6.23, over a smaller range of the width $W$. Solid line/dots: computed value, open cavity. Solid line: computed value, half-open cavity. Dashed line: theoretical estimate, (6.194). Dotted line: (6.130) and (6.133), including discretization error (6.137). Circles: (6.130) and (6.133), without discretization error, at exact resonances.

eigenvalue is greater than $N/2$, so that a more refined treatment is required in order to obtain an explicit condition number estimate.

Let $U$ be the unitary transformation with matrix elements

$$U_{nr} = N^{-1/2}e^{i\beta_r x_n}$$

(6.198)

where $\beta_r$ and $x_n$ are defined as before. Transforming each block of the matrix representation of $\hat{C}$ leads to

$$\hat{A}_{rs,ab} = \sum_{m,n=1}^{N} U_{mr}^* \hat{L}_{mn,ab} U_{nr}$$

(6.199)

By making use of (6.139), this matrix element can be written as

$$\frac{\eta}{2n_\lambda^2 D} \int_{-\infty}^{\infty} dk \frac{\sin[\pi D(k - \beta_r)] \sin[\pi D(k - \beta_s)]}{\sqrt{1 - k^2} \sin[\pi (k - \beta_r)/n_\lambda] \sin[\pi (k - \beta_s)/n_\lambda]} F_n(-k) F_b(k)$$

(6.200)
Approximating this operator by neglecting off-diagonal blocks, for which \( r \neq s \), leads to
\[
\hat{A}_{rr,ab} \simeq \frac{\eta}{2} \sum_{q=-\infty}^{\infty} \frac{F_a(-k_q)F_b(k_q)}{\sqrt{1 - k_q^2}}
\] (6.201)

where \( k_q = \beta_r + qn_\lambda \) as before, and \( |\beta_r| \neq 1 \).

The minimal eigenvalue of \( \hat{\mathcal{L}} \) can be estimated from the minimal eigenvalue of \( \hat{A}_{rr,ab} \) for the largest value of \( r \), which is \( r = N/2 \). For high-order modes, the operator \( -i\hat{\mathcal{L}} \) behaves like the positive definite operator arising from the static limit, so that \( -i\hat{A}_{rr,ab} \) for large, fixed \( r \) is approximately Hermitian. We employ the variational bound
\[
|\lambda_{\text{min}}| \leq \left| \frac{\mathbf{v}^\dagger A_{N/2}^{N/2} \mathbf{v}}{\mathbf{v}^\dagger \mathbf{v}} \right|
\] (6.202)
to estimate the smallest eigenvalue. Choosing the trial vector \( \mathbf{v}_a = F_a(k) \) leads to
\[
|\lambda_{\text{min}}| \leq \frac{\eta}{2F^{(p)}(k,k) \sum_q F^{(p)}(k,k_q)} \left( \frac{F^{(p)}(k,k_q)}{1 - k_q^2} \right)
\] (6.203)

By the variational expression (6.202), minimizing this expression over \( k \) leads to an upper bound for the smallest eigenvalue of \( \hat{\mathcal{L}} \).

We now apply this eigenvalue bound to the Legendre expansion. Using the asymptotic approximation \( j_a(x) \sim \cos[x + (a + 1/2)^2/(2x) - \pi(a - 1)/2]/x \) for the spherical Bessel function, the minimum of the right-hand side of (6.203) occurs for \( k = n_\lambda^2/2 + n_\lambda q' \), where \( q' \) is a large integer. For \( k \) of this form, \( F^{(p)}(k,k) \simeq (p + 1)(p + 2)/(2k^2) \), and
\[
F^{(p)}(k,k_q) \simeq (kk_q)^{-1} \sum_{a=0}^{p/2} (4a + 1) \cos \left[ \frac{(2a + 1/2)^2}{2\pi q} \right]
\] (6.204)

This leads to the estimate
\[
|\lambda_{\text{min}}| \simeq \frac{\eta}{n_\lambda(p + 1)(p + 2)} \sum_{q=\text{even}}^{\infty} \sum_{a=0}^{p/2} (2/\pi^2) q^{-3} \left( \sum_{a=0}^{p/2} (4a + 1) \cos \left[ \frac{(2a + 1/2)^2}{2\pi q} \right] \right)^2
\] (6.205)

for \( p \) even, with a similar result for \( p \) odd. The summation over \( q \) can be evaluated numerically and is nearly independent of \( p \), with an approximate value of 3.1. The resulting condition number estimate is
\[
\kappa \simeq 0.2 n_\lambda(p + 1)(p + 2)D^{1/2}
\] (6.206)

For the Legendre expansion applied to a flat strip of length \( D = 1 \), this estimate is shown in Figure 6.25.
6.4.2.7 Flat Plate

The extremal eigenvalues of the discretized operator correspond to the largest curl-free eigenvalue (6.163) and the smallest divergence-free eigenvalue (6.165). These estimates lead to

$$\kappa \simeq \frac{\pi^2}{k_0^2 h^2} = \frac{n^2}{4}$$

(6.207)

for the condition number. This result breaks down as the plate size $d$ becomes large relative to the wavelength $\lambda = 2\pi/k_0$, since the eigenvalues of the surface wave modes ($\beta = k_0$) depend on $k_0d$ [22, 26] and eventually will surpass the eigenvalues of the high-frequency modes ($\beta = \pi/h$).

Since the high-frequency modes that determine (6.207) radiate evanescent fields, the eigenvalues depend only on local properties of the scatterer. Thus, unless resonance leads to eigenvalues that are smaller than (6.165), the estimate (6.207) holds for arbitrary scatterers that are smooth on the scale of a wavelength.

Figure 6.26 compares the theoretical condition number estimate to numerical results for a square plate. For the computed values, RWG basis functions are employed on a regular triangular mesh. The plate size is $d = 1\lambda$ for the smaller values of $n_\lambda$, and $d = 0.1\lambda$ for the largest.
6.4.2.8 Preconditioners

Near-neighbor preconditioners are often employed to reduce the condition number of the moment matrix. For 2D problems, this type of preconditioner corresponds to a diagonal band of $\mathbf{Z}$. For 3D problems, the near-neighbor preconditioner is a block sparse matrix. By solving a linear system with the preconditioning matrix at each step of an iterative algorithm, the effective matrix which governs the convergence of the iteration is the inverse of the preconditioner multiplied by the original moment matrix.

The near-neighbor preconditioner overcomes the growth of the condition number with the discretization density $n_\lambda$, because the preconditioner accurately models the localized self-interaction of evanescent modes with high spatial frequency. Since the preconditioner does not model the long-range interactions that determine the surface wave eigenvalues, the condition number can still increase with electrical size of the scatterer. Near-neighbor preconditioners also do not overcome ill-conditioning due to resonant effects, since resonance is produced by global interactions.

6.4.2.9 Low-Frequency Breakdown

For a fixed mesh, the estimate (6.207) shows that the condition number of the moment matrix for the vector EFIE grows as $1/k_0^2$ as the frequency decreases. This
is observed in practice as the low-frequency breakdown of the method of moments. If the basis used to discretize the EFIE is such that the divergence-free modes can be separated from the curl-free modes, then the two subspaces can be rescaled to improve the conditioning of the discretized operator at low frequencies. This can be accomplished using the loop-star or loop-tree techniques [43–46]. In this section, we analyze this approach to overcoming low-frequency breakdown.

We first assume that the Helmholtz decomposition is exact, so that the curl-free and divergence-free modes can be explicitly separated. If the divergence-free block is scaled by $1/(k_0 h)$, and the curl-free block by $k_0 h$, then the condition number becomes

$$\kappa \simeq \frac{d^2}{\pi^2 h^2}$$

which is independent of frequency. The optimal scaling factors are $k_0 d/\pi$ and $-\pi/(k_0 h)$, in which case the spectrum of the scaled operator is a single interval in the complex plane with extrema at $i$ and $i d/h$, and the condition number is

$$\kappa \simeq d/h$$

which is the same as that of the discretized static problem ($k_0 \to 0$).

For the loop-star and loop-tree bases, the loop space is divergence free, and the restriction of the discretized operator to this space is well conditioned, with $\kappa \simeq d/h$. The restriction to the star or tree spaces, however, has been observed empirically to be poorly conditioned [47, 48] so that the estimates (6.208) and (6.209) break down in practice.

This ill-conditioning of the tree matrix is due to the existence of modes in the discrete tree space with eigenvalues that are much smaller than eigenvalues associated with a continuous curl-free space. Figure 6.27(a) shows the eigenfunction corresponding to the eigenvalue with smallest magnitude of the tree space matrix for a square plate. The charge accumulation for this mode is small, since the current flows back and forth between the vertical cuts that define the tree space.

Figure 6.27(b) shows the approximate curl-free mode with smallest eigenvalue for the RWG discretization of the same problem, which corresponds to the eigenvalue with smallest positive imaginary part in Figure 6.17(d). Strong charge accumulations exist at the corners of the plate. For this example, the ratio of the smallest curl-free eigenvalue to the smallest tree space eigenvalue is approximately 30. The condition number of the tree space matrix is roughly 30 times larger than that of the curl-free restriction of the full moment matrix, due to the presence of low-charge or nearly divergence-free modes of the type shown in Figure 6.27(a) in the tree space. This problem can be overcome by preconditioning the tree space matrix with the inverse of a discretization of the divergence operator [47, 48]. Since the low-charge modes have small divergence, multiplication by this inverse operator increases the eigenvalues of these modes.
Error Analysis of Surface Integral Equation Methods

Figure 6.27 (a) Mode corresponding to smallest eigenvalue of the tree space interaction matrix, for a square plate of side 0.025λ. (b) Mode corresponding to smallest curl-free eigenvalue. Superimposed on the vector fields are the charge densities associated with each mode. The curl-free mode is associated with a relatively strong charge density or divergence, whereas the tree space mode is nearly divergence-free.

For electrically large scatterers, the eigenvalues corresponding to the curl-free and divergence-free modes join in the complex plane at the zero spatial frequency eigenvalue $\Lambda \approx \eta/2$. Scaling of eigenvalues near $\eta/2$ by $k_0 h$ and $1/(k_0 h)$ causes the condition number of the preconditioned matrix to become $1/(k_0 h)^2$, which is similar to the unpreconditioned value given by (6.207). Thus, this remedy for low-frequency breakdown does not work if the electrical size of the scatterer is on the order of a wavelength or larger.

6.5 CONCLUSION

In this chapter, we have studied the solution error and the condition number of the method of moments for several canonical 2D and 3D scatterers. The convergence behavior is determined by physical effects such as resonance, edge singularities, and low-frequency breakdown, and by properties of the numerical method, including mesh density, the polynomial order of basis functions, and quadrature rules used to integrate moment matrix elements. The notion of spectral error as defined in this chapter allows the contributions of these factors to be separated and understood individually.
In the case of the flat strip, we are able to combine the error contributions due to the choice of basis functions and the mesh density on the smooth, interior region of the strip, and the error due to the singularity of the current at the edges of the strip, to obtain an error estimate for the forward scattering amplitude of the strip. This example shows how the results of this work on spectral convergence can be used to analyze the numerical behavior of the method of moments for complex scatterers with multiple physical effects contributing to the solution error.

From a computational point of view, the solution of three-dimensional vector scattering problems is more difficult than 2D problems, but the spectral convergence theory shows that the close physical relationship between 2D and 3D scattering problems leads to similarities in the numerical behaviors of 2D and 3D solution methods. The spectrum of the EFIE for a flat plate, for example, is roughly the union of the spectra for the 2D operators of the TE and TM polarizations. The spectral convergence rate with discretization density of the vector rooftop basis functions is also the same as that of the 2D problems when scalar pulse or triangle basis functions are employed.

In addition to the solution error analysis of the method of moments, we also study the condition number of the moment matrix, which is an indicator of the difficulty of numerically solving the discretized integral equation for the unknown surface current. Theoretical condition number estimates show the dependence of matrix conditioning on the discretization density, choice of basis functions, type of scatterer, and electrical size of the problem.
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7
Advances in the Theory of Perfectly Matched Layers

Fernando L. Teixeira and Weng C. Chew

7.1 INTRODUCTION

The finite-difference time-domain (FDTD) method [1–4] is a very popular numerical method for full-wave simulation of electromagnetic fields in complex environments. It is an efficient, second-order accurate (both in space and time) scheme that combines a leapfrog update in time with a staggered central differencing in space to simulate Maxwell’s equations. Because the FDTD method is a partial differential equation (PDE)-based algorithm, there is no need to obtain a Green’s function (i.e., to invert a differential operator), and, as a result, arbitrary geometries and media (including dispersive and nonlinear) can be easily studied. FDTD has also been used in other instances where hyperbolic partial differential equations (wave propagation) occur, such as in elastodynamics or acoustics. Some of the concepts discussed in this chapter have direct application in those areas as well.

Among the issues facing the implementation of PDE-based algorithms such as FDTD or the finite element method (FEM) is the proper truncation of the computational domain. In many situations, the problem to be simulated corresponds to an open-region problem. The finite grid requirement of any practical numerical implementation requires a proper treatment of the grid boundaries. Ideally, one must
ensure that spurious reflections from the grid boundaries are small enough so that the solution is not contaminated. Usually this is accomplished through the use of an absorbing boundary condition (ABC) on or near the grid termination.

The perfectly matched layer (PML) is a very efficient ABC introduced in the literature by Berenger for Cartesian coordinates in 1994 [5] and fervently studied since then [6–24]. The PML has since then been shown to outperform previously proposed ABCs by orders of magnitude in terms of reduced reflection coefficients. The PML essentially achieves a reflectionless absorption of electromagnetic waves in the continuum limit as the mesh discretization size goes to zero. The absorption inside the PML operates through conductive losses, so that an exponential decay for the fields inside the PML is obtained. Therefore, when the computational domain is surrounded by a PML region, the spurious reflection from the grid boundaries can be made exponentially smaller. Moreover, being a material ABC, the PML retains the nearest-neighbor interaction characteristic of the FDTD method, and therefore it is particularly suited for implementation on parallel computers. Also because of this property, the PML retains the (low) computational complexity of the FDTD, which is $O(N)$ per time step.

In this chapter, we discuss the theoretical foundations and various implementations of the PML concept from the complex stretching viewpoint [7, 14–17]. Sections of this chapter are based on the authors’ previously published research [28–34]. It is not our intention here to present a comprehensive review on the PML. Among the issues not addressed here are implementation details for PDE-based methods other than FDTD (such as the FEM or the transmission-line method), PML profile and parameters optimization, and applications of the PML to areas other than electromagnetics (such as elastodynamics [25, 26], acoustics [17], and quantum mechanics [27]). As a result, many references on the subject have not been included and, therefore, the reference list at the end of this chapter is by no means complete. Again, this simply reflects the thematic perspective we have chosen here. Other reviews on the PML topic which have appeared recently can be found in [23, 24].

### 7.2 PML VIA COMPLEX SPACE COORDINATES

#### 7.2.1 Frequency Domain Analysis

The PML was originally derived through the introduction of matched artificial electric and magnetic conductivities, and through a particular splitting of the electromagnetic field components into subcomponents [5]. An alternative derivation was later given in [7], where it was shown that the PML can be related to a complex stretching of the Cartesian coordinates in the frequency domain. Through this complex stretching, source-free Maxwell’s equations in the PML are modified to ($e^{-i\omega t}$ convention)

$$\nabla \times \mathbf{H} = -i\omega \mathbf{E}$$

(7.1)
where

\[ \nabla_s = \hat{x} \frac{1}{s_x} \frac{\partial}{\partial x} + \hat{y} \frac{1}{s_y} \frac{\partial}{\partial y} + \hat{z} \frac{1}{s_z} \frac{\partial}{\partial z} \] (7.5)

in Cartesian coordinates, and the \( s_\zeta \), \( \zeta = x, y, z \), are the so-called complex stretching variables, given by

\[ s_\zeta(\zeta, \omega) = a_\zeta(\zeta) + i \frac{\Omega_\zeta(\zeta)}{\omega} \] (7.6)

with \( a_\zeta \geq 1 \) and \( \Omega_\zeta \geq 0 \) (profile functions). The first inequality ensures that evanescent waves will have an exponential decay faster than in the non-PML region, and the second inequality ensures that propagating waves will also decay exponentially. The ordinary Maxwell’s equations are a special case of the above equations when \( s_\zeta = 1 \). Therefore, the complex stretching variables can be seen as added degrees of freedom to Maxwell’s equations.

The reflectionless property of a PML interface can be easily verified by writing down the TE and TM reflection coefficients, \( R^{TE} \) and \( R^{TM} \), for a planar interface and verifying that they are zero [7]. Note that, for a single interface (half space problem), only one single complex stretching variable is different from unity (the normal coordinate to the interface). In the corner regions of the computational domain, two or three coordinates need to be stretched simultaneously [7].

Perhaps a more direct and elegant way to verify the reflectionless characteristic is to observe that the coordinate stretching is just a particular mapping of the coordinate space to a complex coordinate space (i.e., an analytic continuation of the spatial variables) [14]. This mapping is defined through

\[ \zeta \rightarrow \tilde{\zeta} = \int_0^\zeta s_\zeta(\zeta')d\zeta' = \int_0^\zeta \left( a_\zeta(\zeta') + i \frac{\Omega_\zeta(\zeta')}{\omega} \right) d\zeta' = b_\zeta(\zeta) + i \frac{\Delta_\zeta(\zeta)}{\omega} \] (7.7)

so that

\[ \frac{1}{s_\zeta} \frac{\partial}{\partial \zeta} = \frac{\partial}{\partial \tilde{\zeta}} \] (7.8)

Therefore, the modified source-free Maxwell’s equations (7.1)–(7.4) can be written as Maxwell’s equations in a complex space:

\[ \hat{\nabla} \times \mathbf{H} = i \omega \varepsilon \mathbf{E} \] (7.9)

\[ \hat{\nabla} \times \mathbf{E} = i \omega \mu \mathbf{H} \] (7.10)

\[ \hat{\nabla} \cdot \mathbf{eE} = 0 \] (7.11)
Because (7.9)–(7.12) are formally the same as usual Maxwell’s equations except for the change of coordinates, their solutions will be the usual solutions to Maxwell’s equations but with a change of variables according to (7.7). In particular, closed-form solutions for the fields inside the PML can be written by inspection from the knowledge of the ordinary closed-form solutions of Maxwell’s equations. Furthermore, because the complex variables $\zeta(\zeta)$ are always continuous functions of the real variables $\zeta$ for bounded $s_\zeta$ according to (7.7) (regardless of the continuity of $\zeta$, the resultant fields inside the PML will be continuous everywhere if the original fields are continuous (the composition of two continuous functions is a continuous function). In particular, boundary conditions are preserved by this transformation.

By writing down the Green’s function inside a metallic box (which can be thought as an FDTD or FEM computational domain), and doing the transformation (7.7), one can easily verify that the Green’s function converges to the free-space Green’s function as $\Omega_\zeta$ is increased [14]. Moreover, any propagating eigenfunction (mode) satisfying Sommerfeld’s radiation condition is continuously mapped, according to (7.7), into an exponentially decaying function; that is,

$$e^{ik\zeta} \rightarrow e^{-\frac{\Delta\zeta}{\Omega_\zeta}} \cdot e^{ik\zeta}$$

which characterizes the reflectionless absorption. Note also that, similarly, a purely evanescent mode is mapped into a mode having both evanescent and propagating factors. This is one of the reasons why the performance of the PML deteriorates for evanescent modes and why it is important to choose a profile function $\alpha_\zeta(\zeta) > 1$ whenever evanescent modes are present.

The above observations are related to the behavior of the PML in the continuum space. In the continuum, the complex stretching variables $s_\zeta$ do not need to be continuous to arrive at the reflectionless absorption. However, in numerical implementations, the space is discretized and material discontinuities will cause spurious reflections in the grid. In order to minimize such spurious reflections due to discretization, the complex stretching coordinates are chosen to be smooth, so that, when passing from the continuum to the discrete case, material discontinuities are minimized. This amounts to choosing the profile functions $\alpha_\zeta(\zeta)$ and $\Omega_\zeta(\zeta)$ in (7.7) to be smooth functions of $\zeta$.

In the discrete space, spurious reflection from the PML has two main sources. The first cause is the reflection due to the discontinuity of the material parameters discussed in the last paragraph. This reflection is dominated by the discontinuity at the physical domain to PML interface [11]. The second cause is the reflection from the grid termination itself. This reflection is present because, in all practical instances, the
PML layer thickness is finite and a residual reflection from the termination will always be present. This fact establishes the basic trade-off on the practical performance of the PML. On one hand, it would be better to have the PML loss as large as possible to reduce the second cause of spurious reflections. On the other hand, larger losses would mean larger variations on the material parameters, which will increase the contribution of the first cause of spurious reflections.

### 7.2.2 Time Domain Analysis

Because the complex coordinates involve a frequency dependence, they would be represented as convolutional operators in the time domain. However, convolutions can be avoided by splitting the electromagnetic fields in the same manner as suggested by Berenger [5]. If we rewrite the $x$ component of (7.1)

$$-i\omega \varepsilon E_x = \frac{1}{s_y} \frac{\partial}{\partial y} H_z - \frac{1}{s_z} \frac{\partial}{\partial z} H_y$$  

(7.14)

and split the fields as $E_x = E_{xy} + E_{xz}$, such that

$$-i\omega \varepsilon E_{xy} = \frac{1}{s_y} \frac{\partial}{\partial y} (H_{zy} + H_{zx})$$

(7.15)

$$i\omega \varepsilon E_{xz} = \frac{1}{s_z} \frac{\partial}{\partial z} (H_{yz} + H_{yx})$$

(7.16)

then the corresponding time domain equations become

$$a_x \frac{\partial}{\partial t} E_{xy} + \Omega_x E_{xy} = \frac{\partial}{\partial y} (H_{zy} + H_{zx})$$

(7.17)

$$a_x \frac{\partial}{\partial t} E_{xz} + \Omega_x E_{xz} = \frac{\partial}{\partial z} (H_{yz} + H_{yx})$$

(7.18)

where the same procedure applies for the other electric field components in (7.1) and for the magnetic field components in (7.2). Such splitting may be done only inside the PML domain (to save memory) or everywhere (i.e., both inside the PML and in the physical domain to facilitate parallelization of the code). The above time-domain equations have the same form as in the original Berenger formulation, with the added generality of $a_x$ to address evanescent waves. Their implementation in an FDTD algorithm is straightforward [5, 10].

Apart from its conceptual simplicity, the main advantage of the complex stretching approach to PML is that it provides a route to generalize the PML concept for curvilinear geometries and for media with more complex constitutive properties (e.g., dispersive and anisotropic). In the next sections, we will treat those generalizations.
PML-FDTD FOR DISPERSE MEDIA WITH CONDUCTIVE LOSS

7.3.1 Time Domain Analysis

Linear time-dispersive media are often encountered in nature. In such media, broadband electromagnetic waves will propagate and attenuate in a frequency-dependent manner. Therefore, to have a realistic model of propagation of electromagnetic waves in such media, it is prudent to include the effects of dispersion.

To achieve perfect matching in dispersive media with conductive loss, we assume the same frequency-dependent parameters everywhere [28]. The PML region is then set up as the region where the analytic continuation of the spatial variables is enforced.

We start by writing the modified Maxwell’s equations (7.1)–(7.4) in terms of \( \mathbf{D} \) and with a medium conductivity \( \sigma \) explicitly included:

\[
\begin{align*}
\dot{\omega}a_x \mathbf{B}_{sx} - \Omega_x \mathbf{B}_{sx} &= \frac{\partial}{\partial x} (\hat{x} \times \mathbf{E}) \\
-\dot{\omega}a_x \mathbf{D}_{sx} + \Omega_x \mathbf{D}_{sx} + a_x \sigma \mathbf{E}_{sx} + \frac{\Omega_x \sigma}{\omega} \mathbf{E}_{sx} &= \frac{\partial}{\partial x} (\hat{x} \times \mathbf{H})
\end{align*}
\]

(7.19) (7.20)

Transforming the above back into the time domain, we obtain

\[
\begin{align*}
-a_x \partial_t \mathbf{B}_{sx} - \Omega_x \mathbf{B}_{sx} &= \frac{\partial}{\partial x} (\hat{x} \times \mathbf{E}) \\
\omega a_x \partial_t \mathbf{D}_{sx} + \Omega_x \mathbf{D}_{sx} + a_x \sigma \mathbf{E}_{sx} + \Omega_x \sigma \int_0^t \mathbf{E}_{sx}(\tau) d\tau &= \frac{\partial}{\partial x} (\hat{x} \times \mathbf{H})
\end{align*}
\]

(7.21) (7.22)

In the above, for a dispersive medium, we let \( \mathbf{B}_{sx} = \mu \mathbf{H}_{sx} \) while

\[
\mathbf{D}_{sx}(t) = \varepsilon(t) * \mathbf{E}_{sx}(t)
\]

(7.23)

7.3.2 Dispersive Medium Models

For the dispersive medium models, we will assume either a Lorentz relaxation model or a Debye relaxation model. Both are causal models, so that the Kramers-Kronig relations are automatically satisfied. Because of this, the permittivity value will be complex having both frequency-dependent real and imaginary parts. The imaginary part can be thought of as frequency-dependent loss or conductivity. Furthermore, normally encountered dispersive response can be modeled as a sum of Lorentz and/or Debye terms. This can be done, for example, by first evaluating the dielectric permittivity and the effective conductivity for various frequencies and then curve fitting the result by a meromorphic function expanded as a partial fraction expansion with (possibly) single poles (Debye terms), complex conjugate poles (Lorentz terms), and a pole at \( \omega_m = 0 \) (static conductivity term), plus a constant term standing for the permittivity at infinite frequency.
An $N$-species Lorentzian dispersive medium is characterized by a frequency-dependent relative permittivity function given by

$$\epsilon(\omega) = \epsilon_0 [\epsilon_\infty + \chi(\omega)] = \epsilon_0 \epsilon_\infty + \epsilon_0 (\epsilon_s - \epsilon_\infty) \sum_{p=1}^{N} \frac{G_p \omega_p^2}{\omega_p^2 - i \omega \alpha_p - \omega^2}$$  \hspace{1cm} (7.24)

where $\chi(\omega)$ is the medium susceptibility, $\omega_p$ is the resonant frequency for the $p$th species, $\alpha_p$ is the corresponding damping factor, and $\epsilon_0, \epsilon_\infty$ are the static and infinite frequency permittivities, respectively. In the time domain, a corresponding complex susceptibility function can be defined:

$$\hat{\chi}(t) = \sum_{p=1}^{P} \hat{\tau}_p e^{-\alpha_p \omega_p t} u(t)$$  \hspace{1cm} (7.25)

where

$$\beta_p = \sqrt{\omega_p^2 - \alpha_p^2}$$  \hspace{1cm} (7.26)

$$\gamma_p = \frac{\omega^2 G_p (\epsilon_s - \epsilon_\infty)}{\sqrt{\omega_p^2 - \alpha_p^2}}$$  \hspace{1cm} (7.27)

and

$$\sum_{p=1}^{P} G_p = 1$$  \hspace{1cm} (7.28)

so that the time-domain susceptibility function is $\mathcal{F}^{-1}[\chi(\omega)] = \chi(t) = \Re e[\hat{\chi}(t)]$ and $e(t) = \epsilon_0 [\epsilon_\infty \delta(t) + \chi(t)]$, where $\mathcal{F}$ denotes Fourier transform. For a Debye model, the frequency-dependent permittivity function is written as

$$\epsilon(\omega) = \epsilon_0 [\epsilon_\infty + \chi(\omega)] = \epsilon_0 \epsilon_\infty + \epsilon_0 \sum_{p=1}^{N} \frac{A_p}{1 - i \omega \tau_p}$$  \hspace{1cm} (7.29)

In this formula, $A_p$ is the pole amplitude and $\tau_p$ is the relaxation time for the $p$th species. Note that the complex susceptibility function for the Debye relaxation model can be considered as a special case of (7.25) when $\alpha_p > \omega_p$ and $\Re e(\beta_p) < 0$. Hence, the expression (7.25) applies to both models through a proper choice of parameters.

The electric flux is related to the electric field via

$$\mathbf{D}(t) = \epsilon_0 \epsilon_\infty \mathbf{E}(t) + \epsilon_0 \chi(t) \ast \mathbf{E}(t)$$  \hspace{1cm} (7.30)

Using (7.25) in (7.30), we have, for both models,

$$\mathbf{D}(t) = \epsilon_0 \epsilon_\infty \mathbf{E}(t) + \epsilon_0 \sum_{p=1}^{P} \Re e [\hat{\chi}(t) \ast \mathbf{E}(t)]$$  \hspace{1cm} (7.31)
We need to incorporate this convolution in the FDTD scheme at a minimal computational cost. In principle, a convolution would require the storage of all time history of the fields. However, because we are dealing with susceptibilities (convolutional kernels) that have an exponential dependence, it is possible to calculate this convolution recursively. We start by writing

\[ E(t) = E' + \frac{(t - l\Delta t)}{\Delta t} (E' + 1 - E') \]  

(7.32)

Equation (7.31) then becomes

\[ D' = \epsilon_0 e_\infty E' + \epsilon_0 \sum_{p=1}^{P} \Re \left[ Q_p \right] \]  

(7.33)

where

\[ Q_p = \sum_{m=0}^{l-1} \left[ (\hat{\chi}_p^0 - \hat{\zeta}_p^0) E'^{-m} + \hat{\zeta}_p^0 E'^{-m-1} \right] e^{-(\alpha_p + i\beta_p)m\Delta t} \]  

(7.34)

In the above, \( \hat{\chi}_p^0 \) and \( \hat{\zeta}_p^0 \) are constants, which depend on the parameters of the particular model, given by

\[ \hat{\chi}_p^0 = \int_0^{\Delta t} \hat{\chi}_p(t) dt = \frac{i\gamma_p}{\alpha_p + i\beta_p} \left[ 1 - e^{-(\alpha_p + i\beta_p)\Delta t} \right] \]  

(7.35)

\[ \hat{\zeta}_p^0 = \int_0^{\Delta t} t\hat{\chi}_p(t) dt = \frac{i\gamma_p}{\Delta t(\alpha_p + i\beta_p)^2} \left\{ 1 - [(%alpha_p + i\beta_p) \Delta t + 1] e^{-(\alpha_p + i\beta_p)\Delta t} \right\} \]  

(7.36)

Furthermore, \( Q_p \) can be calculated recursively through \( Q_p^0 = 0 \) and

\[ Q_p^l = \nu_p^0 \Re \left[ E'^{-l} \right] + \nu_p^0 \Re \left[ E'^{-l-1} \right] + Q_p^l-1 e^{-i\omega_p \Delta t} \]  

(7.37)

for \( l > 0 \), where \( \omega_p = \beta_p - i\alpha_p \), and \( \nu_p^0 = \chi_p^0 - \zeta_p^0 \).

The above equations allow the computation of \( D' \) given \( E' \) as the input. However, one would like to compute \( E' \) given \( D' \) as the input in an FDTD scheme as we shall see later. To this end, we substitute (7.35) and (7.36) into (7.37) to obtain

\[ D' = \epsilon_0 \left( \epsilon_\infty + \sum_{p=1}^{P} \Re \left[ \nu_p^0 \right] \right) E' + \epsilon_0 \sum_{p=1}^{P} \Re \left[ \nu_p^0 \zeta_p^0 \right] E'^{-1} + Q_p^l-1 e^{-i\omega_p \Delta t} \]  

(7.38)

or that

\[ D' = \epsilon_0 \left( \lambda_0 E' + \lambda_1 E'^{-1} + P^{-1} \right) \]  

(7.39)
where

\[ \lambda_0 = \epsilon_\infty + \sum_{p=1}^{P} \Re \left[ \hat{\rho}_p \right] \]  
(7.40)

\[ \lambda_1 = \sum_{p=1}^{P} \Re \left[ \hat{\gamma}_p \right] \]  
(7.41)

\[ \mathbf{P}^{t-1} = \sum_{p=1}^{P} \Re \left( \mathbf{Q}_p^{t-1} e^{-i\omega_p \Delta t} \right) \]  
(7.42)

depends only on \( \mathbf{Q}_p^{t-1} \).

### 7.3.3 Incorporation into FDTD Update

To incorporate the time-domain equations of the previous section into an FDTD scheme, we need to devise a time-stepping scheme. The space discretization is a simple issue because those equations involve the same spatial curl operators of the usual Maxwell’s equations. The time discretization for them is as follows:

\[ \frac{-a_x (\mathbf{B}_{xx}^{t+\frac{1}{2}} - \mathbf{B}_{xx}^{t-\frac{1}{2}})}{\Delta t} - \Omega_x \mathbf{B}_{sx}^{t+\frac{1}{2}} = \partial_x \hat{\mathbf{E}}^t \]  
(7.43)

\[ \frac{a_x (\mathbf{D}_{sx}^{t+1} - \mathbf{D}_{sx}^{t-1})}{\Delta t} + \Omega_x \mathbf{D}_{sx}^{t+1} + a_x \sigma \mathbf{E}_{sx}^{t+1} + \sigma \Omega_x \mathbf{F}_{sx}^t = \partial_x \hat{\mathbf{H}}^t \]  
(7.44)

where \( \mathbf{F}(t) = \int_0^t \mathbf{E}(\tau) d\tau \). Equation (7.43) can be easily rearranged for time stepping

\[ \mathbf{B}_{sx}^{t+\frac{1}{2}} = -\frac{1}{h_x} \left[ \Delta t \left( \partial_x \mathbf{E}^t \right) - a_x \mathbf{B}_{sx}^{t-\frac{1}{2}} \right] \]  
(7.45)

\[ h_x \mathbf{D}_{sx}^{t+1} + a_x \sigma \Delta t \mathbf{E}_{sx}^{t+1} = \Delta t \left( \partial_x \mathbf{H}^{t+\frac{1}{2}} \right) + a_x \mathbf{D}_{sx}^{t} - \sigma \Omega_x \Delta t \mathbf{F}_{sx}^t \]  
(7.46)

with \( h_x = a_x + \Omega_x \Delta t \). However, the left-hand side of (7.46) depends on both \( \mathbf{D}_{sx}^{t+1} \) and \( \mathbf{F}_{sx}^{t+1} \) making it unsuitable for time stepping. To remove this problem, we substitute (7.39) into the left-hand side of (7.46) so that we have

\[ q_x \mathbf{E}_{sx}^{t+1} = \Delta t \left( \partial_x \hat{\mathbf{H}}^{t+\frac{1}{2}} \right) + a_x \mathbf{D}_{sx}^{t} - \sigma \Omega_x \Delta t \mathbf{F}_{sx}^t - h_x \sigma_0 \left( \lambda_1 \mathbf{E}_{sx}^t + \mathbf{P}_{sx}^t \right) \]  
(7.47)

with \( q_x = (a_x + \Omega_x \Delta t) \lambda_0 \). The above equation is now suitable for time stepping and updating \( \mathbf{E}_{sx}^{t+1} \). After \( \mathbf{B}_{sx}^{t+\frac{1}{2}} \) is updated (and hence \( \mathbf{H}_{sx}^{t+\frac{1}{2}} \) is updated), it is used in (7.47) to update \( \mathbf{E}_{sx}^{t+1} \). On the right-hand side of (7.47), the other pertinent quantities may be updated as follows:

\[ \mathbf{D}_{sx}^t = \epsilon_0 \left( \lambda_0 \mathbf{E}_{sx}^t + \lambda_1 \mathbf{E}_{sx}^{t-1} + \mathbf{P}_{sx}^{t-1} \right) \]  
(7.48)
The above scheme is repeated for $x$ replaced with $y$ and $z$. Hence, (7.45), (7.47)–(7.51) constitute the complete updating scheme for the electromagnetic fields in dispersive media including the PML. Storage is required for $H_{\xi,\Sigma}, E_{\Sigma,\xi}, F_{\xi,\Sigma}, Q_{p,\Sigma,\xi}, p = 1, \cdots, P$, $\xi = x, y, z$, and since each $A_{\Sigma,\xi}$ has two vector components, we need to store $(18 + 6P)N$ values where $N$ is the number of simulation nodes, and $P$ is the number of species in the relaxation model. The added storage cost of simulating a PML dispersive medium is $6PN$ while the added cost of a PML conductive medium is to store $F_{\Sigma,\xi}$ which is $6N$. A nondispersive, nonconductive PML medium will require $12N$ storage as opposed to the $6N$ needed in the plain Yee’s FDTD scheme [1]. Although (7.47)–(7.51) seem to suggest the need to store the electric field at two successive time steps, this can be avoided in the numerical algorithm by storing, at each time step, the electric field at the previous time step in a temporary variable.

To illustrate the accuracy of the PML-FDTD in dispersive media, results from the FDTD simulation for a homogeneous dispersive half-space problem with conductive loss are compared against a pseudo-analytical solution. The pseudo-analytical solution is obtained by integrating the frequency-domain Sommerfeld integrals of the dispersive half-space problem for many excitation frequencies. The result is then multiplied by the spectrum of the source pulse, and subsequently inverse-Fourier transformed to yield the time-domain solution. Figure 7.1 compares the results for the FDTD simulation using both a PML-RC (piecewise-constant electric field) approach and a PML-PLRC (piecewise-linear electric field) in a dispersive half-space against the pseudo-analytical solution. The half-space dispersion parameters are obtained by fitting a two-species ($P = 2$) Debye model to the experimental data reported by Hipp for the Puerto Rico type of claim loams [28]. The PML for this example is set up with 10 layers and a quadratic taper. The source pulse is the first derivative of the Blackmann-Harris pulse [28], at central frequency $f_c = 200$ MHz. The half-space occupies 60% of the vertical height of the cubic simulation region. The simulation is done with a $N_x \times N_y \times N_z = 50 \times 50 \times 50$ grid with a space discretization size $\Delta_s = 5.86$ cm and a time step $\Delta_t = 90.2$ ps. Assuming that the origin is at a corner of the cube, then the source is a vertical electric dipole ($y$-directed) located at $(x,y,z) = (25,35,25)\Delta_s$ and the $x$ component of the electric field is sampled at $(x,y,z) = (15,25,25)\Delta_s$. The field is deliberately sampled inside the half-space so that it is more sensitive to its dispersive properties. The results of Figure 7.1 show a good agreement between the formulations. Also, no noticeable reflection due to the grid termination is present.
7.4 MAXWELLIAN PML

In the previous sections, we have been considering the PML as an analytic continuation of Maxwell’s equations and deriving the time-domain equation by splitting the electromagnetic fields into subcomponents. Because the resultant fields do not satisfy Maxwell’s equations, this is sometimes called a non-Maxwellian PML.

There is another (dual) formulation of the PML that is quite attractive also. Through field transformations, it is possible to cast the modified Maxwell’s equations in the PML, (7.1)–(7.4), into the familiar Maxwell’s equations but for a modified medium, with complex anisotropic permittivity and permeability tensors [8,10]. This results in what is usually called the Maxwellian PML. To show that, we write the $x$ component of the Faraday equation in complex space:

$$i\omega \mu H_z^c = \frac{\partial E_y^c}{\partial y} - \frac{\partial E_z^c}{\partial z} = \frac{1}{\varepsilon_y} \frac{\partial E_y^c}{\partial y} - \frac{1}{\varepsilon_z} \frac{\partial E_z^c}{\partial z}$$

(7.52)
The fields in (7.52) do not satisfy Maxwell’s equations when \( s_\zeta \neq 1 \) (i.e., inside the PML), and to make this fact more explicit, the superscript \( c \) is added onto the field variables. However, if we multiply (7.52) by \( s_y s_z \) and using the fact that \( s_\zeta \) and \( \partial / \partial \zeta' \) commute when \( \zeta \neq \zeta' \), we arrive at

\[
i \omega H \frac{s_ys_z}{s_x} (s_x H^c_y) = \frac{\partial}{\partial y} (s_z E^c_z) - \frac{\partial}{\partial z} (s_y E^c_y)
\]  

(7.53)

If we then repeat the same procedure for the other components of the curl equations and introduce a new set of fields defined as \( E^c_\zeta = s_\zeta E^c_\zeta \) and \( H^c_\zeta = s_\zeta H^c_\zeta \), then this new set of fields obeys the usual Maxwell’s equations but on an anisotropic medium of constitutive parameters \( \mathbf{\mu} = \mu \mathbf{\kappa} \) and \( \mathbf{\varepsilon} = \varepsilon \mathbf{\kappa} \), with

\[
\mathbf{\kappa} = \hat{x} \hat{x} \left( \frac{s_ys_z}{s_x} \right) + \hat{y} \hat{y} \left( \frac{s_zs_x}{s_y} \right) + \hat{z} \hat{z} \left( \frac{s_x s_y}{s_z} \right)
\]

(7.54)

Note that the Maxwellian fields \( E^c_\zeta \), \( H^c_\zeta \) coincide with the complex-space fields \( E^c_\zeta \), \( H^c_\zeta \) when \( s_\zeta = 1 \) (i.e., in the physical domain). This is necessary since both formulations are expected to recover the original Maxwellian fields at those points.

Equation (7.54) is the most general form for the constitutive tensors on the Cartesian, anisotropic PML formulation (corresponding to the PML medium at corner interfaces). In a single planar interface case, only the stretching coordinate normal to the interface has \( s_\zeta \neq 1 \) and, as a result, the medium is uniaxial.

Both Maxwellian and non-Maxwellian PML formulations satisfy the same boundary conditions on the continuity of tangential components of \( \mathbf{E} \) and \( \mathbf{H} \) across the PML interface, another requirement of consistency. This is because their tangential components differ by factors (tangential stretching variables) that are continuous across PML interfaces. However, the normal components of \( \mathbf{E} \) and \( \mathbf{H} \) satisfy in general different boundary conditions, since the normal stretching is not necessarily continuous (although in the practical numerical implementation, this is usually imposed to minimize spurious reflections due to discretization) across the interfaces.

The Maxwellian PML not only provides an interesting setting to study the PML concept but also provides a theoretical basis (blueprint) for the development of engineered absorbers [12]. Furthermore, it is more easily implemented on methods based in variational formulations such as the FEM.

### 7.5 EXTENSION TO (BI)ANISOTROPIC MEDIA

Using the analytic continuation of Maxwell’s equations to a complex space, it is very simple to extend the perfect matching condition in (bi)anisotropic media. All that is needed is to assume the same constitutive tensors \( \mathbf{\varepsilon} \) and \( \mathbf{\mu} \) everywhere. The PML region is then set up as the region where the analytic continuation of the spatial variables is enforced [29].
7.5.1 Non-Maxwellian Formulation

In a general anisotropic medium, $\varepsilon$, $\mu$, the fields obey
\begin{align}
-\imath \omega \varepsilon \cdot E &= \nabla \times H \\
\imath \omega \mu \cdot H &= \nabla \times E
\end{align}
(7.55)
(7.56)

Inside the PML, the fields simply obey
\begin{align}
-\imath \omega \varepsilon \cdot E &= \tilde{\nabla} \times H \\
\imath \omega \mu \cdot H &= \tilde{\nabla} \times E
\end{align}
(7.57)
(7.58)

The major difference here is that, in the anisotropic case, each field component needs to be split in general into three subcomponents, $E_x = E_{xx} + E_{xy} + E_{xz}$, as opposed to only two, $E_x = E_{xy} + E_{xz}$, in the isotropic case. This is because the temporal derivative of the electric (magnetic) field components now depends on all three spatial derivatives of the magnetic (electric) field, as opposed to only the transverse ones in the isotropic case. This is related to the fact that such media may support longitudinal waves, which also need to be absorbed. For example, by letting $\varepsilon = \varepsilon^{-1}$, we have the following update equations for the $E_x$ field:
\begin{align}
-\imath \omega s_x E_{xx} &= a_{xz} \frac{\partial}{\partial x} H_y - a_{xy} \frac{\partial}{\partial x} H_z \\
-\imath \omega s_y E_{xy} &= a_{xx} \frac{\partial}{\partial y} H_z - a_{xz} \frac{\partial}{\partial y} H_x \\
-\imath \omega s_z E_{xz} &= a_{xy} \frac{\partial}{\partial z} H_x - a_{xx} \frac{\partial}{\partial z} H_y
\end{align}
(7.59)
(7.60)
(7.61)

and analogous equations for the other components. Alternatively, one can use the $D$ and $B$ fields (with component splitting into two subcomponents) in the update equations and apply the constitutive relations after each time step. However, this two-step approach is not strictly necessary. For simplicity, we have considered up to this moment only the anisotropic case. The PML for (bi)anisotropic media follows along similar lines. In the next section, where we treat the Maxwellian PML case, this added degree of generality will be included.

7.5.2 Maxwellian Formulation

It is also possible to develop a Maxwellian PML formulation to match an interior media that is (bi)anisotropic. Such PML media will be represented by constitutive tensors $\varepsilon_{PML}(\varepsilon)$, $\mu_{PML}(\mu)$, $\xi_{PML}(\xi)$, and $\zeta_{PML}(\zeta)$, which depend on the particular tensors $\varepsilon$, $\mu$, $\xi$, and $\zeta$ of the interior (physical) media. The isotropic, anisotropic, and
bi-isotropic cases can be seen as special cases of the general formulation described below.

We start by rewriting the analytic continuation given by (7.7) by means of a dyadic function \( \Gamma \) such that

\[
\mathbf{r} \rightarrow \hat{\mathbf{r}} = \Gamma \cdot \mathbf{r}
\]

\[
\Gamma = \hat{x}\hat{x} \left( \frac{\hat{x}}{x} \right) + \hat{y}\hat{y} \left( \frac{\hat{y}}{y} \right) + \hat{z}\hat{z} \left( \frac{\hat{z}}{z} \right)
\]

Furthermore, we can write the modified nabla operator of (7.5) more compactly as

\[
\hat{\nabla} = \hat{\mathbf{S}} \cdot \nabla
\]

with

\[
\hat{\mathbf{S}}(\omega) = \hat{x}\hat{x} \left( \frac{1}{s_x} \right) + \hat{y}\hat{y} \left( \frac{1}{s_y} \right) + \hat{z}\hat{z} \left( \frac{1}{s_z} \right)
\]

Noting that \( s_\zeta(\zeta) \) and \( \partial / \partial \zeta' \) commute for \( \zeta \neq \zeta' \), and that \( \hat{\mathbf{S}} \) is a diagonal tensor, the following identity can be verified for any vector function \( \mathbf{a}(\mathbf{r}) \) in Cartesian coordinates:

\[
\nabla \times \left( \hat{\mathbf{S}}^{-1} \cdot \mathbf{a} \right) = (\det \hat{\mathbf{S}})^{-1} \hat{\mathbf{S}} : (\hat{\mathbf{S}} \cdot \nabla) \times \mathbf{a}
\]

where \( \det \hat{\mathbf{S}} = (s_x s_y s_z)^{-1} \). The dyadic \( \Gamma \) also satisfies a similar equation.

In a bianisotropic and dispersive media, the Maxwell’s equations are

\[
\nabla \times \mathbf{E}(\mathbf{r}) = \hat{i}\omega \mathbf{B}(\mathbf{r})
\]

\[
\nabla \times \mathbf{H}(\mathbf{r}) = -\hat{i}\omega \mathbf{D}(\mathbf{r})
\]

with

\[
\mathbf{D}(\mathbf{r}) = \mathbf{\varpi} \cdot \mathbf{E}(\mathbf{r}) + \hat{\mathbf{\zeta}} \cdot \mathbf{H}(\mathbf{r})
\]

\[
\mathbf{B}(\mathbf{r}) = \hat{\mathbf{\zeta}} \cdot \mathbf{E}(\mathbf{r}) + \mathbf{\varpi} \cdot \mathbf{H}(\mathbf{r})
\]

where it is understood that both the fields and the constitutive tensors are functions of frequency.

The PML in complex space for such a medium is obtained by just keeping the same constitutive parameters everywhere and enforcing the complex stretching on the PML region. Inside the complex-space PML, the modified Maxwell’s equations then simply read

\[
\hat{\nabla} \times \mathbf{E}'(\hat{\mathbf{r}}) = \hat{i}\omega \mathbf{B}'(\hat{\mathbf{r}})
\]

\[
\hat{\nabla} \times \mathbf{H}'(\hat{\mathbf{r}}) = -\hat{i}\omega \mathbf{D}'(\hat{\mathbf{r}})
\]

with

\[
\mathbf{D}'(\hat{\mathbf{r}}) = \mathbf{\varpi} \cdot \mathbf{E}'(\hat{\mathbf{r}}) + \hat{\mathbf{\zeta}} \cdot \mathbf{H}'(\hat{\mathbf{r}})
\]

\[
\mathbf{B}'(\hat{\mathbf{r}}) = \hat{\mathbf{\zeta}} \cdot \mathbf{E}'(\hat{\mathbf{r}}) + \mathbf{\varpi} \cdot \mathbf{H}'(\hat{\mathbf{r}})
\]
Again, the subscript $c$ indicates that the fields in (7.73) and (7.74) are not Maxwellian because they are in complex space. Using (7.62) and (7.64) we can recast (7.73) and (7.74) in the real space domain:

$$\left(\mathbf{S} \cdot \nabla\right) \times \mathbf{E}^c(\mathbf{r}) = i\omega \mathbf{B}^c(\mathbf{r})$$

(7.75)

$$\left(\mathbf{S} \cdot \nabla\right) \times \mathbf{H}^c(\mathbf{r}) = -i\omega \mathbf{D}^c(\mathbf{r})$$

(7.76)

Using (7.66), we write (7.75) and (7.76) as

$$\nabla \times \left[\mathbf{S}^{-1} \cdot \mathbf{E}^c(\mathbf{r})\right] = i\omega (\det \mathbf{S})^{-1} \mathbf{S} \cdot \mathbf{B}^c(\mathbf{r})$$

(7.77)

$$\nabla \times \left[\mathbf{S}^{-1} \cdot \mathbf{H}^c(\mathbf{r})\right] = -i\omega (\det \mathbf{S})^{-1} \mathbf{S} \cdot \mathbf{D}^c(\mathbf{r})$$

(7.78)

Introducing a new set of fields defined as

$$\mathbf{E}^a(\mathbf{r}) = \mathbf{S}^{-1} \cdot \mathbf{E}^c(\mathbf{r})$$

(7.79)

$$\mathbf{H}^a(\mathbf{r}) = \mathbf{S}^{-1} \cdot \mathbf{H}^c(\mathbf{r})$$

(7.80)

$$\mathbf{D}^a(\mathbf{r}) = (\det \mathbf{S})^{-1} \mathbf{S} \cdot \mathbf{D}^c(\mathbf{r})$$

(7.81)

$$\mathbf{B}^a(\mathbf{r}) = (\det \mathbf{S})^{-1} \mathbf{S} \cdot \mathbf{B}^c(\mathbf{r})$$

(7.82)

and substituting back in (7.77) and (7.78), we have

$$\nabla \times \mathbf{E}^a(\mathbf{r}) = i\omega \mathbf{B}^a(\mathbf{r})$$

(7.83)

$$\nabla \times \mathbf{H}^a(\mathbf{r}) = -i\omega \mathbf{D}^a(\mathbf{r})$$

(7.84)

with

$$\mathbf{D}^a(\mathbf{r}) = \left[(\det \mathbf{S})^{-1} \left(\mathbf{S} \cdot \mathbf{r} \cdot \mathbf{S}\right)\right] \cdot \mathbf{E}^a(\mathbf{r}) + \left[(\det \mathbf{S})^{-1} \left(\mathbf{S} \cdot \mathbf{z} \cdot \mathbf{S}\right)\right] \cdot \mathbf{H}^a(\mathbf{r})$$

(7.85)

$$\mathbf{B}^a(\mathbf{r}) = \left[(\det \mathbf{S})^{-1} \left(\mathbf{S} \cdot \mathbf{z} \cdot \mathbf{S}\right)\right] \cdot \mathbf{E}^a(\mathbf{r}) + \left[(\det \mathbf{S})^{-1} \left(\mathbf{S} \cdot \mathbf{p} \cdot \mathbf{S}\right)\right] \cdot \mathbf{H}^a(\mathbf{r})$$

(7.86)

Therefore, the fields $\mathbf{E}^a, \mathbf{H}^a, \mathbf{D}^a, \mathbf{B}^a$ obey the Maxwell’s equations. They also coincide with the original fields inside the computational domain (non-PML region), since $\mathbf{r} = \mathbf{S} = \mathbf{I}$ there. Furthermore, from (7.79)-(7.82), it is seen that they present the same attenuative behavior of $\mathbf{E}^c, \mathbf{H}^c, \mathbf{D}^c, \mathbf{B}^c$ inside the PML, while preserving perfectly matching conditions. As a result, the Maxwellian PML bianisotropic constitutive parameters are given as

$$\varepsilon_{P,ML}(\omega) = (\det \mathbf{S})^{-1} \left(\mathbf{S} \cdot \varepsilon \cdot \mathbf{S}\right)$$

(7.87)

$$\xi_{P,ML}(\omega) = (\det \mathbf{S})^{-1} \left(\mathbf{S} \cdot \xi \cdot \mathbf{S}\right)$$

(7.88)

$$\tau_{P,ML}(\omega) = (\det \mathbf{S})^{-1} \left(\mathbf{S} \cdot \tau \cdot \mathbf{S}\right)$$

(7.89)
\[ \mathbf{\mathcal{P}}_{PML}(\omega) = (\det \mathbf{S})^{-1} (\mathbf{S} \cdot \mathbf{\mathcal{P}} \cdot \mathbf{S}^T) \]  
(7.90)

These formulas give directly the bianisotropic constitutive parameters that have to be present both in single interface problems and 2D or 3D corner interfaces. Maxwellian PML tensors to match isotropic, anisotropic, or biisotropic media problems can be taken as special cases of the above formulas. Note that (7.62) bears a formal resemblance to the expression of an affine transformation. In this respect, we should note that \( \mathbf{\Gamma}(\mathbf{r}) \) is already a function of position, and therefore, (7.62) defines a nonlinear transformation on \( \mathbf{r} \). Moreover, it always preserves the orthogonality of the metric, since \( \mathbf{\Gamma} \) is diagonal. In the Fourier domain, the PML may be viewed simply as a complex mapping (stretching) of the metric.

The fact that a change on the constitutive parameters can mimic the mapping of the metric (allowing for a Maxwellian PML formulation) is best appreciated using the language of differential forms for the electromagnetic fields [36]. Using this language, the constitutive parameters are not simply tensors, but Hodge operators relating 1-forms \( (H, E) \) to 2-forms \( (B, D) \), and carrying all the information about the metric of the space. The Maxwellian PML formulation is then just a consequence of the metric independence of Maxwell’s equations. This will be discussed in Section 7.10.

### 7.6 PML FOR INHOMOGENEOUS MEDIA

By recognizing the PML as a mapping of the coordinate space to a complex space (and therefore transparent to the constitutive properties of the medium), the implementation of the PML in inhomogeneous media follows exactly the same lines of the homogeneous case. Because the PML is a local boundary condition, its implementation depends only locally on the properties of the medium at the grid termination surface. The basic difference in this case is that the PML for inhomogeneous media will also be inhomogeneous at the interface, with its constitutive parameters mirroring those at the interface plane. In other words, the PML inherits the constitutive parameters of the interior domain at each point of the interface.

In inhomogeneous media, Maxwell’s equations are

\[ \nabla \times \mathbf{H} = -i\omega \mathbf{\varepsilon}(\mathbf{r})\mathbf{E} \]  
(7.91)

\[ \nabla \times \mathbf{E} = i\omega \mu(\mathbf{r})\mathbf{H} \]  
(7.92)

\[ \nabla \cdot \mathbf{\varepsilon}(\mathbf{r})\mathbf{E} = 0 \]  
(7.93)

\[ \nabla \cdot \mu(\mathbf{r})\mathbf{H} = 0 \]  
(7.94)

The modified Maxwell’s equations in the PML will then just read

\[ \nabla_s \times \mathbf{H} = -i\omega \mathbf{\varepsilon}(\mathbf{r})\mathbf{E} \]  
(7.95)
where \( \epsilon(\mathbf{r}) \) and \( \mu(\mathbf{r}) \) at the PML interface inherit the values from the interior equations so that \( \epsilon(\mathbf{r}) \) and \( \mu(\mathbf{r}) \) are kept continuous at the physical domain–PML interface. Inside the PML, it is more natural to choose \( \epsilon(\mathbf{r}) \) and \( \mu(\mathbf{r}) \) to be constant along the normal direction to the interface to minimize any reflection.

For the Maxwellian PML case, the inhomogeneity is incorporated directly into the PML constitutive tensors, as they explicitly depend on the \( \epsilon \) and \( \mu \) of the media. Again, because the perfect matching is a local condition, the generalization is achieved by just replacing \( \epsilon \) and \( \mu \) by \( \epsilon(\mathbf{r}) \) and \( \mu(\mathbf{r}) \) in the expressions for the PML constitutive tensors (i.e., \( \mathbf{\epsilon} = \epsilon(\mathbf{r}) A \) and \( \mathbf{\mu} = \mu(\mathbf{r}) A \)).

### 7.7 CURVILINEAR PML

In a variety of problems, it is of interest to employ the FDTD method in non-Cartesian systems. This is true especially in problems with some kind of cylindrical or spherical symmetry or to avoid the staircase approximation of curved boundaries [2].

However, the original PML concept applied only to Cartesian coordinates. To extend its range of applicability, the PML concept was also applied to nonorthogonal FDTD grids [37, 38] with very good results. However, an only approximate impedance matching condition was obtained, since the perfect matching condition was derived based on the assumption that the metric coefficients were independent of the spatial coordinates.

In this section, we derive the PML media for curvilinear orthogonal coordinate systems with an exact formulation in the sense that it provides a reflectionless termination in the continuum limit. The formulation is based on the complex coordinate stretching approach.

#### 7.7.1 Cylindrical PML-FDTD

The PML formulation for a cylindrical coordinate system proceeds by writing the Maxwell’s equations on a complex cylindrical coordinate [15]. For brevity, only the TM\(_z\) case will be addressed here, since the TE\(_z\) case follows by duality. Also, since in the \( z \) direction the PML formulation does not change, only the 2D problem is treated here. To achieve the reflectionless absorption of the outward traveling waves, the radial coordinate is mapped through

\[
\rho \to \tilde{\rho} = \int_0^\rho s_\rho(\rho')d\rho' = b_\rho(\rho) + i \frac{\Delta \rho(\rho)}{\omega} \tag{7.99}
\]
with
\[
s_\rho(\rho) = a_\rho(\rho) + i\frac{\Omega_\rho(\rho)}{\omega}
\]  
(7.100)

The variables \(a_\rho\) and \(\Omega_\rho\) are added degrees of freedom. In these equations, \(\Omega_\rho\) controls the absorption for propagating waves, and \(a_\rho\) increases the decay rate of evanescent waves, if they exist, along the \(\rho\) direction. In the physical region, we must set \(\Omega_\rho = 0\) and \(a_\rho = 1\) in order to reduce the modified equations to the original Maxwell’s equations. In the 3D case, the above transformation is combined with a similar transformation on the \(z\) variable, \(z \to \tilde{z}\) as in (7.7), at the bottom and top regions of the cylindrical domain. Because \(\rho\) and \(z\) are orthogonal everywhere, one transformation is carried independently of the other.

To understand the origin of the reflectionless property of this transformation, we can employ essentially the same arguments used in the Cartesian case and consider the continuity properties of the transformed variables and fields. As in the Cartesian case, closed-form solutions for the fields inside the PML can be written by inspection from the knowledge of the ordinary closed-form solutions of Maxwell’s equations in free space, by a simple change of variables, \(\rho \to \tilde{\rho}\) and \(z \to \tilde{z}\). Furthermore, the complex variables \(\tilde{\rho}(\rho)\) and \(\tilde{z}(z)\) are always continuous functions of their arguments (real variables). This is because they are defined in terms of integrals: (7.7) and (7.99) of bounded functions \(s_\rho(\rho)\) and \(s_z(z)\) (note that \(s_\rho(\rho)\) and \(s_z(z)\) themselves need not be continuous for the continuity of \(\tilde{\rho}(\rho)\) and \(\tilde{z}(z)\) to hold). As a result, the fields inside the PML will be continuous everywhere if the original fields are continuous (because the composition of two continuous functions is a continuous function). In particular, all boundary conditions are preserved by this transformation, and, hence, a perfectly matched interface is obtained.

To avoid numerical reflections due to the discretization process, both \(a_\rho\) and \(\Omega_\rho\) can be chosen to increase gradually in the PML region (similarly to the Cartesian case). The Maxwell’s equations in the cylindrical complex space then read

\[
\frac{1}{\tilde{\rho}} \frac{\partial}{\partial \tilde{\rho}} (\tilde{\rho} H_\phi) - \frac{1}{\tilde{\rho}} \frac{\partial H_\rho}{\partial \phi} = -i\omega \varepsilon E_z
\]  
(7.101)

\[
\frac{1}{\tilde{\rho}} \frac{\partial E_z}{\partial \phi} = i\omega \mu H_\rho
\]  
(7.102)

\[
\frac{\partial E_z}{\partial \rho} = -i\omega \mu H_\phi
\]  
(7.103)

By splitting the \(z\) component of the electric field \(E_z = E_{zp} + E_{z\phi}\), the above can be rearranged in a form suitable for time stepping as follows:

\[
(i\omega s_\rho)\epsilon \tilde{E}_{zp} = -\frac{\partial}{\partial \rho}(\tilde{\rho} H_\phi)
\]  
(7.104)

\[
E_{zp} = \tilde{\rho}^{-1} \tilde{E}_{zp}
\]  
(7.105)
We note here that the splitting is necessary only in the $E_z$ component ($H_z$ in the $TE_z$ case). This is because the transversal problem has stretching only in the $\rho$ direction. This is in contrast to the Cartesian case where all field components need to be split in the split-field formulation. However, an additional field $\hat{E}_{z\rho}$ (convolution of the original field with the stretched radius) is needed, as well as auxiliary fields for the convolutions present in (7.104) and (7.105). Substituting (7.99) and (7.100) into (7.104)–(7.110) and inverse-Fourier transforming, the following time-domain equations are obtained:

\[
(\hat{\omega}\hat{p})\epsilon E_{z\phi} = \frac{\partial H_\rho}{\partial \phi} \quad (7.106)
\]

\[
(\hat{\omega}\hat{p})\epsilon E_{z\phi} = \frac{\partial H_\rho}{\partial \phi} \quad (7.107)
\]

\[
E_z = E_{z\rho} + E_{z\phi} \quad (7.108)
\]

\[
(\hat{\omega}\hat{s}_p)\mu H_\phi = -\frac{\partial E_z}{\partial \rho} \quad (7.109)
\]

\[
(\hat{\omega}\hat{p})\mu H_\rho = \frac{\partial E_z}{\partial \phi} \quad (7.110)
\]

The above equations can be easily implemented by a cylindrical staggered-grid FDTD algorithm [39]. The convolutions in (7.111) and (7.112) are explicitly given by

\[
\left( a_\rho \frac{\partial}{\partial t} + \Omega_\rho \right) \epsilon \hat{E}_{z\rho}(t) = \frac{\partial}{\partial \rho} (\hat{p}(t) * H_\phi(t)) \quad (7.111)
\]

\[
E_{z\rho}(t) = \hat{p}^{-1}(t) * \hat{E}_{z\rho}(t) \quad (7.112)
\]

\[
\left( b_\rho \frac{\partial}{\partial t} + \Delta_\rho \right) \epsilon E_{z\phi}(t) = -\frac{\partial H_\rho(t)}{\partial \phi} \quad (7.113)
\]

\[
E_z(t) = E_{z\phi}(t) + E_{z\phi}(t) \quad (7.114)
\]

\[
\left( a_\rho \frac{\partial}{\partial t} + \Omega_\rho \right) \mu H_\phi(t) = \frac{\partial E_z}{\partial \rho} \quad (7.115)
\]

\[
\left( b_\rho \frac{\partial}{\partial t} + \Delta_\rho \right) \mu H_\rho(t) = -\frac{\partial E_z}{\partial \phi} \quad (7.116)
\]

The above equations can be easily implemented by a cylindrical staggered-grid FDTD algorithm [39]. The convolutions in (7.111) and (7.112) are explicitly given by

\[
\hat{p}(t) * H_\phi(t) = b_\rho H_\phi(t) + \Delta_\rho \int_0^t H_\phi(t') dt' \quad (7.117)
\]

\[
\hat{p}^{-1}(t) * \hat{E}_{z\rho}(t) = \frac{1}{b_\rho} \left( \hat{E}_{z\rho}(t) - \frac{1}{\tau_0} \int_0^t \hat{E}_{z\rho}(t - t') e^{-\frac{t'}{\tau_0}} dt' \right) \quad (7.118)
\]

where $\tau_0 = b_\rho / \Delta_\rho$. Equations (7.117) and (7.118) can be incorporated in the time discretization scheme at a minimal computational cost and memory requirement. For
(7.117) this is trivial. For (7.118) this is done by recursive convolution [17], reducing (7.118) to a recursive relation that is updated iteratively. With \( t = l \Delta t \), we have

\[
E_{zp}^t = \frac{1}{b_p} \left[ \tilde{E}_{zp}^t - \left( 1 - e^{-\frac{\omega \Delta t}{c}} \right) Q^l \right]
\]  

(7.119)

where \( Q^l = \tilde{E}_{zp}^l + Q^{l-1} e^{-\frac{\omega \Delta t}{c}} \) for \( l > 0 \), and \( Q^0 = 0 \). This assumes that the electric field is constant over each time interval \( \Delta t \). A similar formula can be derived assuming piecewise linear functional dependence over \( \Delta t \) [17].

It is important to point out here that the time-domain equations (7.111)–(7.116) are not unique. Many other time-domain equations can be derived from the complex-space frequency domain equations. The scheme of (7.111)–(7.116) involves convolutions and it is used to illustrate that, because of the (Debye-like) frequency dependence of the complex variables \( \pi_\rho(\omega) \) and \( \bar{\rho}(\omega) \), such convolutions can be reduced to a recursive update and therefore have a very small associated computational cost. However, alternative algorithms can also be derived that avoid any convolutions at all. One such algorithm is presented in [15]. For instance, this could be achieved by expanding the radial derivative in (7.101) and setting

\[
(\hat{\omega} \bar{p}) e E_{zp1} = - H_\phi \]  

(7.120)

\[
(\hat{\omega} s_\rho) e E_{zp2} = - \frac{\partial H_\phi}{\partial \rho} \]  

(7.121)

\[
E_{zp} = E_{zp1} + E_{zp2} \]  

(7.122)

where, in a staggered-grid spatial discretization scheme, the \( H_\phi \) in (7.120) should be taken as an average over half-grid points to preserve second-order accuracy in space.

The effect of the transformation in (7.99) can be appreciated by considering the Green’s function for a point source at \((\rho’, \phi’)\) inside a perfect electrically conducting (PEC) cylinder of radius \( a \):

\[
g(\rho, \phi, \rho’, \phi’) = g(\rho, \phi, \rho’, \phi’)
= \frac{i}{4} H_0^{(1)}(k|\rho - \rho'|) - \frac{i}{4} \sum_{m=-\infty}^{+\infty} J_n(k \rho) \frac{J_n(k \rho') H_n^{(1)}(k a)}{J_n(k a)} e^{i n(\phi - \phi')} \]  

(7.123)

When the PEC boundary is backed by a concave cylindrical PML, the above maps to

\[
g(\bar{\rho}, \bar{\phi}, \rho’, \phi’)
= \frac{i}{4} H_0^{(1)}(k|\bar{\rho} - \rho'|) - \frac{i}{4} \sum_{m=-\infty}^{+\infty} J_n(k \bar{\rho}) \frac{J_n(k \rho') H_n^{(1)}(k \bar{a})}{J_n(k \bar{a})} e^{i n(\phi - \phi')} \]  

(7.124)
where \( \hat{\rho} \) is defined in (7.99). Note that \( \tilde{\alpha} \) is also complex-valued. The effect of the cylindrical PML, therefore, is to make the reflected field (summation term in (7.124)) exponentially small. Furthermore, this analytic continuation preserves the analyticity on the upper half complex \( \omega \) plane [30]. This is because the singularities of the Green’s function in (7.123) are due to branch points (located on the real axis) of the \( H_n^{(1)}(\cdot) \), and zeros of the denominator functions \( J_n(\cdot) \) (all on the real axis) [30]. When \( \rho \to \hat{\rho} \) with \( \Delta \rho > 0 \), all singularities are translated down to the lower half \( \omega \)-plane, so that the upper half plane is kept free of any singularity. This is important to ensure that causality is preserved and that the resultant solutions are dynamically stable [30]. This will be discussed in more detail in Section 7.8.

To illustrate the absorption of the spurious reflection from the grid termination by the cylindrical PML, we compare the PML-FDTD solution against an analytic solution obtained by solving a free-space problem in the frequency domain, multiplying by the source pulse spectrum, and inverse Fourier-transforming.

Figure 7.2 shows the normalized \( E_z \) field computed using the analytic formulation and the 2D FDTD algorithm for a line source in a cylindrical grid. The excitation is the derivative of a Blackmann-Harris pulse centered at \( f_e = 300 \text{ MHz} \). The line source is at \( (r, \phi) = (7.5\lambda_c, 0^\circ) \) and the field is sampled at \( (r, \phi) = (6.5\lambda_c, 0^\circ) \), where \( \lambda_c = c/f_e \). The grid has a hard termination at \( r = 9\lambda_c \). The FDTD algorithm includes an eight-layer cylindrical PML region before the grid ends, with \( a_s = 1 \) and a quadratic taper on \( \sigma_\rho \). The PML thickness is \( 0.5\lambda_c \), for a cell size \( \Delta \rho = \lambda_c/16 \) in the radial direction. The curves are in excellent agreement and no reflection is visible. To illustrate the high absorption achieved, the inset shows the simulation of the same problem without the PML. In the PML-FDTD simulation, the maximum residual amplitude of the normalized \( E_z \) field over the time-window of the reflected pulse is less than \( 5 \times 10^{-3} \), which is less than 0.8% of the maximum amplitude present in the simulation without PML. This residual field can be attributed not only to spurious reflections but also to numerical dispersion effects.

To extract out numerical dispersion effects so as to accurately quantify the amount of spurious reflection caused by the discrete cylindrical PML, we follow a methodology discussed in [3]. Two cylindrical FDTD grids are used, a test domain \( \Omega_T \) and a benchmark domain \( \Omega_B \). The test domain includes the cylindrical PML, and the benchmark domain has untreated boundaries but a much larger size. The outer boundaries of \( \Omega_B \) are defined so that its spurious reflections can be causally isolated during the time-stepping when comparing simulations on the two grids. Therefore, the grid \( \Omega_B \) effectively simulates an infinite grid. Any discrepancies between the computed field values in the two grids are produced by spurious reflection from the PML in the \( \Omega_T \) domain. Figure 7.3 presents the local reflection errors obtained from an eight-layer cylindrical PML. Three results are presented, corresponding to three different angular grid resolutions along the \( \phi \) coordinate. The simulations employ a (hard) line source excited by a Blackmann-Harris pulse with central frequency \( f_e = 300 \text{ MHz} \). The local reflection error is obtained by field sampling at two grid
cells away from the free-space/PML interface of the $\Omega_T$ domain. The line source location is eight cells away from the free-space/PML interface. The radial resolution in all cases is fixed at $\Delta\rho = \lambda_c/16$. The free-space/PML interface in $\Omega_T$ is situated at $\rho_0 = 4\lambda_c$. The eight-layer PML employs a fourth-order tapered profile on the imaginary part of the stretching variables and no stretching on the real part. The benchmark domain is truncated at $\rho = 8\lambda_c$. The local error data is normalized to the peak value of the incident pulse at the sampling location. The three angular resolutions considered correspond to values of $\Delta\phi$ such that $\rho_0\Delta\phi = \lambda/8, \lambda/12, \lambda/16$, where $\rho_0$ is value of the $\rho$ coordinate corresponding to the free-space/PML interface in $\Omega_T$. The results of Figure 7.3 exemplify the very low reflection levels incurred by the cylindrical PML. A reflection level better than $-70$ dB is obtained with the eight-layer cylindrical PML.

**Figure 7.2.** Analytic solution for a line source on free space (dashed line) versus 2D cylindrical-grid FDTD solution with eight-layer cylindrical PML (solid line). The inset illustrates the result of the simulation without the PML. (Source: [15], ©1997, IEEE. Reprinted with permission.)
Figure 7.3  Local reflection error within test grid observed over the first 300 time steps for an eight-layer cylindrical PML. Three different angular resolutions for the cylindrical grid are considered. (Source: [34], © 2000, IEEE. Reprinted with permission.)

7.7.2 Spherical PML-FDTD

In spherical coordinates, the reflectionless absorption of outward traveling waves is achieved through the analytic continuation on the radial variable:

\[ r \rightarrow \tilde{r} = \int_0^r s_r(r')dr' = b_r(r) + \frac{i \Delta_r(r)}{\omega} \]  (7.125)

with

\[ s_r(r) = a_r(r) + i \frac{\Omega_r(r)}{\omega} \]  (7.126)

from which the generalized Faraday’s law in a form suitable for time-stepping reads

\[ (i \omega \tilde{r}) \mu H_r = \frac{1}{\sin \theta} \left[ \frac{\partial}{\partial \theta} (\sin \theta E_\phi) - \frac{\partial E_r}{\partial \phi} \right] \]  (7.127)

\[ (i \omega s_r) \mu \tilde{H}_\theta = \frac{1}{\sin \theta} \frac{\partial}{\partial \phi} (s_r E_r) - \frac{\partial \tilde{E}_\phi}{\partial r} \]  (7.128)
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\[(i\omega s_r)\mu \dot{H}_\phi = \frac{\partial \dot{E}_\theta}{\partial r} - \frac{\partial}{\partial \theta} (s_r E_r)\]  

\[H_\theta = \hat{r}^{-1} \hat{H}_\theta\]  

\[H_\phi = \hat{r}^{-1} \hat{H}_\phi\]  

The time-domain version of the above is

\[
\left( b_r \frac{\partial}{\partial t} + \Delta_r \right) \mu H_r(t) = -\frac{1}{\sin \theta} \left[ \frac{\partial}{\partial \theta} (\sin \theta E_\phi(t)) - \frac{\partial E_\phi(t)}{\partial \phi} \right] \]  

(7.129)

\[
\left( a_r \frac{\partial}{\partial t} + \Omega_r \right) \mu \dot{H}_\phi(t) = -\frac{1}{\sin \theta} \frac{\partial}{\partial \phi} [s_r(t) * E_r(t)] + \frac{\partial \dot{E}_\phi(t)}{\partial r} \]  

(7.130)

\[
\left( a_r \frac{\partial}{\partial t} + \Omega_r \right) \mu \ddot{H}_\phi(t) = -\frac{\partial \dot{E}_\phi(t)}{\partial r} + \frac{\partial}{\partial \theta} (s_r(t) * E_r(t)) \]  

(7.131)

Similar generalization is made on Ampere’s law:

\[\left( b_r \frac{\partial}{\partial t} + \Delta_r \right) \mu H_r(t) = -\frac{1}{\sin \theta} \left[ \frac{\partial}{\partial \theta} (\sin \theta H_\phi(t)) - \frac{\partial H_\phi(t)}{\partial \phi} \right] \]  

(7.132)

resulting in following time-domain equations suitable for time stepping:

\[
\left( b_r \frac{\partial}{\partial t} + \Delta_r \right) \epsilon E_r(t) = \frac{1}{\sin \theta} \left[ \frac{\partial}{\partial \theta} (\sin \theta H_\phi(t)) - \frac{\partial H_\phi(t)}{\partial \phi} \right] \]  

(7.133)

\[
\left( a_r \frac{\partial}{\partial t} + \Omega_r \right) \epsilon \dot{E}_\phi(t) = -\frac{1}{\sin \theta} \frac{\partial}{\partial \phi} [s_r(t) * H_r(t)] + \frac{\partial \dot{E}_\phi(t)}{\partial r} \]  

(7.134)

\[
\left( a_r \frac{\partial}{\partial t} + \Omega_r \right) \epsilon \ddot{E}_\phi(t) = -\frac{\partial \dot{E}_\phi(t)}{\partial r} + \frac{\partial}{\partial \theta} (s_r(t) * H_r(t)) \]  

(7.135)

\[
E_\theta(t) = \hat{r}^{-1} \dot{E}_\theta(t) \]  

(7.136)

\[
E_\phi(t) = \hat{r}^{-1} \dot{E}_\phi(t) \]  

(7.137)

(7.138)

(7.139)

resulting in following time-domain equations suitable for time stepping:

\[
\left( b_r \frac{\partial}{\partial t} + \Delta_r \right) \epsilon E_r(t) = \frac{1}{\sin \theta} \left[ \frac{\partial}{\partial \theta} (\sin \theta H_\phi(t)) - \frac{\partial H_\phi(t)}{\partial \phi} \right] \]  

(7.140)

\[
\left( a_r \frac{\partial}{\partial t} + \Omega_r \right) \epsilon \dot{E}_\phi(t) = -\frac{1}{\sin \theta} \frac{\partial}{\partial \phi} [s_r(t) * H_r(t)] + \frac{\partial \dot{E}_\phi(t)}{\partial r} \]  

(7.141)

\[
\left( a_r \frac{\partial}{\partial t} + \Omega_r \right) \epsilon \ddot{E}_\phi(t) = -\frac{\partial \dot{E}_\phi(t)}{\partial r} + \frac{\partial}{\partial \theta} (s_r(t) * H_r(t)) \]  

(7.142)

(7.143)

(7.144)

\[
E_\theta(t) = \hat{r}^{-1} \epsilon \dot{E}_\theta(t) \]  

(7.145)
From the above equations, it is seen that, in spherical coordinates, there is no need to split the fields at all. This is because the PML can be achieved through complex stretching in the radial variable only. This is in contrast to the Cartesian case, where in the 3D situation there are 12 field components after field splitting and six boundary surfaces to treat. However, additional fields components are needed inside the spherical PML: \( s_r E_r, \tilde{E}_\theta, s_r H_r, \tilde{H}_\theta, \) and \( \tilde{H}_r \) (as well as one auxiliary field for the convolutions). Analogously to the cylindrical case, those convolutions in can be calculated recursively as in the cylindrical case. Moreover, alternative time-domain PML algorithms in spherical coordinates which avoid convolutions altogether can also be easily derived, as described in [15].

To illustrate the absorption of the spurious reflection from the grid termination by the spherical PML, we again compare the PML-FDTD solution against an analytic solution in free space. Figure 7.4 shows the normalized field computed with the analytic formulation and the 3D FDTD algorithm for a point source in a spherical grid with the same excitation pulse. The field is sampled at the grid termination. The FDTD algorithm includes an eight-layer spherical PML region before the grid ends, with a quadratic taper on the PML thickness. For illustration, the inset shows the simulation of the same problem without the PML. In the PML-FDTD simulation, the maximum residual amplitude of the normalized field for \( t > 9 \) ns is less than \( 1 \times 10^{-2} \), which is less than 3% of the maximum amplitude present in the simulation without PML. Again, the residual field includes not only the spurious reflection but also numerical dispersion effects.

### 7.7.3 Maxwellian PML in Cylindrical and Spherical Coordinates

In previous sections, we have shown that the Cartesian PML admits two distinct formulations in the frequency domain. In the first formulation (non-Maxwellian), the PML fields are the analytic continuation of the original physical fields. In the second formulation, the PML fields obey Maxwell’s equation in a medium with complex permittivity and permeability constitutive tensors. This is also true for dispersive and/or (bi)anisotropic interior media.

By analogy to the Cartesian case, it is also possible to derive corresponding Maxwellian PMLs in cylindrical and spherical coordinates through suitable transformations in the analytically continued fields [31].
In the cylindrical system, we write Faraday’s law in the complex space as

\[
i\omega \mu H^c_\rho = \frac{1}{\hat{\rho}} \frac{\partial E^c_\phi}{\partial \phi} - \frac{\partial E^c_\rho}{\partial \hat{\rho}} \tag{7.147}
\]

\[
i\omega \mu H^c_\phi = \frac{\partial E^c_\phi}{\partial \hat{\rho}} - \frac{\partial E^c_\rho}{\partial \phi} \tag{7.148}
\]

\[
i\omega \mu H^c_z = \frac{1}{\hat{\rho}} \frac{\partial}{\partial \hat{\rho}} (\hat{\rho} E^c_\phi) - \frac{1}{\hat{\rho}} \frac{\partial E^c_\rho}{\partial \phi} \tag{7.149}
\]

From the definition of the complex variables \(\hat{\rho}\) and \(\hat{\zeta}\) in (7.99) and (7.7), respectively, we have \(\partial / \partial \hat{\rho} = (1/s_\rho) \partial / \partial \rho\) and \(\partial / \partial \hat{\zeta} = (1/s_z) \partial / \partial z\). If we substitute these last identities in (7.147)–(7.149), multiply (7.147) by \(s_z (\hat{\rho} / \rho)\), (7.148) by \(s_z s_\rho\), and (7.149) by \(s_\rho (\hat{\rho} / \rho)\), then (7.147)–(7.149) can be recast into the following form:

\[
i\omega \mu \left[ \left( \frac{\hat{\rho}}{\rho} \right) \frac{s_z}{s_\rho} \right] (s_\rho H^c_\rho) = \frac{1}{\rho} \frac{\partial}{\partial \phi} (s_z E^c_z) - \frac{\partial}{\partial \hat{\rho}} \left( \frac{\hat{\rho} E^c_\phi}{\rho} \right) \tag{7.150}
\]
formulations follows automatically from the other, a requirement of consistency.

Because of this, the perfect matching condition for one of the

(7.156), multiply (7.154) by

with

An alternative derivation of the 2D version of (7.153) (with

is continuous everywhere as implied by their definition

through an integral). Because of this, the perfect matching condition for one of the

formulations follows automatically from the other, a requirement of consistency.

In spherical coordinates, we write Faraday’s law on complex space as

\[ i\omega \mu \left[ \left( \frac{\hat{\rho}}{\rho} \right) s_z \hat{\rho} \right] \left( \frac{\partial H^c_\phi}{\partial \rho} \right) = \frac{\partial}{\partial \rho} \left( s_\rho E^r_\rho \right) - \frac{\partial}{\partial \rho} \left( s_z E^r_z \right) \] (7.151)

\[ i\omega \mu \left[ \left( \frac{\hat{\rho}}{\rho} \right) \frac{s_\rho}{s_z} \right] \left( s_z H^c_z \right) = \frac{1}{\rho} \frac{\partial}{\partial \rho} \left[ \rho \left( \frac{\partial E^c_\phi}{\partial \rho} \right) \right] - \frac{1}{\rho} \frac{\partial}{\partial \phi} \left( s_\rho E^c_\phi \right) \] (7.152)

From (7.150)–(7.152) and their duals (Ampere’s law), we see that a new set of fields defined by\n
\( E^a_\phi = s_\rho E^c_\rho, \ E^a_\rho = \left( \frac{\hat{\rho}}{\rho} \right) E^c_\phi, \ E^a_z = s_z E^c_z \) (similarly for the\n
\( \mathbf{H} \) field), obeys Maxwell’s equations on an anisotropic medium of constitutive parameters

\( \mu = \mu \overline{\mathbf{X}} \) and \( \mathcal{E} = \epsilon \overline{\mathbf{X}} \), with

\[ \overline{\mathbf{X}} = \hat{\rho} \hat{\rho} \left( s_z \hat{\rho} \right) + \hat{\phi} \hat{\phi} \left( s_z \hat{\rho} \right) + \hat{z} \hat{z} \left( \frac{\hat{\rho}}{\rho} \right) \left( s_z \hat{\rho} \right) \] (7.153)

An alternative derivation of the 2D version of (7.153) (with \( s_z = 1 \)) through a

graphical approach is presented in [40]. By defining \( s_\phi = \left( \frac{\hat{\rho}}{\rho} \right) \), the above tensor and the field mapping equations have the same formal appearance as in the Cartesian case. Both Maxwellian and non-Maxwellian formulations satisfy the same boundary conditions on the continuity of tangential fields across the PML interface. This

is because the corresponding tangential fields differ by factors that are continuous

across PML interfaces \( z = z_0 \) and \( \rho = \rho_0 \) (since \( s_\rho \) is a function of \( \rho \) only, \( s_z \) is a function of \( z \) only, and \( \hat{\rho}/\rho \) is continuous everywhere as implied by their definition

through an integral). Because of this, the perfect matching condition for one of the

formulations follows automatically from the other, a requirement of consistency.

In spherical coordinates, we write Faraday’s law on complex space as

\[ i\omega \mu \left[ \left( \frac{\hat{r}}{r} \right) \frac{1}{s_r} \right] \left( s_r H^c_r \right) = \frac{1}{r \sin \theta} \left( \sin \theta E^c_\theta \right) - \frac{\partial}{\partial \phi} \left( \frac{\hat{r} E^c_\phi}{r} \right) \] (7.154)

\[ i\omega \mu \left[ \left( \frac{\hat{r}}{r} \right) \frac{s_\rho}{s_r} \right] \left( s_r E^c_\rho \right) = \frac{1}{r} \frac{\partial}{\partial r} \left( \frac{\hat{r} E^c_\rho}{r} \right) - \frac{\partial}{\partial \phi} \left( \frac{\hat{r} E^c_\phi}{r} \right) \] (7.155)

\[ i\omega \mu \left[ \left( \frac{\hat{r}}{r} \right) \frac{s_z}{s_r} \right] \left( s_r E^c_z \right) = \frac{1}{r} \frac{\partial}{\partial r} \left( \frac{\hat{r} E^c_z}{r} \right) - \frac{\partial}{\partial \phi} \left( \frac{\hat{r} E^c_\phi}{r} \right) \] (7.156)

with \( \hat{r} \) being defined as in (7.125). If we substitute \( \partial/\partial \hat{r} = (1/s_r) \partial/\partial r \) in (7.155) and

and (7.16), multiply (7.154) by \( (\hat{r}/r)^2 \), and (7.155) and (7.156) by \( s_r (\hat{r}/r) \), then

(7.154)–(7.156) can be recast as

\[ i\omega \mu \left[ \left( \frac{\hat{r}}{r} \right) \frac{1}{s_r} \right] \left( s_r H^c_r \right) = \frac{1}{r \sin \theta} \left( \sin \theta E^c_\theta \right) - \frac{\partial}{\partial \phi} \left( \frac{\hat{r} E^c_\phi}{r} \right) \] (7.157)

\[ i\omega \mu s_r \left( \frac{\hat{r} H^c_r}{r} \right) = \frac{1}{r} \frac{\partial}{\partial r} \left( s_r E^c_\rho \right) - \frac{1}{r} \frac{\partial}{\partial \phi} \left( \frac{\hat{r} E^c_\phi}{r} \right) \] (7.158)

\[ i\omega \mu s_r \left( \frac{\hat{r} H^c_\phi}{r} \right) = \frac{1}{r} \frac{\partial}{\partial r} \left( \frac{\hat{r} E^c_\phi}{r} \right) - \frac{1}{r} \frac{\partial}{\partial \phi} \left( s_r E^c_\rho \right) \] (7.159)
and similarly for Ampere’s law. A set of fields defined by $E_r^a = s_r E_p^c$, $E_\phi^a = (\hat{r}/r)E_r^a$, $E_\phi^b = (\hat{r}/r)E_\phi^c$ (similarly for the $H$ field), obeys Maxwell’s equations in an anisotropic medium of constitutive parameters $\mu = \mu \Lambda$ and $\epsilon = \epsilon \Lambda$, with

$$\Lambda = \hat{r} \left( \frac{\hat{r}}{r} \right)^2 \left( \frac{1}{s_r} \right) + (I - \hat{r} \hat{r}) s_r.$$  \hfill (7.160)

By defining $s_\theta = s_\phi = (\hat{r}/r)$, then this tensor and the field mapping equations have the same formal appearance as the previous ones. The continuity of $\hat{r}/r$ everywhere implies that both formulations will satisfy the same boundary conditions on the continuity of the tangential fields across a PML interface at $r = r_0$. The perfectly matched condition for one of the formulations then follows automatically from the other.

### 7.7.4 Conformal (Doubly Curved) PML

As with any ABC, it is of interest to investigate the possibility of further extending the PML concept to a conformal PML. A conformal ABC has the advantage of promoting, when used in combination with conformal computational grids, a further reduction of the amount of buffer space in the computational domain around the scatterer.

In this section, we present an analytic derivation of a 3D conformal PML on a general orthogonal curvilinear coordinate system [32]. The conformal PML also admits a Maxwellian formulation where it can be expressed in terms of an anisotropic constitutive tensor depending on the local radii of curvature of the termination surface. The derivation is achieved through a complex stretching of the normal coordinate along the PML (or termination surface). The previously derived PMLs in Cartesian, cylindrical, and spherical coordinates are shown to be special cases of this conformal PML.

We start by introducing a convex (when viewed from the outside), closed-surface $S$ around the scatterer(s), representing the interface between free space and the PML region. For a concave scatterer or for a group of scatterers, such a surface can always be chosen by considering its convex hull. Note that a convex surface $S$ defines a concave surface PML as seen from inside the computational domain. The restriction to a concave PML is an important one, as will be discussed later on.

At any given point $P$ on $S$, a local, right-handed reference frame can be defined through the orthonormal vectors $\hat{t}_1$, $\hat{t}_2$, $\hat{n}$. The unit vectors $\hat{t}_1$ and $\hat{t}_2$ are tangent to $S$ at $P$ along the principal lines of curvature, and $\hat{n} = \hat{t}_1 \times \hat{t}_2$ is the unit vector that is outwardly normal to $S$ at this point. In terms of local coordinates $\xi_1$, $\xi_2$, $\xi_3$, we write $\hat{t}_i = (\partial \mathbf{r}/\partial \xi_i) / \left| \partial \mathbf{r}/\partial \xi_i \right|$, $\hat{n} = (\partial \mathbf{r}/\partial \xi_3) / \left| \partial \mathbf{r}/\partial \xi_3 \right|$, where $\mathbf{r}$ is the position vector. This reference frame is called a Darboux-Dupin frame, and the first fundamental form induced by the coordinates $\xi_1$ and $\xi_2$ on the surface $S$ is diagonal [41]. As a consequence, the curvilinear coordinate system
\( \xi_1, \xi_2, \xi_3 \) is orthogonal, having a diagonal metric. Any point \( P' \) in this local reference frame is uniquely denoted by the local coordinates \( \xi_1, \xi_2, \xi_3 \). The equation \( \xi_3 = 0 \) represents the surface \( S \). The points of constant \( \xi_3 \) correspond to parallel surfaces in distance \( \xi_2 \) to \( S \), and the unit vectors are functions of \( \xi_1 \) and \( \xi_2 \), only: 
\[
i_1 = \hat{i}(\xi_1, \xi_2), \quad i_2 = \hat{b}(\xi_1, \xi_2), \quad \hat{n} = \hat{n}(\xi_1, \xi_2).
\]
If the principal radii of curvature at the point \( P \) in \( S \) are given by \( r_{01}(\xi_1, \xi_2) \) and \( r_{02}(\xi_1, \xi_2) \) (both positive for \( S \) convex), then at a point \( P' \), they will be given by \( r_1(\xi_1, \xi_2, \xi_3) = r_{01}(\xi_1, \xi_2) + \xi_3 \) and \( r_2(\xi_1, \xi_2, \xi_3) = r_{02}(\xi_1, \xi_2) + \xi_3 \).

It is well known that in any orthogonal system of curvilinear coordinates \( \xi_1, \xi_2, \xi_3 \) defined by the diagonal metric \( g_{ij} = g_{ii} \delta_{ij} \) with \( g_{ii} = h_i^2, i = 1, 2, 3 \), the Maxwell’s equations for an isotropic medium are written as [42]

\[
\frac{1}{h_2 h_3} \left[ \frac{\partial}{\partial \xi_2} (h_3 E_3) - \frac{\partial}{\partial \xi_3} (h_2 E_2) \right] - i \omega \mu H_1 = 0 \tag{7.161}
\]

\[
\frac{1}{h_3 h_1} \left[ \frac{\partial}{\partial \xi_3} (h_1 E_1) - \frac{\partial}{\partial \xi_1} (h_3 E_3) \right] - i \omega \mu H_2 = 0 \tag{7.162}
\]

\[
\frac{1}{h_1 h_2} \left[ \frac{\partial}{\partial \xi_1} (h_2 E_2) - \frac{\partial}{\partial \xi_2} (h_1 E_1) \right] - i \omega \mu H_3 = 0 \tag{7.163}
\]

\[
\frac{\partial}{\partial \xi_1} (h_2 h_3 \epsilon E_1) + \frac{\partial}{\partial \xi_2} (h_3 h_1 \epsilon E_2) + \frac{\partial}{\partial \xi_3} (h_1 h_2 \epsilon E_3) = h_1 h_2 h_3 \rho \tag{7.164}
\]

\[
\frac{1}{h_2 h_3} \left[ \frac{\partial}{\partial \xi_2} (h_3 H_3) - \frac{\partial}{\partial \xi_3} (h_2 H_2) \right] + i \omega \epsilon E_1 = J_1 \tag{7.165}
\]

\[
\frac{1}{h_3 h_1} \left[ \frac{\partial}{\partial \xi_3} (h_1 H_1) - \frac{\partial}{\partial \xi_1} (h_3 H_3) \right] + i \omega \epsilon E_2 = J_2 \tag{7.166}
\]

\[
\frac{1}{h_1 h_2} \left[ \frac{\partial}{\partial \xi_1} (h_2 H_2) - \frac{\partial}{\partial \xi_2} (h_1 H_1) \right] + i \omega \epsilon E_3 = J_3 \tag{7.167}
\]

\[
\frac{\partial}{\partial \xi_1} (h_2 h_3 \mu H_1) + \frac{\partial}{\partial \xi_2} (h_3 h_1 \mu H_2) + \frac{\partial}{\partial \xi_3} (h_1 h_2 \mu H_3) = 0 \tag{7.168}
\]

Using the local coordinate system defined above, we have \( h_1 = r_1/r_{01}, h_2 = r_2/r_{02}, \) and \( h_3 = 1 \).

It has been observed previously that the modified Maxwell’s equations for PML media in Cartesian, cylindrical, and spherical coordinates reduce to the ordinary Maxwell’s equations on a complex space, where the \( x, y, z \) (Cartesian), \( \rho, z \) (cylindrical), and \( r \) (spherical) coordinates are analytically continued to a complex space to achieve a reflectionless absorption on the corresponding directions.
In strict analogy to the Cartesian, cylindrical, and spherical PMLs, the conformal PML can be obtained through complex stretching (analytic continuation to the upper-half complex plane) on the normal coordinate \( \xi_3 \): 

\[
\xi_3 \rightarrow \tilde{\xi}_3 = \int_0^{\xi_3} s(\zeta) d\zeta = \int_0^{\xi_3} \left( a(\zeta) + i \frac{\Omega(\zeta)}{\omega} \right) d\zeta = b(\xi_3) + i \frac{\Delta(\xi_3)}{\omega} \quad (7.169)
\]

where \( \alpha \geq 1 \) and \( \Omega \geq 0 \).

The effect of this stretching on a vector propagating wave can be seen, for example, by locally expanding the wave in terms of a generalized Wilcox expansion \([43, 44]\) in terms of the coordinates \( \xi_1, \xi_2, \xi_3 \):

\[
\mathbf{E}(\xi_1, \xi_2, \xi_3) = \frac{e^{ik_0\xi_3}}{4\pi(r_1 r_2)^{1/2}} \sum_{n=0}^{+\infty} \mathbf{E}_n(\xi_1, \xi_2) \quad (7.170)
\]

where \( k_0 = \omega/c \). Note that the lowest-order term in (7.170) corresponds to the geometrical optics spreading factor for a doubly curved wavefront. By applying the mapping of (7.169) in (7.170), we arrive at

\[
\mathbf{E}(\xi_1, \xi_2, \tilde{\xi}_3) = \frac{e^{-c^{-1} \Delta(\xi_3)} e^{ik_0 b(\xi_3)}}{4\pi(\tilde{r}_1 \tilde{r}_2)^{1/2}} \sum_{n=0}^{+\infty} \mathbf{E}_n(\xi_1, \xi_2) \quad (7.171)
\]

where \( \tilde{r}_1 = r_{01} + \tilde{\xi}_3, \tilde{r}_2 = r_{02} + \tilde{\xi}_3 \), and the induced exponential decay along the normal coordinate for \( \Omega \geq 0 \) is evident. Also, if \( \alpha \geq 1 \), additional attenuation can be achieved for evanescent waves, if they exist. This is analogous to the Cartesian PML. Note also that the complex stretching on the normal coordinate preserves the transverse field distributions. Furthermore, if the original field \( \mathbf{E}(\xi_1, \xi_2, \xi_3) \) is continuous everywhere, then the analytically continued field \( \mathbf{E}(\xi_1, \xi_2, \tilde{\xi}_3) \) will also be continuous everywhere, from the continuity of \( \tilde{\xi}(\zeta) \). Boundary conditions over the PML interface are automatically preserved. However, the field in (7.171) does not obey Maxwell’s equations. Instead, the substitution of (7.169) in (7.161)–(7.168) leads to the following set of equations inside the conformal PML:

\[
\frac{1}{h_2} \left[ \frac{\partial}{\partial \xi_2} (E_3) - \frac{1}{s} \frac{\partial}{\partial \xi_3} (\tilde{b}_2 E_2) \right] - i \omega \mu H_1 = 0 \quad (7.172)
\]

\[
\frac{1}{h_1} \left[ \frac{1}{s} \frac{\partial}{\partial \xi_1} (\tilde{h}_1 E_1) - \frac{\partial}{\partial \xi_1} (E_3) \right] - i \omega \mu H_2 = 0 \quad (7.173)
\]

\[
\frac{1}{h_1 h_2} \left[ \frac{\partial}{\partial \xi_1} (\tilde{h}_2 E_2) - \frac{\partial}{\partial \xi_2} (\tilde{h}_1 E_1) \right] - i \omega \mu H_3 = 0 \quad (7.174)
\]

\[
\frac{\partial}{\partial \xi_1} (\tilde{b}_2 e E_1) + \frac{\partial}{\partial \xi_2} (\tilde{h}_2 e E_2) + \frac{1}{s} \frac{\partial}{\partial \xi_3} (\tilde{h}_1 \tilde{b}_2 e E_3) = 0 \quad (7.175)
\]
where we have used $\hat{r}_1 = r_1/r_{01}$, $\hat{r}_2 = r_2/r_{02}$ (since these metric coefficients are functions of $\xi_3$ and must be changed accordingly), $h_3 = 1$, and $\partial/\partial \xi_3 = (1/s)(\partial/\partial \xi_3)$. No sources are assumed inside the PML.

A system of differential equations first-order in time can be derived from (7.172)–(7.175) and (7.176)–(7.178) with the aid of auxiliary fields, in a manner very similar to that for cylindrical and spherical coordinates [15]. A time-stepping scheme can then be easily implemented.

We can summarize some basic properties of this new system of partial differential equations, in the case of a concave PML, as follows: (1) In the physical region (i.e., where $s = 1$), it reduces to the usual Maxwell’s equations. (2) Any closed-form field solution of the Maxwell’s equations in this general orthogonal curvilinear system can be mapped to solutions of this new system through a simple analytic continuation on the normal variable $\xi_3$ to $\tilde{\xi}_3$, as is done in the passage from (7.170) to (7.171). No reflected field is induced due to this analytic continuation (in the continuum). (3) This analytic continuation preserves the analyticity of the solutions on the upper half complex $\omega$ plane, as long as we limit ourselves to positive radii of curvature ($r_{01} > 0$ and $r_{02} > 0$) (concave or planar PML). This means that, in this case, the resultant frequency-domain solutions are still causal in terms of a real-axis Fourier inversion contour, or, equivalently, that the solutions are dynamically stable. Otherwise (nonconcave, nonplanar PML), the solutions will contain singularities in the upper half plane implying time-domain solutions that may grow unbounded, as will be discussed later.

The fact that this system of equations is not the original Maxwell’s equations is a drawback for some applications. To derive a Maxwellian conformal PML absorber, we introduce a new set of fields $\tilde{E}_i$, $\tilde{H}_i$ obtained by using the following transformations on the $E_i$, $H_i$ fields of (7.172)–(7.179): $\tilde{E}_1 = (\hat{h}_1/h_1)E_1$, $\tilde{E}_2 = (\hat{h}_2/h_2)E_2$, $\tilde{E}_3 = sE_3$, $\tilde{H}_1 = (\hat{h}_1/h_1)H_1$, $\tilde{H}_2 = (\hat{h}_2/h_2)H_2$, $\tilde{H}_3 = sH_3$.

We note that, since the factors $(\hat{h}_i/h_i)$ are continuous along the free-space/PML interface (both $r_i$ and $\xi_3$ are continuous), the original tangential fields $E_1$, $H_1$, $E_2$, $H_2$, and the transformed tangential fields $\tilde{E}_1$, $\tilde{H}_1$, $\tilde{E}_2$, $\tilde{H}_2$ obey the same set of
boundary conditions at the free-space/PML interface. Therefore, since $E_1, H_1, E_2, H_2$ are perfectly matched at this interface, $\hat{E}_1, \hat{H}_1, \hat{E}_2, \hat{H}_2$ are also perfectly matched.

Furthermore, by substituting the transformed fields into (7.172)–(7.179), we arrive at the following equations:

\[
\begin{align*}
\frac{1}{h_2} \left[ \frac{\partial}{\partial \xi_2} \tilde{E}_2 - \frac{\partial}{\partial \xi_3} \left( h_2 \tilde{E}_2 \right) \right] - i \omega \mu \left( \frac{sh_1 h_2}{h_1 h_2} \right) \tilde{H}_1 &= 0 \\
\frac{1}{h_1} \left[ \frac{\partial}{\partial \xi_3} \left( h_1 \tilde{E}_1 \right) - \frac{\partial}{\partial \xi_1} \tilde{E}_3 \right] - i \omega \mu \left( \frac{\tilde{h}_1 h_2}{h_1 h_2} \right) \tilde{H}_2 &= 0 \\
\frac{1}{h_1 h_2} \left[ \frac{\partial}{\partial \xi_1} \left( h_2 \tilde{E}_2 \right) - \frac{\partial}{\partial \xi_2} \left( h_1 \tilde{E}_1 \right) \right] - i \omega \mu \left( \frac{\tilde{h}_1 h_2}{sh_1 h_2} \right) \tilde{H}_3 &= 0
\end{align*}
\]

\[
\begin{align*}
\frac{\partial}{\partial \xi_1} \left[ h_2 \varepsilon \left( \frac{sh_1 h_2}{h_1 h_2} \right) \tilde{E}_1 \right] + \frac{\partial}{\partial \xi_2} \left[ h_1 \varepsilon \left( \frac{\tilde{h}_1 h_2}{h_1 h_2} \right) \tilde{E}_2 \right] + \frac{\partial}{\partial \xi_3} \left[ h_1 h_2 \varepsilon \left( \frac{\tilde{h}_1 h_2}{sh_1 h_2} \right) \tilde{E}_3 \right] &= 0 \\
\frac{1}{h_2} \left[ \frac{\partial}{\partial \xi_2} \tilde{H}_3 - \frac{\partial}{\partial \xi_3} \left( h_2 \tilde{H}_2 \right) \right] + i \omega \varepsilon \left( \frac{sh_1 h_2}{h_1 h_2} \right) \tilde{E}_1 &= 0 \\
\frac{1}{h_1} \left[ \frac{\partial}{\partial \xi_3} \left( h_1 \tilde{H}_1 \right) - \frac{\partial}{\partial \xi_1} \tilde{H}_3 \right] + i \omega \varepsilon \left( \frac{\tilde{h}_1 h_2}{h_1 h_2} \right) \tilde{E}_2 &= 0 \\
\frac{1}{h_1 h_2} \left[ \frac{\partial}{\partial \xi_1} \left( h_2 \tilde{H}_2 \right) - \frac{\partial}{\partial \xi_2} \left( h_1 \tilde{H}_1 \right) \right] + i \omega \varepsilon \left( \frac{\tilde{h}_1 h_2}{sh_1 h_2} \right) \tilde{E}_3 &= 0 \\
\frac{\partial}{\partial \xi_1} \left[ h_2 \mu \left( \frac{sh_1 h_2}{h_1 h_2} \right) \tilde{H}_1 \right] + \frac{\partial}{\partial \xi_2} \left[ h_1 \mu \left( \frac{\tilde{h}_1 h_2}{h_1 h_2} \right) \tilde{H}_2 \right] + \frac{\partial}{\partial \xi_3} \left[ h_1 h_2 \mu \left( \frac{\tilde{h}_1 h_2}{sh_1 h_2} \right) \tilde{H}_3 \right] &= 0
\end{align*}
\]

A careful look at (7.180)–(7.187) reveals that they are just the Maxwell’s equations on the original orthogonal curvilinear coordinates system of (7.161)–(7.168) characterized by the (real) metric $g_{ij} = g_{ij}\delta_{ij}$ with $g_{ii} = h_i^2$, $i = 1, 2, 3$, and $h_3 = 1$, but now for an *anisotropic* medium, whose constitutive parameters are given by $\mu = \mu \bar{\mathbf{x}}$ and $\varepsilon = \varepsilon \overline{\mathbf{x}}$, with

\[
\bar{\mathbf{x}} = \hat{\mathbf{i}}_1 \hat{\mathbf{i}}_1 \left( \frac{sh_1 h_2}{h_1 h_2} \right) + \hat{\mathbf{i}}_2 \hat{\mathbf{i}}_2 \left( \frac{\tilde{h}_1 h_2}{h_1 h_2} \right) + \hat{n} \hat{n} \left( \frac{\tilde{h}_1 h_2}{sh_1 h_2} \right)
\]

The significance of this result is that it is possible to achieve reflectionless absorption of electromagnetic waves incident on a smooth, concave surface having anisotropic
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constitutive tensors given by (7.188), depending on the local principal radii of curvatures. Note that since (7.188) is a formula of a constitutive parameter, it is independent of any coordinate system (even though we have used a particular one to derive it). This simply means that, given a concave surface termination (as viewed from inside the computational domain), we can represent this anisotropic conformal PML in any coordinate system, by expressing the local radii of curvature and the normal stretching as functions of the new coordinates.

An interesting point to observe is the local interplay between the physics of the medium and the geometry, as the (local) constitutive parameters depend on the (local) geometry of the termination.

The previously derived Cartesian, cylindrical, and spherical Maxwellian PMLs are just special cases of the above. The Cartesian PML is obtained by setting \( r_{01} = r_{02} = \infty \), so that \( \hat{h}_1 = \hat{h}_2 = 1 \). Furthermore, if \( \hat{t}_1 = \hat{x} \) and \( \hat{t}_2 = \hat{y} \), then \( \hat{n} = \hat{z} \), and \( s = s_z(z) \) for attenuation in the \( z \) direction. Since \( \mathbf{X}_z(z) \) is a function of \( z \) only, we can combine it with subsequent stretchings in the \( x \) and \( y \) directions (for corner regions).

The cylindrical PML is obtained by setting \( r_{01} = \infty, r_{02} = \rho \), so that \( \hat{h}_1 / h_1 = 1, \) and \( \hat{h}_2 / h_2 = \hat{\rho} / \rho \). Furthermore, \( \hat{t}_1 = \hat{\phi}, \hat{t}_2 = \hat{z}, \hat{n} = \hat{\rho}, \) and \( s = s_\rho(\rho) \) for attenuation in the \( \rho \) direction. Since \( \mathbf{X}_\rho(\rho) \) is a function of \( \rho \) only, we can combine it with a subsequent stretching (Cartesian) on the \( z \) direction (orthogonal to \( \rho \) everywhere) also.

The spherical PML is obtained by setting \( r_{01} = r_{02} = r \), so that \( \hat{h}_1 / h_1 = \hat{h}_2 / h_2 = \hat{r} / r \). Furthermore, \( \hat{t}_1 = \hat{\theta}, \hat{t}_2 = \hat{\phi}, \hat{n} = \hat{r}, \) and \( s = s_r(r) \) for attenuation in the \( r \) direction.

In the following of this section, we review results of the FDTD simulations on conformal (body-fitted) grids employing the conformal PML on the outer grid termination [45].

Figure 7.5 depicts three examples of grids where the application of a conformal PML is advantageous. These grids are employed to reduce the FDTD staircasing error around curved objects. The first grid is for a circular cylinder, the second one for an elliptical cylinder with eccentricity \( e \), and the third one for a NACA 4415 airfoil.

In these examples, a two-layered hyperbolic grid generation technique is used to achieve good orthogonality properties in the PML region (the conformal PML assumes exact orthogonality of the coordinate system) [45].

Figure 7.6 shows the reflection error from these three grid systems when employing a conformal PML on the five outermost cells of the grids. The errors are measured along a contour where the transverse coordinate is constant so that the local variation in the reflection error can be observed. The results show a very low reflection error, below \(-40 \text{ dB}\) over most of the angular span for a five-cell thick PML. As expected, the circular PML does not produce angular variations on its reflection level (reduces to the cylindrical PML discussed before). The angular variation of the reflection error
Figure 7.5  Body-fitted grids generated using a hyperbolic grid generation technique. The conformal PML comprises the 5 outermost cells: (a) circular cylinder; (b) elliptical cylinder; (c) NACA 4415 airfoil. (Source: [45], © 1999, IEEE. Reprinted with permission.)
of the PML for the other cases can be attributed to two major sources. The first is the deviation from a true orthogonal coordinate system caused by numerical limitations on the grid generation algorithm and the second is the error in the (numerical) computation of the local radius of curvature. These limitations are not present in the Cartesian, cylindrical, and spherical PMLs (global orthogonal coordinate systems).

### 7.8 Stability Issues

One of the desirable properties of the artificial PML media in Cartesian or curvilinear coordinates is that they should retain the causality conditions observed by the original Maxwell’s equations. This naturally leads to the study of the analytic properties on the complex $\omega$ plane of either the PML constitutive tensor parameters (in the case of the Maxwellian PML), or the complex-space Green’s functions (in the case of the complex-space PML).

In this section, we study these analytic properties for the various coordinate system PMLs: Cartesian, cylindrical, and spherical [30]. The discussion is centered on the spectral properties of these PMLs. Therefore, the conclusions do not depend on the peculiarities of the time-domain implementation (e.g., whether or not it utilizes field-splitting), but have consequences on any time-domain implementation. In particular,
we point out conditions under which causality is violated in the sense of a real-axis inverse Fourier contour and the consequences of this fact for the dynamic stability of the PML-FDTD simulations. The conclusions have an impact on the design of PMLs for FDTD simulations and on the use of PMLs as a physical basis for engineered artificial absorbers.

We first examine the connection between violation of causality in the sense of a real-axis Fourier inversion contour and the dynamic stability of the FDTD algorithm. The discussion is centered on the analytical properties of the $\mathbf{\varepsilon}(\omega)$ tensor. For brevity, we restrict our attention to the electric field constitutive relation. By invoking the duality principle [4], all conclusions below also apply to the magnetic case.

In the frequency domain, the electric field constitutive relation is written as

$$\mathbf{D}(\omega) = \mathbf{\varepsilon}(\omega) \cdot \mathbf{E}(\omega)$$  \hspace{1cm} (7.189)

where $\mathbf{\varepsilon}$ is the $3 \times 3$ permittivity tensor. In the time domain, (7.189) becomes

$$\mathbf{D}(t) = \int_{-\infty}^{\infty} \mathbf{\varepsilon}(\tau) \cdot \mathbf{E}(t - \tau) d\tau$$  \hspace{1cm} (7.190)

Invoking causality, we have $\mathbf{\varepsilon}(t) = 0$ for $t < 0$. By writing

$$\mathbf{\varepsilon}(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} [\mathbf{\varepsilon}(\omega) - \mathbf{\varepsilon}(\infty)] e^{-i\omega t} d\omega + \delta(t)\mathbf{\varepsilon}(\infty)$$  \hspace{1cm} (7.191)

where $\mathbf{\varepsilon}(\infty)$ is a real-valued constant tensor and the integration is along the real axis, it is possible to show [46–48] that the condition $\mathbf{\varepsilon}(t) = 0$ for $t < 0$ implies that the integrand in (7.191) must be analytic (holomorphic) in the upper half-plane. Zeros are also forbidden on the upper half-plane (for a detailed discussion of the connection between causality and the analytic properties of the $\mathbf{\varepsilon}(\infty)$ tensor, see [46]). We note here that when we refer to causality in the sense of a real-axis Fourier inversion contour, we are restricting ourselves to a primitive causality condition, as defined in [48]. The term causality also appears in other contexts. For instance, it is sometimes used to refer to a relativistic causality condition.

When $\mathbf{\varepsilon}(\omega)$ is not analytic in the upper half-plane, causality can still be preserved, provided that the Fourier inversion contour is taken above any singularities [4]. In this case, the medium will behave as an active medium and its response will not be dynamically stable anymore. The definition of a dynamically stable system adopted here is such that all its eigenfunctions approach zero as $t \to \infty$ (asymptotically stable) or remain bounded as $t \to \infty$ (marginally stable). In FDTD simulations, the fields assume a causal behavior by the very nature of the method (explicit time-stepping scheme), regardless of the analytic properties on the frequency domain. This means that the Fourier inversion contour should always be taken above any singularities [4]. Therefore, following the discussion of the previous paragraph, violation of causality in the sense of real $\omega$ axis Fourier inversion contour implies a dynamically unstable FDTD method.
Note that the dynamic stability criterion is distinct from two other stability criteria:

(1) The stability criterion incurred by a particular numerical discretization scheme. For a dynamically unstable system, no convergent numerical discretization scheme prevents the solutions from growing unbounded. For a further discussion of this aspect, see [49]. Note, however, that the definition of dynamic stability in [49] is slightly different from that adopted here, and the anisotropic PML constitutive parameters considered there are frequency independent.

(2) The stability criterion incurred by a particular field-splitting of Maxwell’s equations in the PML. It is known that the field-splitting induces a weak well-posedness on the resulting system of partial differential equations [50]. Although such weak well-posedness is also a characteristic of the equations at the continuum level, we should stress that it is a distinct property from the dynamic stability issue discussed here. The discussion here is centered on spectral characteristics of the PML equations and do not depend on the particular field-splitting scheme (if any) employed in the time-domain implementation of the PML.

When $\varepsilon(\omega)$ is analytic on the upper half $\omega$ plane, it can also be defined via the general time-domain relationship between $\mathbf{E}(t)$ and $\mathbf{D}(t)$:

$$\mathbf{D}(t) = \varepsilon(\infty) \cdot \mathbf{E}(t) + \int_0^{\infty} \varepsilon(\tau) \cdot \mathbf{E}(t - \tau) d\tau$$  \hspace{1cm} (7.192)

which is a particular case of (7.190), through

$$\varepsilon(\omega) = \varepsilon(\infty) + \int_0^{\infty} \varepsilon(\tau)e^{i\omega\tau} d\tau$$  \hspace{1cm} (7.193)

We immediately see that, if the function $\varepsilon(t)$ (generalized time-domain complex susceptibility kernel) is finite throughout the range of integration, the above integral converges in the upper half-plane (real axis excluded); therefore, $\varepsilon(\omega)$ is properly defined. In some instances, the integral in (7.193) diverges for $\omega$ on the real axis or in the lower half-plane, and the definition (7.193) is invalid at these points. However, the function $\varepsilon(\omega)$ can still be defined as the analytic continuation of (7.193) from the upper half-plane. It will, in general, contain singularities in the lower half-plane. This is the case, for instance, for an isotropic medium with static conductivity, where the complex dielectric constant is usually written for real frequencies as the analytic continuation of (7.193) containing a pole at the origin

$$\epsilon(r, \omega) = \epsilon_0 \left[ \epsilon_D(r) + \frac{i\sigma(r)}{\omega\epsilon_0} \right]$$  \hspace{1cm} (7.194)

A useful test for the violation of causality for the Maxwellian PML formulation is to check if the resultant frequency-domain constitutive tensors $\varepsilon(\mathbf{r}, \omega) = \epsilon(\mathbf{r}, \omega)$ and $\mu(\mathbf{r}, \omega) = \mu(\mathbf{r}, \omega)$ satisfy the Kramers-Kronig relations along with the crossing relation $\epsilon(\mathbf{r}, \omega) = \mu(\mathbf{r}, -\omega^*)$ (the star denotes complex conjugation). This should also be true for their inverses $\varepsilon(\mathbf{r}, \omega)^{-1}$ and $\mu(\mathbf{r}, \omega)^{-1}$ [33].
7.8.1 Cartesian PML Analysis

The Cartesian PML constitutive tensor \( \mathbf{\Lambda}(\mathbf{r}, \omega) \) is given by

\[
\mathbf{\Lambda}(\mathbf{r}, \omega) = \hat{x} \hat{x} \left( \frac{s_x s_y}{\delta_x} \right) + \hat{y} \hat{y} \left( \frac{s_x s_y}{\delta_y} \right) + \hat{z} \hat{z} \left( \frac{s_x s_y}{\delta_z} \right)
\]  

(7.195)

where

\[
s_c(\zeta, \omega) = a_c(\zeta) + i \frac{\Omega_c(\zeta)}{\omega}
\]  

(7.196)

and \( a_c(\zeta) \geq 1, \Omega_c(\zeta) \geq 0, \zeta = x, y, z \). Note that (7.196) resembles the expression of a complex dielectric constant of a conductive medium. The tensor in (7.195) is just the product of three simpler, \( 3 \times 3 \) uniaxial tensors:

\[
\mathbf{\Lambda}(\mathbf{r}, \omega) = \mathbf{\Lambda}_x(x, \omega) \cdot \mathbf{\Lambda}_y(y, \omega) \cdot \mathbf{\Lambda}_z(z, \omega)
\]  

(7.197)

with

\[
\mathbf{\Lambda}_x = \hat{x} \hat{x} \left( \frac{1}{\delta_x} \right) + (\mathbf{I} - \hat{x} \hat{x}) s_x
\]  

(7.198)

and analogously for \( \mathbf{\Lambda}_y(y, \omega) \) and \( \mathbf{\Lambda}_z(z, \omega) \). In order for \( \mathbf{\Lambda}(\mathbf{r}, \omega) \) to satisfy causality, each of the \( \mathbf{\Lambda}_c(\zeta, \omega) \) tensors must satisfy it individually (there are no pole-zero cancellations). Since \( \mathbf{\Lambda}_c(\zeta, \omega) \) and \( \mathbf{\Lambda}_c(\zeta, \omega)^{-1} \) are directly dependent on \( 1/s_c \) and \( s_c \), Kramers-Kronig relations must be satisfied by these functions individually. Kramers-Kronig relations are a consequence of the application of the Cauchy’s theorem to the function \( \mathcal{E}(\omega) - \mathcal{E}(\infty) \) in the upper half-plane. When presented in their usual form [4], the analyticity of \( \mathcal{E}(\omega) - \mathcal{E}(\infty) \) over the entire real axis is implicitly assumed. However, this is not the case, for instance, with conductive media, in which the complex dielectric constant has a term \( i \sigma/\omega \epsilon_0 \) and therefore has a pole singularity present at \( \omega = 0 \). The Kramers-Kronig relations for conductive-like media must be properly modified to account for the deformation of the closed contour in the Cauchy’s theorem to avoid the pole at the origin by means of an infinitesimal semicircle above it. In this more general form, the Kramers-Kronig relations read as [51]

\[
\mathcal{E}_r(\omega) - \mathcal{E}(\infty) = \frac{1}{\pi} PV \int_{-\infty}^{+\infty} \frac{\mathcal{E}'(\omega') - \mathcal{E}(\infty)}{\omega' - \omega} d\omega'
\]  

(7.199)

\[
\mathcal{E}_i(\omega) = -\frac{1}{\pi} PV \int_{-\infty}^{+\infty} \frac{\mathcal{E}'(\omega') - \mathcal{E}(\infty)}{\omega' - \omega} d\omega' + i \mathcal{E}(\infty)
\]  

(7.200)

where \( \mathcal{E}_r(\omega) \) and \( \mathcal{E}_i(\omega) \) are the real and imaginary parts of \( \mathcal{E}(\omega) \), \( PV \) denotes the Cauchy principal value, and the integrals are carried out along the real axis. The \( \mathcal{E}_r(\omega) \) and \( \mathcal{E}_i(\omega) \) are to be interpreted as the limiting values as \( \omega \) approaches the real axis from above. The last term in (7.200) is the pole contribution at the origin and represents the modification from the usual Kramers-Kronig relations. Whenever
the stretching variables $s_\zeta$ are defined as having a pole at $\omega = 0$ as in (7.196), the Kramers-Kronig relations to be used are as in (7.199) and (7.200). To apply relations (7.199) and (7.200) to the expression (7.196), the following immediate identifications are made:

\[
\begin{align*}
\mathfrak{e}_r(\omega) &\rightarrow a_\zeta \\
\mathfrak{e}(\infty) &\rightarrow a_\zeta \\
\mathfrak{e}_i(\omega) &\rightarrow \Omega_\zeta/\omega
\end{align*}
\]

so that (7.199) and (7.200) become

\[
0 = \frac{1}{\pi} P V \int_{-\infty}^{+\infty} \frac{\Omega_\zeta}{\omega' (\omega' - \omega)} d\omega'
\]

(7.204)

\[
\Omega_\zeta/\omega = 0 + \Omega_\zeta/\omega
\]

(7.205)

We see immediately that (7.205) verifies (7.204). Equation (7.205) also verifies (7.200) since

\[
\frac{1}{\pi} P V \int_{-\infty}^{+\infty} \frac{\Omega_\zeta}{\omega' (\omega' - \omega)} d\omega' = \pi \Omega_\zeta \delta(\omega)
\]

(7.206)

and thus (7.204) is true in the upper half-plane. As a result, expression (7.196) obeys the Kramers-Kronig relations, being causal in the sense previously stated. The fact that in the real axis we get a Dirac delta function in (7.206) is related to the divergence of the integral in (7.193) for real $\omega$. Equation (7.196) does not include the Dirac delta function since it must be treated as an analytic continuation from the upper half-plane expression, in a similar fashion as in (7.194). Such conclusions should be expected from the resemblance of (7.196) to the complex dielectric constant of a conductive medium. Indeed, given a general field relationship in the frequency domain,

\[
\psi'(\omega) = s_\zeta(\omega) \chi(\omega) = \left( a_\zeta + i \frac{\Omega_\zeta}{\omega} \right) \chi(\omega)
\]

(7.207)

means having, in the time domain,

\[
\psi(t) = a_\zeta \chi(t) + \Omega_\zeta \int_{-\infty}^{t} \chi(\tau) d\tau
\]

(7.208)

where causality and (marginal) stability are evident.

It is a simple exercise to verify that, if $a_\zeta \geq 1$ and $\Omega_\zeta \geq 0$, the function $1/s_\zeta$ also satisfies the Kramers-Kronig relations. In this case, since there are no singularities present on the real axis, the usual form of Kramers-Kronig relations can be used.

In summary, the Cartesian anisotropic PML medium with frequency dependence given by (7.196) is causal in the sense of real-axis Fourier inversion contour, and no dynamic instability should be expected.
For the complex-space PML formulation, the most direct route to investigate the dynamic stability of the Cartesian PML is to simply write down the frequency-domain closed-form field solutions (or the Green’s functions) for the modified Maxwell’s equations inside the PML and study its analytical behavior in the complex \( \omega \) plane. This is because the solutions of the modified Maxwell’s equations inside the PML are just the analytic continuation to complex space of the closed-form solutions of the ordinary Maxwell’s equations. We shall illustrate this with a simple example.

We take the 2D Green’s function \( g(\rho, \rho') \) for a cavity enclosed by perfectly electrically conducting (PEC) walls at \( x = \pm d_x, y = \pm d_y \) (which can be thought of as the FDTD computational domain when using hard boundary conditions), which is written as

\[
g(\rho, \rho') = g(x, y, x', y') = \sum_{m=0}^{+\infty} \sum_{n=0}^{+\infty} \frac{Z_{mx}(x')Z_{ny}(y')Z_{mx}(x)Z_{ny}(y)}{\omega^2 \mu \epsilon - \left( \frac{m \pi}{d_x} \right)^2 - \left( \frac{n \pi}{d_y} \right)^2} \tag{7.209}
\]

for \(-d_x < x < d_x, -d_y < y < d_y\), where

\[
Z_{\rho \zeta}(\zeta) = \frac{1}{\sqrt{d_\zeta}} \sin \left[ k_{\rho \zeta} (\zeta + d_\zeta) \right] \tag{7.210}
\]

\(k_{\rho \zeta} = p \pi / (2d_\zeta), p = m, n, \zeta = x, y\). By inserting a Cartesian PML before the box walls, \( g(\rho, \rho') \) will be analytically continued to the complex plane through the following mapping of the coordinates:

\[
\zeta \rightarrow \zeta' = \zeta_0 + \int_{\zeta_0}^{\zeta'} s_\zeta(\zeta')d\zeta' = \zeta_0 + \int_{\zeta_0}^{\zeta'} \left( a_\zeta + i \frac{\Omega_\zeta}{\omega} \right) = b_\zeta(\zeta) + i \frac{\Delta_\zeta(\zeta)}{\omega} \tag{7.211}
\]

where \(\zeta_0\) is on the physical (real) space and \(a_\zeta = 1, \Omega_\zeta = 0\) in the physical space. From (7.211), we see that the boundaries of the box are complex-valued inside a PML layer, \(d_x \rightarrow d_x, d_y \rightarrow d_y\), and, because of this, the reflection coefficient can be made very small. The function in (7.209) has an infinite number of poles located along the real \( \omega \) axis (natural frequencies of the cavity). With the mapping given by (7.211), these poles are translated to the roots of the equation:

\[
\omega^2 \mu \epsilon = \left( \frac{m \pi / 2}{b_x(d_x) + i \Delta_x(d_x) \omega} \right)^2 + \left( \frac{n \pi / 2}{b_y(d_y) + i \Delta_y(d_y) \omega} \right)^2 \tag{7.212}
\]

which are always located on the real axis or lower half-plane for \(a_\zeta \geq 1\) and \(\Omega_\zeta \geq 0\).

In addition to this, it should be noted that \(\sin \zeta\) is an entire function (no poles) and that the branch points induced by the \(1/\sqrt{d_\zeta}\) factors in (7.210) (which give rise to simple poles in (7.212) for this 2D case) are also on the lower half-plane. Consequently, the resultant PML Green’s function is also analytic over the entire upper half \( \omega \) plane, and causality in the sense of real-axis Fourier inversion contour...
is preserved. This is true for any observation point \((x, y)\) inside the physical or PML domains. A similar situation occurs in the 3D case. Consequently, and similarly to the Maxwellian PML, the complex-space PML in Cartesian coordinates is dynamically stable.

### 7.8.2 Cylindrical PML Analysis

For brevity, the discussion for the cylindrical PML stability will focus only on those aspects differing from the previous analysis of the Cartesian case.

In cylindrical coordinates, the constitutive tensor \(\bm{\mathcal{X}}(\rho, z; \omega)\) for the anisotropic PML formulation is given by

\[
\bm{\mathcal{X}}(\rho, z; \omega) = \hat{\rho} \hat{\phi} \left( \frac{s_\phi s_z}{s_\rho} \right) + \hat{\phi} s_\rho \left( \frac{s_z s_\rho}{s_\phi} \right) + \hat{z} \hat{z} \left( \frac{s_\phi s_\rho}{s_z} \right)
\]  

(7.213)

In the above, \(s_\rho\) and \(s_z\) are the stretching parameters in the \(\rho\) and \(z\) directions. The variable \(s_\phi\) on the other hand is defined as

\[
s_\phi(\rho, \omega) = \frac{\hat{\rho}}{\rho} = \frac{1}{\rho} \left( \rho_0 + \int_{\rho_0}^{\rho} s_\rho(\rho')d\rho' \right) = \frac{1}{\rho} \left( b_\phi(\rho) + i \frac{\Delta_\phi(\rho)}{\omega} \right)
\]

(7.214)

It can be seen as a “pseudo-stretching” parameter in the \(\phi\) coordinate that accounts for the modification in the metric coefficient after the stretching in the \(\rho\) direction. Moreover, \(\rho_0\) is a reference radius in the physical (real) space and \(a_\rho = 1, \Omega_\rho = 0\) in the physical space. The tensor in (7.213) can also be written as the product of three simpler, \(3 \times 3\) uniaxial tensors:

\[
\bm{\mathcal{X}}(\rho, z; \omega) = \bm{\mathcal{X}}_\rho(\rho, \omega) \cdot \bm{\mathcal{X}}_\phi(\rho, \omega) \cdot \bm{\mathcal{X}}_z(z, \omega)
\]

(7.215)

with

\[
\bm{\mathcal{X}}_\rho = \hat{\rho} \hat{\rho} \left( \frac{1}{s_\rho} \right) + \left( \hat{\rho} \hat{\rho} \right) s_\rho
\]

(7.216)

and analogously for \(\bm{\mathcal{X}}_\phi(\rho, \omega)\) and \(\bm{\mathcal{X}}_z(z, \omega)\). In order for \(\bm{\mathcal{X}}(\rho, z; \omega)\) to satisfy causality, each of the tensors in (7.216) must satisfy it individually. Since the tensors \(\bm{\mathcal{X}}_\rho\) and \(\bm{\mathcal{X}}_z\) have the same analytical properties of the Cartesian PML tensors studied before, we shall limit ourselves to study the analytical properties of the \(\bm{\mathcal{X}}_\phi(\rho, \omega)\) tensor. The frequency dependence of \(\bm{\mathcal{X}}_\phi(\rho, \omega)\) (and \(\bm{\mathcal{X}}_\phi(\rho, \omega)^{-1}\)) is determined by \(s_\phi\) and \(1/s_\phi\), and therefore we must focus our attention on these factors (dependence on the “pseudo-stretching”) and the amount by which they differ from the Cartesian case. Again, to ensure causality in the sense of a real-axis Fourier inversion contour for \(\bm{\mathcal{X}}_\phi(\rho, \omega)\), we must ensure (necessary condition) that there are no poles due to \(s_\phi\) or \(1/s_\phi\) above the real axis. For \(s_\phi\), this is evident, as the only pole is at \(\omega = 0\), and it can be shown that this function satisfies the Kramers-Kronig relations. However,
a major difference arises in the angular factor $1/s_{\phi}$. It is due to the fact that the factor $\Delta_\rho$ in the imaginary part of $s_{\phi}$ may, at certain instances, be negative. This is in contrast to the corresponding $\sigma$ factors in the imaginary part of $s_x$, $s_y$, $s_z$, or $s_p$, which are also chosen to be positive to achieve absorption. Due to the fact that $\Omega_\rho$ is positive, when used in (7.214) for a concave cylindrical PML (at the outer boundary), we will still have $\Delta_\rho > 0$. But for a convex cylindrical PML (inner boundary), we have $\Delta_\rho < 0$, as the integral in (7.214) is carried over decreasing values of $\rho$. The net effect of this is that the factor $/BD$ may, at certain instances, be negative. This is in contrast to the corresponding $/AQ$ factors in the imaginary part of $/D7$, $/DC$, $/DD$, or $/DE$, or $/AQ$, which are also chosen to be positive to achieve absorption. Due to the fact that $/AQ$ is positive, when used in (7.214) for a concave cylindrical PML (at the outer boundary), we will still have $/AQ$. But for a convex cylindrical PML (inner boundary), we have $/AQ$, as the integral in (7.214) is carried over decreasing values of $/AQ$. The net effect of this is that the factor $/BD$ will then have poles in the upper half-plane, and the resultant $/A3$ will be noncausal in the sense of real-axis Fourier inversion contour. Consequently, we should expect dynamic instability on FDTD simulations when employing a convex PML on cylindrical coordinates. Note that we may enforce $/AQ$ on convex surfaces if we choose $/AQ$ at the convex PML. However, in this case, it would be the factor $/BD$ which would give rise to singularities in the upper half-plane. This is also related to the fact that, in order to have absorption in the radial direction, $\Omega_\rho$ has to be positive, irrespective of the concave or convex geometry.

Such dynamically unstable behavior can also be expected from a direct analysis of the properties of the formal complex-space Green’s functions of the cylindrical PML.

For example, the 2D Green’s function for a point source at $(\rho', \phi')$ inside a PEC cylinder of radius $a$ is given by

$$g(\rho, \phi; \rho', \phi') = \frac{i}{4} H_0^{(1)}(k|\rho - \rho'|) - \frac{i}{4} \sum_{n=-\infty}^{+\infty} J_n(kp) \frac{J_n(kp') H_1^{(1)}(ka)}{J_n(ka)} e^{i n (\phi - \phi')}$$

(7.217)

so that, when backed by a concave cylindrical PML, the field is analytically continued to

$$g(\rho, \phi; \rho', \phi') = \frac{i}{4} H_0^{(1)}(k|\rho - \rho'|) - \frac{i}{4} \sum_{n=-\infty}^{+\infty} J_n(k\tilde{\rho}) \frac{J_n(k\tilde{\rho}') H_1^{(1)}(k\tilde{a})}{J_n(k\tilde{a})} e^{i n (\phi - \phi')}$$

(7.218)

where $\tilde{\rho}$. Note that $\tilde{a}$ is also complex-valued. As discussed in Section 7.7, the effect of the cylindrical PML is to make the reflected field (summation term) in the expression above exponentially small. Furthermore, this analytic continuation preserves the analyticity on the upper half-plane of the resultant field in (7.218). This is because the singularities in (7.217) are due to branch points (located on the real axis) of the $H_n^{(1)}(\cdot)$, and zeros of the denominator functions $J_n(\cdot)$ (all on the real axis). When $\rho \to \tilde{\rho}$ have a positive imaginary part $\Delta_\rho > 0$, all singularities are translated down
to the lower half \( \omega \) plane, so that the upper half-plane is kept free of any singularity in the resultant expression (7.218).

In contrast, the 2D Green’s function for a point source at \((\rho', \phi')\) located outside a perfectly conducting cylinder of radius \(a\) is given by

\[
g(\mathbf{r}, \mathbf{r}') = g(\rho, \phi, \rho', \phi') = \frac{i}{4} J_{0}^{(1)}(k|\rho - \rho'|) - \frac{i}{4} \sum_{m=-\infty}^{+\infty} H_{m}^{(1)}(kp) \frac{H_{m}^{(1)}(k\rho')}{H_{m}^{(1)}(ka)} J_{m}(k\rho) e^{-im(\phi - \phi')}
\]

(7.219)

so that the solution when the perfectly conducting cylinder is “coated” by a convex cylindrical PML is given by the analytic continued expression

\[
g(\mathbf{r}, \mathbf{r}') = g(\tilde{\rho}, \tilde{\phi}, \rho', \phi') = \frac{i}{4} H_{0}^{(1)}(k|\tilde{\rho} - \rho'|) - \frac{i}{4} \sum_{m=-\infty}^{+\infty} H_{m}^{(1)}(k\tilde{\rho}) \frac{H_{m}^{(1)}(k\rho')}{H_{m}^{(1)}(k\tilde{\rho})} J_{m}(k\rho) e^{-im(\phi - \phi')}
\]

(7.220)

This analytic continuation does not preserve analyticity in the upper half-plane as the variable \(\tilde{\rho}\) now has \(\Delta_{\rho} < 0\). The zeros of the denominator functions \(H_{m}^{(1)}(\cdot)\) located in the lower half-plane (see illustration in Figure 7.7) are translated upwards in the complex \(\omega\) plane and will eventually appear as poles on the upper half-plane of reflected field terms in (7.220) [30]. Branch points of the \(H_{m}^{(1)}(\cdot)\) functions on the real axis will also eventually be translated to the upper half-plane. The lack of analyticity on the upper half-plane makes these solutions grow unbounded in the time domain (dynamically unstable behavior).

For generality, we have been focusing on the spectral analysis, but from an analysis of the resulting PML equations in the time domain, it is observed that the unstable behavior is usually associated with update equations involving the angular \(\phi\) derivatives. This can be seen as a consequence of the way the stretched differential arc lengths behave under stretching for the convex and concave situations. Although the stretched differential arc lengths \(d\tilde{z} = s_{z}dz\) and \(d\tilde{\rho} = s_{\rho}d\rho\) have positive imaginary parts for both the convex and concave cases, resulting in attenuation for \(z\) and \(\rho\) directions in both cases, the stretched angular arclength \(\tilde{\rho}d\tilde{\rho}\) has a positive imaginary part for the concave PML and a negative imaginary part for the convex part. The resultant effect, in the concave PML case, is a complex “stretching” on the angular coordinate, but translates, in the convex PML case, to a “squeezing” on the angular coordinate.

To illustrate the previous discussion, a numerical result of cylindrical grid FDTD simulations with convex and concave cylindrical PML is presented, corresponding to Configurations A and B of Figure 7.8.
Figure 7.7 Contour map of the magnitude of the function $H_{1}^{(1)}(z)$ on the complex plane. Darker regions represent smaller values. The zeros on the lower half-plane and the branch cut on the negative real axis are clearly visible. (Source: [30], ©1999, IEEE. Reprinted with permission.)

Figure 7.9 shows the normalized $E_\zeta$ field from a line source radiating in the presence of a perfectly conducting circular cylinder and computed using a cylindrical grid 2D PML-FDTD algorithm. The line source is located at $(r, \phi) = (4.25\lambda_\varepsilon, 0^0)$ and the field is sampled at $(r, \phi) = (3.75\lambda_\varepsilon, 0^0)$, where $\lambda_\varepsilon$ is the (free-space) wavelength corresponding to the central frequency of the excitation pulse. The interior conducting cylinder is centered at the origin $\rho = 0$ and has a radius $\alpha = \lambda_\varepsilon$. The excitation pulse is the first derivative of the Blackman-Harris pulse with central frequency $f_c = 300$ MHz.

The cylindrical grid is terminated at $r = 5\lambda_\varepsilon$, where a hard boundary condition is set ($E_\zeta = 0$). In all simulations, the FDTD algorithm includes an eight-layer concave cylindrical PML region before the grid termination (at the outer boundary). The solid line in Figure 7.9 shows the result when using only a concave cylindrical PML before the outer boundary. This corresponds to the Configuration A depicted in Figure 7.8. Both the direct pulse and the nonspurious reflected pulse due to the inner perfect conducting cylinder are visible. No spurious reflections due to the outer boundary are visible. The dotted line is the result of the simulation when an eight-layer convex cylindrical PML is placed around the inner cylinder. This corresponds...
to Configuration B depicted in Figure 7.8. The same value of $\sigma_{p,m,\rho}$ is used for the concave and convex PML in this case. A reflected wave from the (PML-coated) inner cylinder is nonetheless present and, more importantly, the instability of the resultant FDTD algorithm in this case is dramatic and occurs soon after the wave reaches the convex PML (early-time effect).

### 7.8.3 Spherical PML Analysis

In this section, we examine the causality and dynamic stability of the spherical PML. The focus is on those aspects that differ from the previous cases.
In the spherical system, the constitutive tensor $\mathbf{X}(r; \omega)$ for the Maxwellian PML formulation is given by

$$\mathbf{X}(r; \omega) = \hat{r} \hat{r} \left( \frac{s_\theta s_\phi}{s_r} \right) + \hat{\theta} \hat{\theta} \left( \frac{s_\phi s_r}{s_\theta} \right) + \hat{\phi} \hat{\phi} \left( \frac{s_\phi s_\theta}{s_\phi} \right)$$

(7.221)

In the above, $s_r$ is the stretching parameter in the $r$ direction, $s_r(r, \omega) = a_r(r) + i \frac{\Omega_r(r)}{\omega}$, with $a_r \geq 1$ and $\Omega_r \geq 0$. The variables $s_\theta$ and $s_\phi$ are “pseudo-stretching” parameters in the $\theta$ and $\phi$ angular coordinates that account for the modification in the metric coefficient after the stretching in the $r$ direction

$$s_\theta(r, \omega) = s_\phi(r, \omega) = \frac{\hat{r}}{r} = \frac{1}{r} \left( r_0 + \int_{r_0}^{r} s_r(r') dr' \right) = \frac{1}{r} \left( b_r(r) + i \frac{\Delta_r(r)}{\omega} \right)$$

(7.222)

where $r_0$ is in the physical (real) space and $a_r = 1$, $\Omega_r = 0$ in the physical space.
Since $s_\theta = s_\phi$, the constitutive tensor in (7.221) can be simplified to

$$\mathbf{\Sigma}(r; \omega) = \frac{1}{r} \left( \frac{\vec{r} \cdot \vec{r}}{r^2} \right) \left( \frac{1}{s_r} \right) + \left( \mathbf{I} - \frac{\vec{r} \cdot \vec{r}}{r^2} \right) s_r \tag{7.223}$$

Following the same reasoning used in the Cartesian PML and cylindrical PML cases, it can be shown that $\mathbf{\Sigma}(r; \omega)$ has no poles in the upper half-plane for a concave spherical PML, and therefore the resultant FDTD scheme will be dynamically stable in this case.

In the case of a convex spherical PML, we note that, due to the pole cancellation in the angular terms $\theta_\theta$ and $\phi_\phi$, the tensor $\mathbf{\Sigma}(r; \omega)$ has no poles in the upper half-plane. However, its inverse $\mathbf{\Sigma}(r; \omega)^{-1}$ has poles in the upper half-plane due to the factor $\vec{r} \cdot \vec{r}$ in the radial term, and therefore dynamic instability should be expected on FDTD simulation using a convex PML on spherical coordinates.

This is also predicted by a direct analysis of the Green’s function $g(r, r')$ in the frequency domain. Analogously to the Cartesian and cylindrical cases, the solutions of the modified Maxwell’s equations inside the spherical PML are just the analytic continuation of the solutions of the usual Maxwell’s equations in spherical coordinates. When using a convex spherical PML, the analyticity of the solutions in the upper half-plane is again not preserved. The basic distinction from the cylindrical case is that the Hankel $H_n^{(1)}(\cdot)$ and Bessel $J_n(\cdot)$ functions are replaced by its spherical counterparts $h_n^{(1)}(\cdot)$ and $f_n(\cdot)$. Although not having branch points on the real axis as $H_n^{(1)}(\cdot)$, the denominator functions $h_n^{(1)}(\cdot)$ in the spherical case still have zeros on the lower half-plane [30]. These zeros will eventually appear as poles on the upper half-plane of the field solutions under complex stretching.

In what follows, numerical results using the spherical PML are presented to illustrate the previous discussion. Figure 7.10 depicts the normalized $E_\theta$ field from a Hertzian-dipole in the presence of a perfect conducting sphere. The field is computed using a spherical-grid 3D PML-FDTD algorithm. The $\theta$-polarized Hertzian dipole is located at $(r, \theta, \phi) = (1.9\lambda_c, 90^\circ, 0^\circ)$ and the resultant field is sampled at $(r, \theta, \phi) = (2.5\lambda_c, 90^\circ, 0^\circ)$, where $\lambda_c$ is the (free-space) wavelength corresponding to the central frequency of the excitation pulse. The perfectly conducting sphere is centered at the origin $r = 0$ and has a radius $a = 0.5\lambda_c$. The spherical grid is terminated at $r = 3.5\lambda_c$, where a hard boundary condition is set (zero tangential fields). The FDTD algorithm includes an eight-layer concave spherical PML region before the grid ends. The excitation pulse is the first derivative of the Blackman-Harris pulse with central frequency $f_c = 300$ MHz. The solid line in the Figure 7.10 shows the result when using only a concave spherical PML before the outward boundary. This corresponds to the Configuration A depicted in Figure 7.8. Both the direct pulse and the nonspurious reflected pulse due to the inner perfect conducting sphere are visible. No spurious reflection due to the outer boundary is visible. The small oscillations after the passage of the direct pulse are due to the numerical dispersion effects, caused by the coarse grid density adopted. The dotted line is the
result of the simulation when an eight-layer convex spherical PML is placed around the inner sphere. This corresponds to the Configuration B depicted in Figure 7.8. The same value of $\sigma_{r,max}$ is used for the concave and convex PML in this case. As in the cylindrical case, we observe the dramatic instability of the resultant FDTD algorithm, with an exponential growth soon after the wave reaches the convex spherical PML.

### 7.8.4 Imposing Stability a Posteriori: The Quasi-PML

The above conclusions have an impact on the design of electromagnetic PML absorbers as tools for numerical simulations and on their use (anisotropic medium formulation) as a physical basis for engineered artificial absorbers.

An alternative to avoid the singularities in the upper half-plane for the convex case would be to impose $\Delta_{r,r} \geq 0$ at inner boundaries (irrespective of $\Omega_{r,r} \geq 0$). In this manner, a dynamically stable scheme can be obtained. However, the resultant cylindrical interface is not perfectly matched anymore (since (7.214) is
not true anymore). It should be more appropriately called a quasi-PML [19]. This approximation behaves as a true PML only in the limit \( \rho, r \rightarrow \infty \), when the cylindrical and spherical PML reduces to the Cartesian PML. From our preliminary experience, the two important features exhibited by a quasi-PML when compared to a true PML (when the latter is applicable) are (1) a nonzero reflection coefficient in the continuum limit and (2) the need for a more finely tuned profile to achieve the best results.

The inner versus outer domain differentiation in separable geometries is a major asymmetry present on the cylindrical or spherical PML and has no direct analogy in the Cartesian PML. The spatial domain enclosed by an inner boundary on the cylindrical or spherical is of finite extent, in contrast to the Cartesian case and to the outer boundaries case. A wave propagating into an inner cylindrical or spherical domain eventually emerges back on the outer domain.

Still, a quasi-PML may have practical applications both for numerical simulations and as a physical basis for engineered artificial absorbers when the radius of curvature \( \rho \) is such that \( \rho \gg \lambda \).

### 7.9 GENERALIZED PML-FDTD SCHEMES

The extensions of the PML treated in the previous section can be easily combined. For instance, one may have a medium which is (bi)anisotropic, inhomogeneous, and dispersive simultaneously, and, in this case, the formulation described previously for (bi)anisotropic interior media can automatically incorporate the fact that now the physical constitutive tensors are themselves functions of frequency; that is,

\[
\mathbf{\varepsilon}_{P,ML}(\mathbf{r}; \omega) = (\text{det } \mathbf{S})^{-1} (\mathbf{S} \cdot \mathbf{\varepsilon}(\mathbf{r}; \omega) \cdot \mathbf{S}) \tag{7.224}
\]

\[
\mathbf{\xi}_{P,ML}(\mathbf{r}; \omega) = (\text{det } \mathbf{S})^{-1} (\mathbf{S} \cdot \mathbf{\xi}(\mathbf{r}; \omega) \cdot \mathbf{S}) \tag{7.225}
\]

\[
\mathbf{\zeta}_{P,ML}(\mathbf{r}; \omega) = (\text{det } \mathbf{S})^{-1} (\mathbf{S} \cdot \mathbf{\zeta}(\mathbf{r}; \omega) \cdot \mathbf{S}) \tag{7.226}
\]

\[
\mathbf{\mu}_{P,ML}(\mathbf{r}; \omega) = (\text{det } \mathbf{S})^{-1} (\mathbf{S} \cdot \mathbf{\mu}(\mathbf{r}; \omega) \cdot \mathbf{S}) \tag{7.227}
\]

Again, this is possible because the analytic continuation is done in the frequency domain and the perfect matching condition is a local condition on the fields. In the following, we will illustrate this by describing in detail the derivation of two PML-FDTD algorithms in 3D cylindrical coordinates and dispersive media (with conductive loss) [34]. The first is a split-field algorithm akin to the original Berenger’s Cartesian formulation. The second is an unsplit algorithm, where the PML is represented as an anisotropic medium (Maxwellian PML).
7.9.1 Cylindrical PML-PLRC-FDTD: Split-Field Formulation

The complex-space nabla operator in cylindrical coordinates is written as

\[
\hat{\nabla} = \hat{\rho} \frac{\partial}{\partial \hat{\rho}} + \hat{\phi} \frac{1}{\hat{\rho}} \frac{\partial}{\partial \hat{\phi}} + \hat{z} \frac{\partial}{\partial \hat{z}} = \hat{\rho} \frac{1}{s_\rho} \frac{\partial}{\partial \hat{\rho}} + \hat{\phi} \frac{1}{s_\phi} \frac{\partial}{\partial \hat{\phi}} + \hat{z} \frac{1}{s_z} \frac{\partial}{\partial \hat{z}} \tag{7.228}
\]

Due to the frequency dependence, the complex-space nabla operator in the time-domain will also be a convolutional operator in time. Three distinct frequency-dependent terms are identified: \( s_\rho, \hat{\rho}, \) and \( s_z, \) each one associated with a given direction. To facilitate the solution in the time domain without convolutions, Maxwell’s equations with complex cylindrical coordinates are split as follows:

\[
i\omega \mathbf{D}_{s\rho} + \sigma \mathbf{E}_{s\rho} = \left( \hat{\rho} \frac{1}{s_\rho} \frac{\partial}{\partial \hat{\rho}} \right) \times \mathbf{E} \tag{7.229}
\]

\[
i\omega \mathbf{D}_{s\phi} + \sigma \mathbf{E}_{s\phi} = \left( \hat{\phi} \frac{1}{s_\phi} \frac{\partial}{\partial \hat{\phi}} \right) \times \mathbf{E} \tag{7.230}
\]

\[
i\omega \mathbf{D}_{sz} + \sigma \mathbf{E}_{sz} = \left( \hat{z} \frac{1}{s_z} \frac{\partial}{\partial \hat{z}} \right) \times \mathbf{E} \tag{7.231}
\]

\[-i\omega \mathbf{D}_{s\rho} + \sigma \mathbf{E}_{s\rho} = \left( \hat{\rho} \frac{1}{s_\rho} \frac{\partial}{\partial \hat{\rho}} \right) \times \mathbf{H} \tag{7.232}
\]

\[-i\omega \mathbf{D}_{s\phi} + \sigma \mathbf{E}_{s\phi} = \left( \hat{\phi} \frac{1}{s_\phi} \frac{\partial}{\partial \hat{\phi}} \right) \times \mathbf{H} \tag{7.233}
\]

\[-i\omega \mathbf{D}_{sz} + \sigma \mathbf{E}_{sz} = \left( \hat{z} \frac{1}{s_z} \frac{\partial}{\partial \hat{z}} \right) \times \mathbf{H} \tag{7.234}
\]

By doing so, each frequency-dependent coordinate stretching term \( s_\rho, \hat{\rho}, s_z \) acquires a one-to-one relationship with a given split field; therefore, each split field will have its time-domain evolution affected by only one associated stretching coordinate.

In a dispersive and inhomogeneous medium,

\[
\mathbf{B} = \mathbf{B}_{s\rho} + \mathbf{B}_{s\phi} + \mathbf{B}_{sz} = \mu \mathbf{H} = \mu (\mathbf{H}_{s\rho} + \mathbf{H}_{s\phi} + \mathbf{H}_{sz}) \tag{7.235}
\]

\[
\mathbf{D} = \mathbf{D}_{s\rho} + \mathbf{D}_{s\phi} + \mathbf{D}_{sz} = \varepsilon (\mathbf{r}; \omega) \mathbf{E} = \varepsilon (\mathbf{r}; \omega) (\mathbf{E}_{s\rho} + \mathbf{E}_{s\phi} + \mathbf{E}_{sz}) \tag{7.236}
\]

Transforming back to the time domain, (7.229)–(7.234) become

\[
a_\rho \frac{\partial}{\partial t} \mathbf{B}_{s\rho} + \Omega_\rho \mathbf{B}_{s\rho} = -\frac{\partial}{\partial \hat{\rho}}(\hat{\rho} \times \mathbf{E}) \tag{7.237}
\]

\[
b_\rho \frac{\partial}{\partial t} \mathbf{B}_{s\phi} + \Delta_\rho \mathbf{B}_{s\phi} = -\hat{\phi} \times \frac{\partial}{\partial \hat{\phi}} \mathbf{E} \tag{7.238}
\]
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where \( \sigma \) may also be a function of position, \( \sigma = \sigma(r) \). In terms of components, the
right-hand side of (7.237)–(7.239) becomes

\[
\frac{\partial}{\partial \rho} (\hat{\rho} \times \mathbf{E}) = \frac{\hat{\rho}}{\rho} \frac{\partial E_z}{\partial \rho} + \frac{\hat{z}}{\rho} \frac{\partial E_\phi}{\partial \rho}
\]  

(7.243)

\[
\hat{\phi} \times \frac{\partial}{\partial \phi} \mathbf{E} = \hat{z} \left( E_\phi - \frac{\partial E_\rho}{\partial \phi} \right) + \hat{\rho} \frac{\partial E_z}{\partial \phi}
\]

(7.244)

\[
\frac{\partial}{\partial z} (\hat{z} \times \mathbf{E}) = \hat{\rho} \frac{\partial E_\rho}{\partial z} - \hat{\rho} \frac{\partial E_\phi}{\partial z}
\]

(7.245)

and similarly for (7.240)–(7.242). From (7.237)–(7.242), we see that each split-field
\( \mathbf{E}_s, \mathbf{D}_s, \mathbf{B}_s, \mathbf{H}_s, \), \( \nu = \rho, \phi, z \), has two components, being everywhere perpendicular to the \( \nu \) direction.

The same update scheme may be used everywhere, since the interior domain (non-
PML region) is a special case of a PML with \( a_\rho = a_z = 1 \) and \( \Omega_\rho = \Omega_z = 0 \). This
allows for an easier parallelization of the resulting FDTD code.

An \( N \)-species Lorentzian dispersive medium is characterized by a frequency-
dependent permittivity function given by (7.24). For an \( N \)-species Debye model, the
frequency-dependent permittivity function is given by (7.29).

The dispersion model is included in the FDTD time-stepping scheme using the
piecewise linear recursive convolution (PLRC) algorithm. The intermediate steps in
the derivation of the combined PML-PLRC-FDTD time-stepping scheme in cylindrical
coordinates are analogous to the Cartesian case discussed before, and will not be
discussed here. The final equations for the PML-PLRC-FDTD time-stepping scheme
for the electromagnetic fields in cylindrical coordinates are

\[
\mathbf{H}_{s\rho}^{\hat{\rho}} = -(a_\rho + \Omega_\rho \Delta_t)^{-1} \left[ \frac{1}{\mu} \Delta_t \left( \frac{\partial}{\partial \rho} (\hat{\rho} \times \mathbf{E}') - a_\rho \mathbf{H}_{s\rho}^{\hat{\rho}} \right) \right]
\]  

(7.246)

\[
\mathbf{H}_{s\phi}^{\hat{\phi}} = -(b_\rho + \Delta_\rho \Delta_t)^{-1} \left[ \frac{1}{\mu} \Delta_t \left( \hat{\phi} \times \frac{\partial}{\partial \phi} \mathbf{E}' \right) - b_\rho \mathbf{H}_{s\phi}^{\hat{\phi}} \right]
\]

(7.247)

\[
\mathbf{H}_{sz}^{\hat{z}} = -(a_z + \Omega_z \Delta_t)^{-1} \left[ \frac{1}{\mu} \Delta_t \left( \frac{\partial}{\partial z} (\hat{z} \times \mathbf{E}') - a_z \mathbf{H}_{sz}^{\hat{z}} \right) \right]
\]

(7.248)
In the unsplit field formulation, we write for Maxwell's equations

\[
\left[ (a_\rho + \Omega_\rho \Delta_t) \lambda_0 \epsilon_0 + a_\rho \sigma \Delta_t \right] \mathbf{E}_{s_\rho}^{t+1} = \\
\Delta_t \frac{\partial}{\partial \rho} \left( \phi \times \mathbf{H}^{t+\frac{1}{2}} \right) + a_\rho \mathbf{D}_{s_\rho}^t - \sigma \Omega_\rho \Delta_t \mathbf{F}_{s_\rho}^t - (a_\rho + \Omega_\rho \Delta_t) \epsilon_0 \left( \lambda_1 \mathbf{E}_{s_\rho}^t + \mathbf{P}_{s_\rho}^t \right)
\]

(7.249)

\[
\left[ (b_\rho + \Delta_\rho \Delta_t) \lambda_0 \epsilon_0 + b_\rho \sigma \Delta_t \right] \mathbf{E}_{s_\phi}^{t+1} = \\
\Delta_t \left( \phi \times \frac{\partial}{\partial \phi} \mathbf{H}^{t+\frac{1}{2}} \right) + b_\rho \mathbf{D}_{s_\phi}^t - \sigma \Delta_\rho \Delta_t \mathbf{F}_{s_\phi}^t - (b_\rho + \Delta_\rho \Delta_t) \epsilon_0 \left( \lambda_1 \mathbf{E}_{s_\phi}^t + \mathbf{P}_{s_\phi}^t \right)
\]

(7.250)

\[
\left[ (a_z + \Omega_z \Delta_t) \lambda_0 \epsilon_0 + a_z \sigma \Delta_t \right] \mathbf{E}_{s_z}^{t+1} = \\
\Delta_t \frac{\partial}{\partial z} \left( \hat{\mathbf{z}} \times \mathbf{H}^{t+\frac{1}{2}} \right) + a_z \mathbf{D}_{s_z}^t - \sigma \Omega_z \Delta_t \mathbf{F}_{s_z}^t - (a_z + \Omega_z \Delta_t) \epsilon_0 \left( \lambda_1 \mathbf{E}_{s_z}^t + \mathbf{P}_{s_z}^t \right)
\]

(7.251)

On the right-hand side of (7.249)–(7.251), the other pertinent quantities are updated as in (7.48)–(7.51). These equations constitute the complete split-field PML-PLRC-FDTD formulation in cylindrical coordinates. Note the parallelism between this scheme and the scheme for dispersive media in Cartesian coordinates treated before. The complex parameters \( \zeta_\rho^p, \zeta_\phi^p \) are the zeroth- and first-order momenta of the (time-domain) complex susceptibility functions taken over a time-discretization interval, \( \lambda_0 \) and \( \lambda_1 \) are real constants that give instantaneous corrections for the dispersive dielectric constant, and \( \tilde{\omega}_p = \beta_p - i \gamma_p \) are the complex frequency poles of the model. These constants depend on the particular choice of parameters for the Debye or Lorentz dispersive model chosen. For the \( p \)th species, they depend on the \( \alpha_p, \beta_p, \gamma_p \) parameters as given by (7.35)–(7.36) and (7.40)–(7.42). Furthermore, for an inhomogeneous media, these parameters are functions of position.

### 7.9.2 Cylindrical PML-PLRC-FDTD: Maxwellian Formulation

In case of 3D cylindrical coordinates, the PML constitutive tensors matched to a homogeneous nondispersive medium characterized by constitutive parameters \( \epsilon, \mu \) are written as

\[
\mathbf{\bar{\varepsilon}}_{P, M L} = \epsilon \mathbf{\bar{\kappa}}_{\rho, \phi, z}(\rho, z; \omega) \tag{7.252}
\]

\[
\mathbf{\bar{\mu}}_{P, M L} = \mu \mathbf{\bar{\kappa}}_{\rho, \phi, z}(\rho, z; \omega) \tag{7.253}
\]

with

\[
\mathbf{\bar{\kappa}}_{\rho, \phi, z}(\rho, z; \omega) = \mathbf{\hat{\rho}} \mathbf{\hat{\rho}} \frac{\hat{\rho}_{s_\rho}}{\rho_{s_\rho}} + \mathbf{\hat{\phi}} \mathbf{\hat{\phi}} \frac{\rho_{s_\rho} \hat{s}_\rho}{\rho \hat{s}_\rho} + \mathbf{\hat{z}} \mathbf{\hat{z}} \frac{\hat{s}_\rho}{\rho_{s_\rho}} \tag{7.254}
\]

and \( \hat{\rho}, \rho_{s_\rho}, \hat{s}_\rho \) defined as before. For inhomogeneous and dispersive interior media \( \epsilon(\mathbf{r}, \omega), \mu(\mathbf{r}, \omega) \), we have that \( \mathbf{\bar{\varepsilon}}_{P, M L} = \epsilon(\mathbf{r}, \omega) \mathbf{\bar{\kappa}}_{\rho, \phi, z}(\rho, z; \omega) \) and \( \mathbf{\bar{\mu}}_{P, M L} = \mu \mathbf{\bar{\kappa}}_{\rho, \phi, z}(\rho, z; \omega) \). In the unsplit field formulation, we write for Maxwell’s equations

\[
i \omega \mu \mathbf{\bar{\kappa}}_{\rho, \phi, z} \cdot \mathbf{H} = \nabla \times \mathbf{E} \tag{7.255}
\]
The above may be written in terms of auxiliary fields $B_a, D_a, E_a$ as

$$i\omega p H_a = \nabla \times E \quad \text{(7.257)}$$

$$-i\omega D_a + \sigma E_a = \nabla \times H \quad \text{(7.258)}$$

where, by definition, $H_a = \mathbf{A}_{[\rho, \phi, z]} \cdot \mathbf{B}, D_a = \mathbf{A}_{[\rho, \phi, z]} \cdot \mathbf{D},$ and $E_a = \mathbf{A}_{[\rho, \phi, z]} \cdot \mathbf{E}$.

The auxiliary fields are introduced as a computational convenience. This is because these equations look like the ordinary Maxwell’s equations except that the field quantities on the left side are auxiliary fields. Therefore, the update of those auxiliary fields in terms of the ordinary fields is just the unsplit version of the update equations (7.246)–(7.251), with $s_\rho = s_z = 1$ (i.e., an update of ordinary Maxwell’s equations in a dispersive media):

$$(\lambda_0 \varepsilon_0 + \sigma (r) \Delta_t) \mathbf{E}_a^{t+1} = \Delta_t \nabla \times \mathbf{H}_a^{t-\frac{1}{3}} + \mathbf{D}_a^t - \varepsilon_0 \left( \lambda_1 \mathbf{E}_a^t + \mathbf{P}_a^t \right) \quad \text{(7.260)}$$

and with the other pertinent auxiliary quantities (functions of position) on the right-hand side of (7.260) being updated analogously as in (7.48)–(7.51).

The overall update scheme is incomplete without specifying how one updates the original fields from the auxiliary ones. This is done using the definitions of the auxiliary fields themselves that is,

$$E = \mathbf{A}_{[\rho, \phi, z]}^{-1} \cdot \mathbf{E}_a \quad \text{(7.261)}$$

$$H = \mathbf{A}_{[\rho, \phi, z]}^{-1} \cdot \mathbf{H}_a \quad \text{(7.262)}$$

$$D = \mathbf{A}_{[\rho, \phi, z]}^{-1} \cdot \mathbf{D}_a \quad \text{(7.263)}$$

or, in terms of components,

$$E_\rho = \frac{s_\rho}{s_\phi s_\tau} E_{a, \rho} \quad \text{(7.264)}$$

$$H_\rho = \frac{s_\rho}{s_\phi s_\tau} H_{a, \rho} \quad \text{(7.265)}$$

$$D_\rho = \frac{s_\rho}{s_\phi s_\tau} D_{a, \rho} \quad \text{(7.266)}$$

and analogously for the other components by cyclic permutation of indices.

A simple system of first-order differential equations can be derived from the above equations through the use of another set of auxiliary fields $E_\epsilon, H_\epsilon, D_\epsilon$, so that (7.264) is replaced by

$$(i \omega s_z) E_{\epsilon, \rho} = (i \omega s_\rho) E_{a, \rho} \quad \text{(7.267)}$$
and analogously for (7.265) and (7.266). In the time domain, the above become

\[ (a_z \frac{\partial}{\partial t} + \Omega_z) E_{e,\rho} = \left( a_\rho \frac{\partial}{\partial t} + \Omega_\rho \right) E_{a,\rho} \quad (7.269) \]

\[ (b_\rho \frac{\partial}{\partial t} + \Delta_\rho) E_\rho = \frac{\partial}{\partial t} E_{e,\rho} \quad (7.270) \]

The time update equations for the original field in terms of the auxiliary field then become

\[ (a_z + \Omega_z \Delta t) E_{e,\rho}^l = a_z E_{e,\rho}^{l-1} + (a_\rho + \Omega_\rho \Delta t) E_{a,\rho}^l - a_\rho E_{e,\rho}^{l-1} \quad (7.271) \]

\[ (b_\rho + \Delta_\rho \Delta t) E_\rho^l = b_\rho E_\rho^{l-1} + E_{e,\rho}^l - E_{e,\rho}^{l-1} \quad (7.272) \]

where we have used a backward Euler scheme for simplicity. A central differencing scheme is also possible. In this case, a linear interpolation can be used for the constant terms to maintain second-order accuracy in time. Analogous update equations apply for other components and fields. In the case of the \( \mathbf{H} \) field components, however, one may incorporate one of the complex stretching variables of (7.265) already into a modified (lossy) update for (7.257) instead. In this case, one fewer auxiliary field is needed. Together with (7.259) and (7.260), they constitute the complete update scheme for the electromagnetic fields in the unsplit PML-PLRC-FDTD formulation for cylindrical coordinates and dispersive media.

7.10 **UNIFIED THEORY: BRIEF DISCUSSION**

7.10.1 **PML as a Change on the Metric of Space**

Under the analytic continuation of the spatial coordinates, the elementary arclength is transformed to

\[ ds^2 \to (d\bar{s})^2 = (dx)^2 + (dy)^2 + (dz)^2 \quad (7.273) \]

or, using (7.7),

\[ (d\bar{s})^2 = s_x^2(dx)^2 + s_y^2(dy)^2 + s_z^2(dz)^2 \quad (7.274) \]

where we used the fact that \( s_\zeta \) is a function of \( \zeta \) only. From (7.274), we recognize that this analytic continuation on the Cartesian coordinates is equivalent to a change in the metric of space. From the Euclidean metric tensor \( [g_{ij}] = [\delta_{ij}] \), or

\[ [g_{ij}] = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix} \quad (7.275) \]
we are led to a complex metric tensor given by (covariant components)

\[
\mathbf{g}_{ij}(x, y, z) = \mathbf{S}_{ij}(x, y, z) \cdot [\delta_{ij}] \cdot [\mathbf{S}_{ij}(x, y, z)]
\]  
(7.276)

where

\[
[S_{ij}(x, y, z)] = \begin{bmatrix}
  s_x(x) & 0 & 0 \\
  0 & s_y(y) & 0 \\
  0 & 0 & s_z(z)
\end{bmatrix}
\]  
(7.277)

Therefore, the PML can be interpreted as a complexification of the metric tensor of space in the Fourier domain [33].

In a general orthogonal curvilinear coordinate system, if we choose \( \partial_\nu \) to be analytically continued as

\[
\partial_\nu \rightarrow \tilde{\partial}_\nu = \int_0^w s_\nu(w') dw'
\]  
(7.278)

then, the original metric tensor given in terms of the metric coefficients \( h_i \)

\[
[g_{ij}(u, v, w)] = [h_i^2(u, v, w)\delta_{ij}]
\]  
(7.279)

\[
[g_{ij}] = \begin{bmatrix}
  (h_u)^2 & 0 & 0 \\
  0 & (h_v)^2 & 0 \\
  0 & 0 & (h_w)^2
\end{bmatrix}
\]  
(7.280)

is mapped to

\[
[\tilde{g}_{ij}] = \begin{bmatrix}
  (\tilde{h}_u)^2 & 0 & 0 \\
  0 & (\tilde{h}_v)^2 & 0 \\
  0 & 0 & (\tilde{h}_w)^2
\end{bmatrix}
\]  
(7.281)

where \( \tilde{h}_u = h_u(u, v, \tilde{w}), \tilde{h}_v = h_v(u, v, \tilde{w}), \) and \( \tilde{h}_w = s_w(w)h_w(u, v, \tilde{w}). \) The new metric can be recast as

\[
[\tilde{g}_{ij}(u, v, w)] = [S_{ij}(u, v, w)] \cdot [g_{ij}(u, v, w)] \cdot [S_{ij}(u, v, w)]
\]  
(7.282)

with

\[
[S_{ij}(u, v, w)] = \begin{bmatrix}
  (\tilde{h}_u/h_u) & 0 & 0 \\
  0 & (\tilde{h}_v/h_v) & 0 \\
  0 & 0 & (\tilde{h}_w/h_w)
\end{bmatrix}
\]  
(7.283)

The PML on doubly curved mesh terminations (conformal PML) [32] is obtained by attaching an orthogonal coordinate system to the termination surface (with local coordinates along the principal curvatures and along the normal to the surface) and enforcing the analytic continuation on the normal coordinate. If \( w \) is the normal coordinate to the mesh termination (given by \( w = 0 \)), and if we set \( h_3 = 1 \), the conformal PML is built over parallel surfaces to the mesh termination (i.e., \( w = c, c \geq 0 \)), as illustrated in Figure 7.11.
The transverse metric coefficients $h_u$, $h_v$ are given as $h_u = (r_u + w)/r_u$, $h_v = (r_v + w)/r_v$, where $r_u$, $r_v$ are the local radii of curvature of the termination surface and $u$, $v$ are the principal directions on the termination surface. In this case, the original metric tensor of such curvilinear coordinate system

$$\left[ g_{ij}(u,v,w) \right] = \begin{bmatrix} (h_u)^2 & 0 & 0 \\ 0 & (h_v)^2 & 0 \\ 0 & 0 & 1 \end{bmatrix} \quad (7.284)$$

is mapped to

$$\left[ \tilde{g}_{ij}(u,v,w) \right] = \left[ S_{ij}(u,v,w) \right] \cdot \left[ g_{ij}(u,v,w) \right] \cdot \left[ S_{ij}(u,v,w) \right] \quad (7.285)$$

inside the PML, with

$$\left[ S_{ij}(u,v,w) \right] = \begin{bmatrix} \tilde{h}_u/h_u & 0 & 0 \\ 0 & \tilde{h}_v/h_v & 0 \\ 0 & 0 & s_u \end{bmatrix} \quad (7.286)$$
where \( \hat{h}_u = (r_u + \hat{u})/r_u \), \( \hat{h}_v = (r_v + \hat{u})/r_v \). Note that, in order to achieve an homotopy between the ordinary fields and the resultant fields after the analytic continuation (so that the fields inside the PML can be written as the original fields after a change of variables) it is important to have the metric coefficients properly modified accordingly, since they are, in general, functions of the coordinates themselves. This peculiarity is not encountered in the Cartesian PML case because, in that case, the metric coefficients are independent of the spatial coordinates. In early developments of the PML concept, extensions of the Cartesian PML to curvilinear coordinates were suggested in which the metric coefficients were left unchanged, leading to only an approximate PML (quasi-PML). This is discussed in more detail in [52].

The Cartesian, cylindrical, and spherical PMLs are special cases of the general orthogonal curvilinear case, followed (possibly) by a successive application of the analytic continuation in orthogonal directions, if needed to achieve absorption in corner regions. For example, in cylindrical coordinates, if we choose \( u = \rho, v = \phi, w = z \), the metric tensor is given by \( h_\rho = 1, h_\phi = \rho, \) and \( h_z = 1 \), or

\[
[g_{ij}(\rho)] = \begin{bmatrix}
1 & 0 & 0 \\
0 & \rho^2 & 0 \\
0 & 0 & 1
\end{bmatrix}
\] (7.287)

If we enforce an analytic continuation along \( \rho \) (i.e., \( \rho \rightarrow \tilde{\rho} \)), the end result is equivalent to changing the metric tensor to

\[
[\tilde{g}_{ij}(\rho, z)] = [S_{ij}(\rho, z)] \cdot [g_{ij}(\rho)] \cdot [S_{ij}(\rho, z)]
\] (7.288)

with

\[
[S_{ij}(\rho, z)] = \begin{bmatrix}
\hat{s}_\rho & 0 & 0 \\
0 & \hat{\rho}/\rho & 0 \\
0 & 0 & 1
\end{bmatrix}
\] (7.289)

In cylindrical coordinates, since the \( z \) coordinate is everywhere orthogonal to \( \rho \), we may also simultaneously enforce an analytic continuation on \( z, \tilde{z} \rightarrow \tilde{z} \), so that the above matrix \([S_{ij}(\rho, z)]\) is changed to

\[
[S_{ij}(\rho, z)] = \begin{bmatrix}
\hat{s}_\rho & 0 & 0 \\
0 & \hat{\rho}/\rho & 0 \\
0 & 0 & s_z
\end{bmatrix}
\] (7.290)

7.10.2 Metric and Topological Structure of Maxwell's Equations

The fact that it is possible to derive a Maxwellian PML for different coordinate systems as well as for arbitrary (dispersive and bianisotropic) linear media, is too remarkable to be considered a mere coincidence. Instead, it should be considered an indication of some inherent symmetry. The fact that the PML can be viewed as
a geometric concept (a change on the metric of space) is a strong indication that
a possible hidden geometric property of Maxwell’s equations is at work. Such a
property is briefly discussed next.
Maxwell’s equations, like most equations of physics, are surprisingly rich in
symmetries. Some of these symmetries are evident (easily traced) in the vector
calculus language. Others, however, are not well appreciated within this language.
Our symmetry of interest here is a geometric one: the metric invariance of Maxwell’s
equations, first discovered by Weyl and Cartan, and rediscovered a number of times
[36, 53]. In the vector calculus language, such invariance is not obvious because the
metric structure of Maxwell’s equations is intertwined with their topological structure.
To uncover such invariance, a mathematical language where the topological structure
of Maxwell’s equations is factored out from their metric structure is needed. Such
a language already exists, but is not commonly used (due to the lack of exposure in
the engineering literature) by the electromagnetics community: it is the language of
differential forms (exterior calculus).

The use of differential forms as a concise and elegant mathematical framework
to study electromagnetics has been pioneered, among others, by Deschamps [36].
Over the years, it has been proved useful to obtain a number of results involving, for
example, Green’s functions in complex media, boundary conditions [54, 55], or the
construction of consistent basis functions in the finite-element method [56–58].

In this language, the source-free Maxwell’s equations are written as

\[ dE = i \omega B \] (7.291)
\[ dH = -i \omega D \] (7.292)
\[ dD = 0 \] (7.293)
\[ dB = 0 \] (7.294)

where \( E \) and \( H \) are electric and magnetic field intensity 1-forms, \( D \) and \( B \) are electric
and magnetic flux density 2-forms. The operator \( d \) is the usual exterior derivative,
which plays the role of the curl and div operators of vector calculus. The exterior
derivative is an operator applicable to any differentiable manifold, even without a
defined metric. In other words, such an operator is independent of the concept of
distance. The Maxwell’s equations in the above form are topological equations
(i.e., manifestly invariant under diffeomorphisms). This is in marked contrast to the
vector calculus operators, which depend on metric factors. Moreover, the constitutive
parameters of a given medium relate the 1-forms \( E, H \) to the 2-forms \( D, B \) and are
given in terms of the so-called Hodge operators \( \star_e \) and \( \star_b \) as [55, 59]:

\[ D = \star_e E \] (7.295)
\[ B = \star_b H \] (7.296)
In three dimensions, the Hodge operators establish a 1:1 map (isomorphism) between the space of 1-forms as $E$ and $H$ and the space of 2-forms as $D$ and $B$. Hodge operators depend on a metric so that all the information about the metric of space is contained in the constitutive relations.

In the differential forms context, the PML is obtained through a modification on the Hodge operators:

$$\star_e \rightarrow \tilde{\star}_e$$

$$\star_h \rightarrow \tilde{\star}_h$$

induced by the complexification of the metric. The resultant forms inside the PML, $\tilde{E}, \tilde{D}, \tilde{H}, \tilde{B}$ therefore obey the modified Hodge relations

$$\tilde{D} = \tilde{\star}_e \tilde{E}$$

$$\tilde{B} = \tilde{\star}_h \tilde{H}$$

but still obey the same equations (7.291)–(7.294)

Because of such metric-topological factorization, the distinction between the Maxwellian PML and the complex-space PML is not present in the differential forms language.

### 7.10.3 Hybrid PMLs

Different PML formulations in the vector calculus language arises from how the (unique) differential form fields can be mapped into corresponding vector fields. This mapping is an isomorphism governed by the metric of space [59]. If the original, real metric is chosen to govern such isomorphism, then the Maxwellian PML formulation in the vector language is recovered. On the other hand, if the modified, complex metric is chosen (a canonical isomorphism since this metric also defines the Hodge operators for the PML in (7.299) and (7.300)), then the complex-space PML formulation in vector language is recovered. Because of this, the resulting vector fields in each case differ only through metric factors. The general relationship between the resultant electric vector fields is given as [33]

$$E^m_i = \frac{\hat{h}_i}{h_i} E^c_i$$

where $E^m_i$ stands for the Maxwellian PML vector field components and $E^c_i$ for the complex-space PML vector field components. A similar relationship holds for the magnetic fields $H_i$ as well.

The differential forms viewpoint also reveals that if other metrics are chosen to govern the form-vector isomorphism (e.g., hybridizations of the previous ones), other, infinitely many frequency-domain PML formulations are possible (albeit more cumbersome) [33]. In such context, the complex space PML and Maxwellian PML are particular cases of these choices.
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Fast Forward and Inverse Methods for Buried Objects

Tie Jun Cui and Weng Cho Chew

8.1 INTRODUCTION

Electromagnetic (EM) scattering and inverse scattering by objects in free space or homogeneous background have been well studied since the 1980s. Although these studies have proven useful in many applications where the effect of the environment can be neglected, they exclude many problems of practical interest where the effects of the ground, ocean, and atmosphere must be accounted for. In fact, in many cases the effect of these environments can be simply represented by a model consisting of one or more planar dielectric layers. So EM scattering and inverse scattering by objects that reside in layered media become very important and have wide applications in radar remote sensing, land mine detection, geophysical probing, medical imaging, nondestructive testing, and target identification.

In the forward scattering of buried objects, many methods have been proposed to analyze wire structures [1–5], two-dimensional (2D) conducting strips [6–8], 2D dielectric and conducting cylinders [9–18], and three-dimensional (3D) dielectric and conducting objects [19–25] using the Sommerfeld-integral representations. However, these approaches are directly based on the conventional method of moments (MOM), which handles small and moderately sized scatterers. When the buried
object becomes very large, the evaluation of Sommerfeld integrals, the storage of impedance matrix, and the matrix inversion will be impossible for a small computer if the above methods are used. Although some efficient methods have been proposed for the fast evaluation of Sommerfeld integrals [18, 25], the memory requirement and matrix inversion are still the main bottlenecks for large-scale problems. On the other hand, nonlinear inverse scattering methods require repeated solutions of forward scattering problems. Therefore, developing fast forward scattering algorithms for buried objects is very important.

In the first part of this chapter, three fast algorithms are presented for the forward scattering by buried 2D dielectric cylinders, 3D conducting plates, and 3D dielectric objects of arbitrary shape using the conjugate gradient (CG) method and fast Fourier transform (FFT). The CG-FFT method is one of the most efficient techniques to analyze large-scale problems; it has been widely used and investigated for EM scattering in a homogeneous space and in microstrip antennas [26–36]. Compared with objects in the homogeneous space, the main difference in the buried object problem is that the integral equation contains a reflected-field term from the ground, which is expressed by the Sommerfeld integrals, besides the primary-field term in homogeneous space. In this chapter, the Galerkin’s method is utilized to discretize the electric field integral equations (EFIE). After discretization, the primary-field term yields a cyclic convolution like that in a homogeneous space, while the reflected-field term yields a cyclic correlation, both of which can be rapidly evaluated by FFT. Due to the use of FFT to handle the cyclic convolution and correlation, the Sommerfeld integrals’ evaluation has been reduced to a minimum. In the meantime, the memory required in these algorithms is only of order \(N\), and the computational complexity is of order \(N \log N\), where \(N\) is the total unknown number. Therefore, it is possible to solve large buried object problems on a small computer by using these algorithms.

The fast forward solver of buried objects provides a simple way to detect the buried targets. In the second part of this chapter we introduce a very early time electromagnetic (VETEM) system, which is a pulsed time-domain system, as are most ground-penetrating radar (GPR). The VETEM system consists of a transmitting loop antenna and a receiving loop antenna, which run over a lossy ground to detect buried objects. Using the fast forward solvers and wire-antenna modeling, we can numerically simulate the VETEM system. From the spatial-time domain scattered magnetic field received at the receiving loop, the approximate target location and buried depth can be estimated. However, the shape and dielectric property of the buried target cannot be determined. In order to reconstruct the buried objects accurately, we have to use inverse scattering methods.

In the EM area, inverse scattering is a difficult and complex topic. Solution methods have been proposed for problems involving one-dimensional (1D) unknowns [37–39], higher-dimensional unknowns in a homogeneous space with linear scattering approximations [40–43], and higher-dimensional unknowns in a homogeneous space considering multiple scattering mechanisms [44–53]. In geophysical explo-
ration, well-logging is one of the more important techniques, where low-frequency measurement methods are presented by using an axisymmetric multilayered model [54, 55]. For inverse scattering that involves the sensing of buried targets and landmine detection, simple models have been proposed by using the GPR technique without accounting for the air-earth interface [56, 57]. To develop more accurate models, a half space problem must be considered to represent the air-earth interface. Many inversion methods have been investigated to reconstruct the objects buried in a half space or multilayered media [58–62]. Among these methods, the modified gradient approach [58–60] and the diffraction tomographic scheme [62] are efficient algorithms. However, either only single profile (permittivity or conductivity) can be reconstructed or the background is assumed lossless in these methods.

In the third part of this chapter, several fast and efficient inverse scattering algorithms are presented to detect 2D and 3D buried objects using the distorted Born iterative method (DBIM) and diffraction tomographic (DT) scheme. In these algorithms, the air-earth interface has been taken into account and the earth can be either lossy or lossless. Both the permittivity and conductivity profiles of buried objects are reconstructed.

The organization of this chapter is as follows. After the introduction, Green’s functions of the buried problem are first discussed in Section 8.2. Then, fast forward scattering methods are introduced in Section 8.3, which includes 2D buried dielectric cylinders, 3D buried conducting plates, and 3D dielectric objects. In Section 8.4, we briefly introduce the detection of buried targets using the VETEM system and fast forward methods. Finally, the fast inverse scattering methods are discussed in Section 8.5, where we develop a single-frequency DBIM algorithm, a multiple-frequency DBIM algorithm, a new DT algorithm for 2D buried objects, and a 3D general DT algorithm. Many numerical simulations and reconstruction results are presented in these sections.

### 8.2 GREEN’S FUNCTIONS

The Green’s function of an electromagnetic problem is the solution of the wave equation when the source is a point source. When the Green’s function is known, the solution due to a general source can be obtained by the principle of linear superposition. Hence, the Green’s function is the fundamental solution of an EM problem.

For a buried object problem shown in Figure 8.1, several kinds of Green’s functions exist due to multiple spatial regions and different kinds of sources. Now, we discuss different Green’s functions involved in the buried object problem. In this chapter, the time dependence of \( \exp(-i\omega t) \) is assumed and suppressed.
8.2.1 Green's Function in Integral Equation

In practical problems, most buried objects have electrical properties, for example, the perfectly conducting objects and dielectric objects. Such objects will interact with the incident electric field, and then the electric current is induced on the surface of conducting objects or inside dielectric objects. Hence, we first consider the electric field Green's function produced by an electric dipole when the source point and field point are both in Region $b$, the lossy ground.

Under the Cartesian coordinate system shown in Figure 8.1, the electric-field dyadic Green's function produced by a 3D electric dipole that is oriented in the $\hat{z}'$ direction can be formulated as follows when the source point and field point are both in Region $b$ [25, 63]:

$$\hat{\alpha} \cdot \mathbf{G}_{ee}^{bb}(r, r', k) \cdot \hat{\alpha}' = \frac{i\omega \mu_0}{4\pi} \left( \hat{\alpha} \cdot \hat{\alpha}' + \frac{1}{k_b^2} \hat{\alpha} \cdot \nabla \nabla \cdot \hat{\alpha}' \right) g^P$$  \hspace{1cm} (8.1)

$$\hat{\alpha} \cdot \mathbf{G}_{ee}^{bb}(r, r', k) \cdot \hat{\alpha}' = \frac{i\omega \mu_0}{4\pi} \left( \hat{\alpha}_s \cdot \hat{\alpha}'_s g_{TE}^R + \alpha_s \hat{\alpha}'_s g_{TM}^R \right)$$

$$+ \frac{i\omega \mu_0}{4\pi k_b^2} \left( \hat{\alpha} \cdot \nabla \nabla \cdot \hat{\alpha}'' g_{TM}^R \right) + \frac{i\omega \mu_0}{4\pi k_b^2} \left( 2\hat{\alpha}_s \cdot \nabla_s \nabla_s \cdot \hat{\alpha}'_s g_{EM}^R \right)$$  \hspace{1cm} (8.2)

in which the subscript $ee$ represents the electric field produced by the electric dipole, $bb$ represents both the field point and source point in Region $b$, and $P$ and $R$ denote...
the primary and reflected fields, respectively. Here,
\[ g^P(r - r') = \frac{e^{ik_b |r - r'|}}{|r - r'|} \] (8.3)

is the scalar Green’s function in a homogeneous space, and
\[ g^R_{TE,TM,EM}(r, r') = \frac{i}{2\pi} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} dk_x dk_y \frac{R^{TE,TM,EM}}{k_{bz}} e^{-ik_{bz}(z + z')} \times e^{ik_s(x + x') + k_y(y + y')} \] (8.4)

are Sommerfeld integrals, where \( R^{TE} \) and \( R^{TM} \) are reflection coefficients of the TE wave and TM wave from Region \( b \) to Region \( a \). The mixed reflection coefficient \( R^{EM} \) is defined as
\[ R^{EM} = \frac{k^2_s}{2k^2_b} (R^{TM} + R^{TE}) \]

In the above expressions, \( \hat{\alpha} \) is the polarization direction of the electric field; \( k_{az,bz} = \sqrt{k^2_{s,b} - k^2_s} \); \( k^2_s = k^2_{d,b} = k^2 \epsilon_{a,b} + ik\eta_{a,b} \), \( k_{a,b} \) are wave numbers in Regions \( a \) and \( b \); \( \epsilon_{a,b} \) and \( \sigma_{a,b} \) are the relative permittivity and conductivity in Regions \( a \) and \( b \), respectively; \( k \) and \( \eta_{a,b} \) are the wave number and wave impedance in free space; \( \nabla = \hat{x}\partial_x + \hat{y}\partial_y + \hat{z}\partial_z; \ r = \hat{x}x + \hat{y}y + \hat{z}z; \ \hat{\alpha} = \hat{\alpha}_s + \hat{\alpha}_b; \ \hat{\alpha}' = \hat{\alpha}_s' + \hat{\alpha}_b'; \ \hat{\alpha}'' = -\hat{\alpha}_s'' + \hat{\alpha}_b'' \).

In (8.1) and (8.2), we retain the nabla operators explicitly in the Green’s functions to later transfer them to the basis and testing functions so as to simplify the problem.

### 8.2.2 Green’s Function for Incident Field

As stated above, the buried objects will interact with the incident electric field. Hence, we only consider the electric-field Green’s function to formulate the incident field.

When the source is a 3D electric dipole which resides in Region \( a \), the electric-field dyadic Green’s function in Region \( b \) can be expressed as
\[ G^{ba}_{ee}(r, r') = \frac{1}{4\pi^2} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} dk_x dk_y \overline{G^{ba}_{ee}} e^{ik_{az}(z' - z)} \times e^{ik_{s}(x + x') + k_y(y + y')} \] (8.5)

in which the subscript \( ba \) represents the field point in Region \( b \) and source point in Region \( a \). The “transmitted” subscript \( T \) has been omitted because the field from \( a \) to \( b \) is always a transmitted field. The spectral dyadic Green’s function is given by
\[ G^{ba}_{ee} = \frac{g_0}{k^2} \left[ \begin{array}{ccc} k_{az}k_{bz} + k^2_y & -k_zk_y & k_{ey}k_{bz} \\ -k_zk_y & k_{az}k_{bz} + k^2_z & k_{ey}k_{bz} \\ k_{az}k_{bz} & k_{az}k_{bz} & k^2_z + k^2_y \end{array} \right] \] (8.6)
in which

\[ g_0 = \frac{1}{\varepsilon_a k_{bx} + \varepsilon_b k_{az}} \]

When the source is a 3D magnetic dipole which resides in Region \( a \), the electric-field dyadic Green’s function in Region \( b \) is written as

\[
\overrightarrow{G}_{em}^{ba}(\mathbf{r}, \mathbf{r}', k) = \frac{1}{4\pi^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} dk_x dk_y \overrightarrow{G}_{em}^{ba} e^{i(k_{az} z' - k_{bx} x')}
\]

\[ \cdot e^{i[k_s(x-x') + k_y(y-y')]} \tag{8.7} \]

in which the subscript \( em \) denotes the electric field produced by a magnetic dipole, and the spectral dyadic Green’s function \( \overrightarrow{G}_{em}^{ba} \) is defined as

\[
\overrightarrow{G}_{em}^{ba} = \begin{bmatrix}
  k_x k_y g_4 & k_x^2 g_4 - \varepsilon_a k_{bx} g_0 & -k_y f_0 \\
  -k_x^2 g_4 + \varepsilon_a k_{bx} g_0 & -k_x k_y g_4 & k_x f_0 \\
  \varepsilon_a k_y g_0 & -\varepsilon_a k_x g_0 & 0
\end{bmatrix} \tag{8.8} \]

in which

\[ f_0 = 1/(k_{bx} + k_{az}), \quad g_4 = (\varepsilon_b - \varepsilon_a) f_0 g_0 \]

8.2.3 Green’s Function for Scattered Field

The scattered field, which can be either an electric or magnetic field, is measured in Region \( a \). If the receiving antenna is an electric type like dipoles and horns, the electric field is measured. If the receiving antenna is a magnetic type like loops, the magnetic field is measured. Because electric currents induced on (or inside) the buried objects will be obtained by solving the integral equations, the electric dipole is the only source in the Green’s function for the scattered field.

When the scattered electric field is measured, the electric-field dyadic Green’s function produced by a 3D electric dipole in Region \( b \) can be written as

\[
\overrightarrow{G}_{ee}^{ab}(\mathbf{r}, \mathbf{r}', k) = \frac{1}{4\pi^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} dk_x dk_y \overrightarrow{G}_{ee}^{ab} e^{i(k_{az} z' - k_{bx} x')}
\]

\[ \cdot e^{i[k_s(x-x') + k_y(y-y')]} \tag{8.9} \]

in which the subscript \( ab \) represents the field point in Region \( a \) and source point in Region \( b \). The spectral dyadic Green’s function \( \overrightarrow{G}_{ee}^{ab} \) has a simple relation with \( \overrightarrow{G}_{ee}^{ba} \)

\[
\overrightarrow{G}_{ee}(k_x, k_y, k) = [\overrightarrow{G}_{ee}^{ba}(-k_x, -k_y, k)]^t \tag{8.10} \]

where \( t \) represents a transposition.
When the scattered magnetic field is measured, the magnetic-field dyadic Green’s function produced by a 3D electric dipole in Region \( b \) is expressed as

\[
\mathbf{G}_{me}^{ab}(\mathbf{r}, \mathbf{r}', k) = \frac{1}{4\pi^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} dk_x dk_y \tilde{\mathbf{G}}_{me}^{ab} e^{i(k_x z - k_x z')} e^{i(k_y (x-x') + k_y (y-y'))}
\]

in which the subscript \( me \) represents the magnetic field produced by the electric dipole. The spectral dyadic Green’s function \( \tilde{\mathbf{G}}^{ab}_{me} \) is defined as

\[
\tilde{\mathbf{G}}^{ab}_{me} = \frac{1}{k^2} \begin{bmatrix}
-k_x k_y g_1 & k_y^2 g_1 + k_x^2 g_3 & -\tilde{\varepsilon}_a k_x g_0 \\
-k_x k_y g_1 & k_x k_y g_1 & \tilde{\varepsilon}_a k_x^2 g_0 \\
k_x k_y f_0 & -k_x k_y f_0 & 0
\end{bmatrix}
\]

in which

\[
g_1 = (k_{bz} - k_{az}) / (\varepsilon_a k_{bz} + \varepsilon_b k_{az}), \quad g_3 = k_{az} / (k_{bz} + k_{az})
\]

### 8.2.4 Reduction to 2D Case

In some circumstances, 2D Green’s functions are required, for example, in the detection of long pipes. In this chapter, we will only consider the TM case where the source is an infinite electric current filament directed to \( \hat{y} \) (2D point source). Then, the dyadic Green’s functions discussed above reduce to scalar Green’s functions.

When the source point and field point are both in Region \( b \), the electric field Green’s function is written as

\[
g_{ee}^{bb}(\rho, \rho') = \frac{i}{4\pi} \int_{-\infty}^{\infty} dk_x k_{bz}^{-1} e^{ik_{bz}(z-z')} + R_{TM} e^{-ik_{bz}(z+z')} e^{ik_x(x-x')}
\]

which will be used in the electric field integral equation. Here, \( \rho = \hat{x} x + \hat{z} z \) and \( R_{TM} \) is again the reflection coefficient of the TM wave from Region \( b \) to Region \( a \).

In the 2D case, \( k_{az, bz} \) are defined as \( k_{az, bz} = \sqrt{k_{az}^2 - k_{bz}^2} \).

For the incident electric field, the source point is in Region \( a \) and the field point is in Region \( b \). Then the electric field Green’s function is given by

\[
g_{ee}^{ba}(\rho, \rho') = \frac{i}{4\pi} \int_{-\infty}^{\infty} dk_x k_{bz}^{-1} T_{ab}^{TM} e^{i(k_{bz} z - k_{az} z')} e^{i(k_x (x-x'))}
\]

in which \( T_{ab}^{TM} \) is the transmission coefficient of the TM wave from Region \( a \) to Region \( b \).

Similarly, the electric-field Green’s function for the scattered field in which the source point is in Region \( b \) and the field point is in Region \( a \) is expressed as

\[
g_{ee}^{ab}(\rho, \rho') = \frac{i}{4\pi} \int_{-\infty}^{\infty} dk_x k_{bz}^{-1} T_{ba}^{TM} e^{i(k_{az} z - k_{az} z')} e^{i(k_x (x-x'))}
\]
where $T_{ba}^{\text{TM}}$ is the transmission coefficient of the TM wave from Region $b$ to Region $a$. After some derivation, the above Green’s functions can be simplified to

$$g_{ee}^{bb}(\rho, \rho') = \frac{l}{4} \left[ H_0^{(1)}(k_b | \rho - \rho'|) - H_0^{(1)}(k_b \rho_I) \right] + \frac{l}{2\pi} I_1(\rho, \rho')$$  \hspace{1cm} (8.16)

$$g_{cc}^{bb}(\rho, \rho') = g_{cc}^{ba}(\rho', \rho) = \frac{l}{2\pi} I_2(\rho, \rho')$$ \hspace{1cm} (8.17)

where $H_0^{(1)}(\cdot)$ is the first-kind zeroth-ordered Hankel function, and

$$I_1(\rho, \rho') = \int_{-\infty}^{\infty} dk_z f_0(k_z) e^{-ik_z(z+z')} e^{ik_z(x-x')}$$  \hspace{1cm} (8.18)

$$I_2(\rho_0, \rho) = \int_{-\infty}^{\infty} dk_z f_0(k_z) e^{ik_z(z-z')} e^{ik_z(x-x')}$$ \hspace{1cm} (8.19)

are Sommerfeld-like integrals, in which $f_0$ has the same definition as that in Section 8.2.2, and $\rho_I$ is the distance between the field point and the image of source point.

### 8.3 Fast Forward Scattering Methods

In this section, we will introduce the CG-FFT algorithms for buried 2D dielectric cylinders, 3D conducting plates, and 3D dielectric objects. These algorithms are also the basis for inverse scattering.

#### 8.3.1 2D Buried Dielectric Cylinders

As illustrated in Figure 8.2, a dielectric cylinder $D$ with relative permittivity $\varepsilon_r(\rho)$ and conductivity $\sigma_r(\rho)$ is buried in Region $b$, the lossy ground. For easy implementation of the problem by the CG-FFT, a different coordinate system is used.

##### 8.3.1.1 Integral Equation

From the Green’s function discussed above, we easily obtain the electric-field integral equation for the internal electric field inside $D$:

$$E_b(\rho) = E_b^{inc}(\rho) + k^2 \int_D d\rho' g_{ee}^{bb}(\rho, \rho') \left[ \varepsilon_r(\rho') - \varepsilon_b \right] E_b(\rho')$$ \hspace{1cm} (8.20)

in which $\varepsilon_r$ and $\varepsilon_b$ are complex relative permittivity of the buried object and background

$$\varepsilon_r(\rho) = \varepsilon_r(\rho) + i \frac{\eta_b}{k} \sigma_r(\rho), \quad \varepsilon_b = \varepsilon_b + i \frac{\eta_b}{k} \sigma_b$$ \hspace{1cm} (8.21)
and \( E_{b}^{\text{inc}}(\rho) \) is the incident electric field of the buried object. If the source is a 2D point source located at \( \rho_s \) in Region \( a \), the incident field is given by the Green’s function

\[
E_{b}^{\text{inc}}(\rho) = i k \eta_0 I g_{ee}(\rho, \rho_s)
\]  \hspace{1cm} (8.22)

where \( I \) is the source current value. Similarly, the scattered electric field at the receiving position \( \rho_r \) is expressed as

\[
E_{a}^{s}(\rho_r) = k^2 \int_{D} d\rho g_{ab}(\rho_r, \rho) \left[ \hat{\epsilon}_r(\rho) - \hat{\epsilon}_b \right] E_{b}(\rho)
\]  \hspace{1cm} (8.23)

It is convenient to use the CG-FFT method to solve the forward problem rapidly. However, the integral equation (8.20) is not the appropriate form to be directly solved by CG-FFT because the integral in (8.20) cannot be written as a convolution or correlation of the Green’s function and the internal electric field. If we let

\[
\alpha(\rho) = \hat{\epsilon}_r(\rho) - \hat{\epsilon}_b
\]

\[
J(\rho) = \alpha(\rho) E_b(\rho)
\]

\[
J_{b}^{\text{inc}}(\rho) = \alpha(\rho) E_{b}^{\text{inc}}(\rho)
\]  \hspace{1cm} (8.24)

then the integral equation (8.20) can be written by the following operator form:

\[
\mathcal{L} J(\rho) = J_{b}^{\text{inc}}(\rho)
\]  \hspace{1cm} (8.25)

where the operator \( \mathcal{L} \) is defined as
\[ \mathcal{L} = 1 - k^2 \alpha(\rho) \int_D d\rho' g_{ee}^{bb}(\rho, \rho') \] (8.26)

which can be easily implemented by using the CG-FFT method.

### 8.3.1.2 Galerkin’s Method

In this section, we use Galerkin’s method to discretize the above integral equation. Suppose that the buried dielectric cylinder is inscribed in a rectangle \( D_x \times D_z \). This rectangle is divided by \( N_x \times N_z \) rectangular cells of area \( \Delta x \Delta z \). Because there is no derivative operation in the integral equation, we choose a pulse function as both the basis and testing functions:

\[
f_{mn}(x, z) = w_{mn}(x, z) = P_0[x - (m - 0.5)\Delta x]P_0[z - (n - 0.5)\Delta z]
\] (8.27)

where

\[
P_0(\xi) = \begin{cases} 
1, & |\xi| \leq \frac{1}{2}\Delta \xi \\
0, & \text{else}
\end{cases}
\]

Expanding \( J(x, z) \) by the basis function yields

\[
J(x, z) = \sum_{m=1}^{N_x} \sum_{n=1}^{N_z} J^D(m, n) f_{mn}(x, z)
\] (8.28)

Substituting (8.28) into (8.25) and testing with the weighting function \( w_{mn}(x, z) \), one obtains

\[
\sum_{m'=1}^{N_x} \sum_{n'=1}^{N_z} G(m, n, m', n') J^D(m', n') = J_b^{incD}(m, n)
\] (8.29)

where

\[
G(m, n, m', n') = \langle \mathcal{L} f_{m'n'}, w_{mn} \rangle, \quad J_b^{incD}(m, n) = \langle J_b^{inc}, w_{mn} \rangle
\] (8.30)

in which \( \langle f, g \rangle \) is the inner product defined as

\[
\langle f, g \rangle = \int f(x, z)g(x, z)dxdz
\] (8.31)

Considering the definition of operator \( \mathcal{L} \) and Green’s function \( g_{ee}^{bb} \) in (8.16), the impedance matrix \( G(m, n, m', n') \) can be split into three parts:

\[
G(m, n, m', n') = G^0(m - m', n - n') + G^F(m - m', n - n') \\
+ G^R(m - m', n + n')
\] (8.32)
in which \( G^0(m - m', n - n') \) is the contribution from the constant term in the operator (8.26)

\[
G^0(m - m', n - n') = \Delta x \Delta z \delta_{(m-m'),(n-n')} \tag{8.33}
\]

\( G^P(m - m', n - n') \) is the contributions from the primary term in the Green’s function

\[
G^P(m - m', n - n') = \frac{ik^2}{4} \int_{(m-1)\Delta x}^{m\Delta x} \int_{(n-1)\Delta z}^{n\Delta z} \int_{(m'-1)\Delta x}^{m'\Delta x} \int_{(n'-1)\Delta z}^{n'\Delta z} \alpha(\rho' \rho') dxdz'dxdz 
\tag{8.34}
\]

and \( G^R(m - m', n + n') \) is the contribution from the reflected term in the Green’s function

\[
G^R(m - m', n + n') = \frac{ik^2}{4} \int_{(m-1)\Delta x}^{m\Delta x} \int_{(n-1)\Delta z}^{n\Delta z} \int_{(m'-1)\Delta x}^{m'\Delta x} \int_{(n'-1)\Delta z}^{n'\Delta z} \alpha(\rho) \left[ -H_0^{(1)}(k_b \rho_1) + \frac{2}{\pi} I_1(\rho, \rho') \right] dxdz'dxdz 
\tag{8.35}
\]

Here, \( I_1(\rho, \rho') \) is the integral defined in (8.18). However, \( z \) and \( z' \) in (8.18) must be replaced by \( z - h \) and \( z' - h \) because two different coordinate systems are used in Figures 8.1 and 8.2. Therefore, (8.29) will be written as

\[
\sum_{m'=1}^{N_x} \sum_{n'=1}^{N_z} \left[ G^P(m - m', n - n') + G^R(m - m', n + n') \right] J^D(m', n') 
\]

\[
\Delta x \Delta z J^D(m, n) = j_{inc}^D(m, n) \tag{8.36}
\]

### 8.3.1.3 Cyclic Convolution and Correlation

From the theory of Fourier transforms and discrete Fourier transform (DFT), the cyclic convolution of discrete signals \( f(m) \) and \( g(m) \) is defined as

\[
h(m) = f(m) \otimes g(m) = \sum_{n=0}^{N-1} f(m-n)g(n) \tag{8.37}
\]

which can be rapidly computed using FFT:

\[
h(m) = \mathcal{F}^{-1}\{F(j)G(j)\} \tag{8.38}
\]
in which \( F(j) \) and \( G(j) \) are the DFT of \( f(m) \) and \( g(m) \). Similarly, from the continuous correlation, we can define a cyclic correlation of discrete signals \( f(m) \) and \( g(m) \)

\[
t(m) = f(m) \ast g(m) = \sum_{n=0}^{N-1} f(m+n)g(n)
\]

which can be easily shown to satisfy

\[
t(m) = \mathcal{F}^{-1}\{F(j)G(-j)\}
\]

Note that in (8.37)–(8.40), both the discrete signals and their DFT have a cyclic property:

\[
f(-m) = f(N-m), \quad f(n) = f(n-N), \quad F(-j) = F(N-j)
\]

Using the above definition and property, we can rapidly calculate the summations in (8.36) by FFT because they resemble a 2D cyclic convolution in the primary term and a 1D cyclic convolution in \( x \) and 1D correlation in \( z \) in the reflected term. However, the computational domain of these discrete functions must be extended to \( 2N_x \times 2N_z \) from \( N_x \times N_z \) since

\[
G^P(-m, -n) = G^P(m, n), \quad G^R(-m, n) = G^R(m, n)
\]

and

\[
G^R(m, n) \neq G^R(m, n - N_z) \text{ for } n > N_y
\]

which do not satisfy the cyclic properties. Hence, we define new discrete Green’s functions and current distribution in the extended domain:

\[
G^{Pe}(m, n) = G^P(m_0, n_0), \quad G^{Re}(m, n) = G^R(m_0, n)
\]

in which \( 1 \leq m \leq 2N_x, 1 \leq n \leq 2N_z \); and

\[
m_0 = \begin{cases} 
m, & 1 \leq m \leq N_x \\
2N_x - m, & \text{else}
\end{cases} \quad n_0 = \begin{cases} 
n, & 1 \leq n \leq N_z \\
2N_z - n, & \text{else}
\end{cases}
\]

With new definitions, the terms in (8.36) can be rapidly and exactly computed by using FFT:

\[
\Delta x \Delta z J^D(m, n) + \mathcal{F}^{-1}\left\{ \tilde{G}^{Pe}(i, j) \tilde{J}^{De}(i, j) + \tilde{G}^{Re}(i, j) \tilde{J}^{De}(i, -j) \right\}
\]

\[
= J^{incD}(m, n)
\]

where \( \tilde{G}^{Pe}(i, j), \tilde{G}^{Re}(i, j), \) and \( \tilde{J}^{De}(i, j) \) are the DFTs of \( G^{Pe}(m, n), G^{Re}(m, n), \) and \( J^{De}(m, n) \), respectively.
8.3.1.4 CG-FFT Algorithm

The CG algorithm is an efficient method to solve linear system equations. In this algorithm, an adjoint operation \( \mathcal{L}^a f \) defined by

\[
\langle \mathcal{L}^a f, g \rangle = \langle f, \mathcal{L}g \rangle
\]

is required. From the above definition and properties of convolution and correlation, we will obtain

\[
\langle \mathcal{L}^a J, w_{mn} \rangle = \Delta x \Delta z J_D(m, n)
\]

\[+ \mathcal{F}^{-1} \left\{ \tilde{G}^{Pe}(i, j) \tilde{J}_0^{De}(i, j) + \tilde{G}^{Re}(i, j) \tilde{J}_0^{De}(i, -j) \right\} \] (8.44)

Then, the CG-FFT algorithm can be performed as follows with given initial guess of \( J_D \), which is usually set to zero:

\[
r_0 = J_n^{inc} - \Delta x \Delta z J_D^0
\]

\[+ \mathcal{F}^{-1} \left\{ \tilde{G}^{Pe}(i, j) \tilde{r}_0(i, j) + \tilde{G}^{Re}(i, j) \tilde{r}_0(i, -j) \right\} \] (8.45)

\[
s_0 = \Delta x \Delta z r_0
\]

\[+ \mathcal{F}^{-1} \left\{ \tilde{G}^{Pe}(i, j) \tilde{s}_0(i, j) + \tilde{G}^{Re}(i, j) \tilde{s}_0(i, -j) \right\} \] (8.46)

\[
p_0 = b_0 s_0, \quad b_0 = \| s_0 \|_2^{-2} \] (8.47)

For \( \nu = 0, 1, 2, \ldots \),

\[
t_\nu = \Delta x \Delta z p_\nu
\]

\[+ \mathcal{F}^{-1} \left\{ \tilde{G}^{Pe}(i, j) \tilde{p}_\nu(i, j) + \tilde{G}^{Re}(i, j) \tilde{p}_\nu(i, -j) \right\} \] (8.48)

\[
a_\nu = \| t_\nu \|_2^{-2} \] (8.49)

\[
J_{\nu+1}^D = J_\nu^D + a_\nu p_\nu, \quad r_{\nu+1} = r_\nu - a_\nu t_\nu \] (8.50)

\[
s_{\nu+1} = \Delta x \Delta z s_{\nu+1}
\]

\[+ \mathcal{F}^{-1} \left\{ \tilde{G}^{Pe}(i, j) \tilde{s}_{\nu+1}(i, j) + \tilde{G}^{Re}(i, j) \tilde{s}_{\nu+1}(i, -j) \right\} \] (8.51)

\[
p_{\nu+1} = p_\nu + b_{\nu+1} s_{\nu+1}, \quad b_{\nu+1} = \| s_{\nu+1} \|_2^{-2} \] (8.52)
Here, \( \hat{p}_n \) and \( \hat{r}_n \) are the DFTs of \( p_n \) and \( r_n \), respectively. The error of this algorithm can be controlled by

\[
\mathcal{E} = \frac{\|r_n\|_2}{\|r_{\text{true}}\|_2} < \text{tolerance}
\]  

(8.53)

where the norm is defined as \( \|f\|_2^2 = \langle f, f \rangle \).

From the above procedure, we clearly see that the storage requirement of the CG-FFT algorithm is only of order \( N \), and the computational complexity is of order \( N \log N \), where \( N = N_x N_z \).

### 8.3.2 3D Buried Conducting Plates

A 3D conducting plate buried in lossy earth is shown in Figure 8.3. In this figure, we have supposed that the conducting plate is parallel to the air-earth interface and the buried depth is \( h \). Although a 2D mesh is used to discretize the conducting plate, the integral equation and corresponding CG-FFT algorithm [64] will be quite different from those in the 2D case.
8.3.2.1 Integral Equation

From the dyadic Green’s functions (8.1) and (8.2), the scattered electric field in Region \( b \) by the buried conducting plate can be formulated as

\[
E^s_b(r) = \int_S \left[ \tilde{G}^{bbP}_{ee}(r, r') + \tilde{G}^{bbR}_{ee}(r, r') \right] \cdot J(r') \, dr'
\]  
(8.54)

where \( J(r) \) is the induced electric current on the plate. Because the plate is parallel to the air-earth interface, the above equation will be greatly reduced since \( J_z = 0 \):

\[
E^s_b(r_s) = \frac{i \omega \mu_0}{4\pi} \int_S g^{PR}_{TE}(r_s - r_s') J_s(r_s') \, dr_s' + \frac{i \omega \mu_0}{4\pi k_b^2} \nabla_s \int_S g^{PR}_{EM}(r_s - r_s') \nabla_s' J_s(r_s') \, dr_s'
\]
(8.55)

in which

\[
g^{PR}_{TE} = g^P + g^R_{TE}, \quad g^{PR}_{EM} = g^P - g^R_{TM} + 2g^R_{EM}
\]

as shown in (8.3) and (8.4). Using the boundary condition on the surface of the conducting plate, we easily obtain the EFIE in scalar form:

\[
k_b^2 \int_S g^{PR}_{TE}(r_s - r_s') J_\xi(r_s') \, dr_s' + \frac{\partial}{\partial \xi} \int_S g^{PR}_{EM}(r_s - r_s') \left( \frac{\partial J_x}{\partial x'} + \frac{\partial J_y}{\partial y'} \right) \, dr_s' = -E^t_b(r_s)
\]
(8.56)

where, \( \xi = x \) and \( y \), and

\[
E^t_b(r_s) = \frac{4\pi k_b^2}{i \omega \mu_0} E^t_b(r_s)
\]

in which \( E^t_b \) is the incident electric field in Region \( b \), which can be obtained by the Green’s function (8.5) or (8.7) if the source is an electric dipole or a magnetic dipole.

8.3.2.2 Galerkin’s Method

We still use the Galerkin’s method to discretize the above integral equation. Suppose that the arbitrarily shaped plate is inscribed in a rectangle \( D_x \times D_y \). This rectangle is divided by \((N_x + 1) \times (N_y + 1)\) instead of \(N_x \times N_y\) rectangular cells because there exist derivative operations in the integral equation, as shown in Figure 8.3.

From (8.56), both the surface currents \( J_\xi \) and their derivatives \( \partial J_\xi / \partial \xi' \) are included in the EFIE. To ensure the existence of the derivatives, the basis function of \( J_\xi \) must be continuous in the \( \xi \)-direction. A simple but efficient basis function is a triangular function in the \( \xi \)-direction and a pulse function in the other direction. Hence, we choose the rooftop function, which has this property as both the basis and testing functions:

\[
f_{mn}^x = w_{mn}^x = T_0(x - m \Delta x)P_0(y - (n - 0.5) \Delta y)
\]
(8.57)
\[ f_{mn}^u = w_{mn}^u = P_0[x - (m - 0.5)\Delta x]T_0(y - n\Delta y) \]  
(8.58)

where \( P_0(\xi) \) is pulse function defined before, and \( T_0(\xi) \) is triangle function:

\[ T_0(\xi) = \begin{cases} 
1 - \frac{|\xi|}{\Delta \xi}, & |\xi| \leq \Delta \xi \\
0, & \text{else}
\end{cases} \]

To simplify the expressions in this chapter, we define the following numbers:

\[ i_{\xi \zeta} = \begin{cases} 
0, & \xi = \zeta \\
1, & \xi \neq \zeta
\end{cases} \quad \text{and} \quad n_{\xi \zeta} = \begin{cases} 
1, & \xi = \zeta \\
0, & \xi \neq \zeta
\end{cases} \]

Then the currents \( J_x \) and \( J_y \) can be expanded as

\[ J_\xi(x, y) = \sum_{m=1}^{N_x+i_{\xi x}} \sum_{n=1}^{N_y+i_{\xi y}} J_{\xi}^D(m, n) f_{mn}^\xi(x, y) \]

(8.59)

Notice that the discrete functions \( J_{\xi}^D(m, n) \) should be zero when the basis function is located outside the actual plate. From (8.57)–(8.59), one easily obtains the derivatives of \( J_\xi \):

\[ \frac{\partial J_\xi}{\partial \xi} = \frac{1}{\Delta \xi} \sum_{m=1}^{N_x+i_{\xi x}} \sum_{n=1}^{N_y+i_{\xi y}} [J_{\xi}^D(m, n) - J_{\xi}^D(m - n_{\xi x}, n - n_{\xi y})] P_{mn}(x, y) \]

(8.60)

which consist of two adjacent 2D pulses with opposite amplitudes, representing two opposite electric charges. Here, the 2D pulse function \( P_{mn} \) is defined as

\[ P_{mn}(x, y) = P_0[x - (m - 0.5)\Delta x]P_0[y - (n - 0.5)\Delta y] \]

Similarly, the derivatives of the testing functions are also two adjacent 2D pulses:

\[ \frac{\partial w_{mn}^\xi}{\partial \xi} = \frac{1}{\Delta \xi} \left[ P_{mn} - P_{(m+n_{\xi x})(n+n_{\xi y})} \right] \]

(8.61)

Substituting (8.59) and (8.60) into the integral equation (8.56) and testing with the weighting function \( w_{mn}^\xi \) yields

\[ (L_\xi J_\xi, w_{mn}^\xi) + (L_{\xi x} J_x, w_{mn}^\xi) + (L_{\xi y} J_y, w_{mn}^\xi) = -\hat{E}_{b\xi}^i(m, n) \]

(8.62)

in which \( L_\xi, L_{\xi x}, \) and \( L_{\xi y} \) are operator expressions of the first, second, and third terms in the integral equations, and

\[ \hat{E}_{b\xi}^i(m, n) = (\hat{E}_{b\xi}^i, w_{mn}^\xi) \]

(8.63)
Using the expression (8.61) and integrating by parts, the inner products in (8.61) are expressed as

\[
\langle L_\xi \cdot J_\xi, w_\xi^{m n} \rangle = k_b^2 \sum_{m'=1}^{N_x+i_{\xi}} \sum_{n'=1}^{N_y+i_{\nu}} G_{TE\xi}^{PR}(m - m', n - n') J_\xi^{D}(m', n')
\]

(8.64)

\[
\langle L_{\xi\xi} \cdot J_\xi, w_\xi^{m n} \rangle = -\frac{1}{\Delta \xi \Delta \zeta} \sum_{m'=1}^{N_x+i_{\xi}} \sum_{n'=1}^{N_y+i_{\nu}+1} [J_\xi^{D}(m', n') - J_\xi^{D}(m' - n_{\xi\xi}, n' - n_{\xi\zeta})] \cdot [G_{EM}^{PR}(m - m', n - n') - G_{EM}^{PR}(m + n_{\xi\xi} - m', n + n_{\xi\zeta} - n')]
\]

(8.65)

in which

\[
G_{TE\xi}^{PR}(m - m', n - n') = \int_{(m-1)\Delta x}^{m\Delta x} \int_{(n-1)\Delta y}^{n\Delta y} \int_{(m'-1)\Delta x}^{m'\Delta x} \int_{(n'-1)\Delta y}^{n'\Delta y} \sigma_{TE}^{PR} dx' dy' dxdy
\]

\[
\cdot T_0(\xi - p\Delta \xi) T_0(\xi' - p'\Delta \xi) dx' dy' dx dy
\]

(8.66)

\[
G_{EM}^{PR}(m - m', n - n') = \int_{(m-1)\Delta x}^{m\Delta x} \int_{(n-1)\Delta y}^{n\Delta y} \int_{(m'-1)\Delta x}^{m'\Delta x} \int_{(n'-1)\Delta y}^{n'\Delta y} \sigma_{EM}^{PR} dx' dy' dx dy
\]

(8.67)

where \( p = m \) and \( n \) when \( \xi = x \) and \( y \), respectively.

8.3.2.3 CG-FFT Algorithm

Similar to the 2D case, the discrete Green’s functions \( G_{TE\xi}^{PR} \) and \( G_{EM}^{PR} \), and the discrete electric current \( J_\xi^{D} \) should be extended to \( G_{TE\xi}^{PR}, G_{EM}^{PR}, \) and \( J_\xi^{De} \), which are defined in the computational domain \( 2(N_x + 1) \times 2(N_y + 1) \), through the relations similar to (8.41) and (8.42). Then, the summations in (8.64) and (8.65) can be rapidly computed by using FFT. After some derivations, (8.62) is written as

\[
\mathcal{F}^{-1} \left\{ \tilde{G}_{\xi x}(i, j) \tilde{J}_x^{De}(i, j) + \tilde{G}_{\xi y}(i, j) \tilde{J}_y^{De}(i, j) \right\} = -\tilde{E}_{\xi E}^{D}(m, n)
\]

(8.68)

where
\[
\tilde{G}_{\xi \xi}(i, j) = k_0^2 \tilde{G}^{PRe}_{\text{TE}, \xi}(i, j) + \frac{F_{\xi \xi}}{\Delta \xi \Delta \zeta} \tilde{G}^{PRe}_{\text{EM}}(i, j)
\]  
(8.69)

\[
\tilde{G}_{\xi \zeta}(i, j) = \frac{F_{\xi \zeta}}{\Delta \xi \Delta \zeta} \tilde{G}^{PRe}_{\text{EM}}(i, j), \quad (\xi \neq \zeta)
\]  
(8.70)

in which \(\xi, \zeta = x, y\); \(\tilde{G}^{PRe}_{\text{TE}, \xi}\), \(\tilde{G}^{PRe}_{\text{EM}}\), and \(\tilde{J}^{De}_{\xi}\) are the DFTs of \(G^{PRe}_{\text{TE}, \xi}\), \(G^{PRe}_{\text{EM}}\), and \(J^{De}_{\xi}\), respectively; and

\[
F_{\xi \zeta} = (f_x^* - 1)(1 - f_y^*)
\]

where \(f_x = f_x(i)\) and \(f_y = f_y(j)\) are given by

\[
f_{\xi}(t) = \exp\left(-\frac{it\pi}{N_{\xi} + 1}\right)
\]

Similarly, the adjoint operations corresponding to (8.69) and (8.70), which are used in the CG algorithm, are expressed as

\[
\tilde{G}^0_{\xi \xi}(i, j) = k_0^2 \tilde{G}^{PRe*}_{\text{TE}, \xi}(i, j) + \frac{F_{\xi \xi}}{\Delta \xi \Delta \zeta} \tilde{G}^{PRe*}_{\text{EM}}(i, j)
\]  
(8.71)

\[
\tilde{G}^0_{\xi \zeta}(i, j) = \frac{F_{\xi \zeta}}{\Delta \xi \Delta \zeta} \tilde{G}^{PRe*}_{\text{EM}}(i, j), \quad (\xi \neq \zeta)
\]  
(8.72)

Considering the fact that \(F_{\xi \xi}^* = F_{\xi \xi}\) and \(F_{\xi \zeta}^* = F_{\xi \zeta}\), we easily obtain

\[
\tilde{G}^0_{\xi \zeta} = \tilde{G}^*_{\xi \zeta}
\]  
(8.73)

which can greatly reduce the memory requirement. Substituting (8.68)–(8.72) into the iteration procedure similar to (8.45)–(8.53), the CG-FFT algorithm for 3D conducting plates can be easily performed.

### 8.3.3 3D Buried Dielectric Objects

Consider a 3D dielectric object of arbitrary shape that is buried in Region \(b\). The dielectric object with a complex permittivity \(\varepsilon_r(\mathbf{r})\) is assumed to be inscribed in a cuboid \(D_x \times D_y \times D_z\) that is parallel to the air-earth interface. The bottom of the cuboid is separated from the interface by \(h\), as shown in Figure 8.4.

#### 8.3.3.1 Integral Equation

The general expression of the scattered electric field in Region \(b\) by the buried dielectric object is the same as that by conductive plates shown in (8.54). However,
the induced electric current $\mathbf{J}(\mathbf{r})$ that is inside the buried object has all $x$, $y$, and $z$ components. Hence, the scattered electric field has a more general form [65]:

$$
\mathbf{E}_s^e(\mathbf{r}) = \frac{i \omega \mu_0}{4\pi} \int_V g_P(\mathbf{r} - \mathbf{r}') \mathbf{J}(\mathbf{r}') \, d\mathbf{r}'
$$

$$
+ \frac{i \omega \mu_0}{4\pi k_0^2} \nabla \int_V g_P(\mathbf{r} - \mathbf{r}') \nabla' \cdot \mathbf{J}(\mathbf{r}') \, d\mathbf{r}'
$$

$$
+ \frac{i \omega \mu_0}{4\pi} \int_V g_{TM}(\mathbf{r}_s - \mathbf{r}_s', z + z') \mathbf{J}(\mathbf{r}') \, d\mathbf{r}'
$$

$$
+ \frac{i \omega \mu_0}{4\pi} \int_V g_{TM}(\mathbf{r}_s - \mathbf{r}_s', z + z') \nabla'(\mathbf{r}') \cdot \mathbf{J}(\mathbf{r}') \, d\mathbf{r}'
$$

$$
- \frac{i \omega \mu_0}{4\pi k_0^2} \nabla \int_V g_{TM}(\mathbf{r}_s - \mathbf{r}_s', z + z') \nabla' \cdot \mathbf{J}(\mathbf{r}') \, d\mathbf{r}'
$$

$$
+ \frac{i \omega \mu_0}{2\pi k_0^2} \nabla_s \int_V g_{TM}(\mathbf{r}_s - \mathbf{r}_s', z + z') \nabla'_s \cdot \mathbf{J}(\mathbf{r}') \, d\mathbf{r}'
$$

(8.74)

where $\mathbf{J} = \mathbf{J}_s + \tilde{\varepsilon} \mathbf{J}_z$ is related to the total electric field $\mathbf{E}_b$ inside the dielectric object by

$$
\mathbf{J}(\mathbf{r}) = -i \omega \varepsilon_0 \left[ \tilde{\varepsilon}(\mathbf{r}) - \varepsilon_b \right] \mathbf{E}_b(\mathbf{r})
$$
Considering the relationship of incident, scattered and total fields inside the dielectric object: $\mathbf{E}_b^i + \mathbf{E}_b^s = \mathbf{E}_b$, one easily obtains the electric field integral equation for the induced current

$$
\gamma(r)J_\xi(r) - k_b^2 \int \int g_{\text{TE}}^{PR}(r, r')J_\xi(r')dr' \\
- \frac{\partial}{\partial \xi} \int g_{\text{EM}}^{PR}(r, r') \left( \frac{\partial J_x}{\partial x'} + \frac{\partial J_y}{\partial y'} \right) dr' \\
- \frac{\partial}{\partial \xi} \int g_{\text{TM}}^{PRl}(r, r') \frac{\partial J_z}{\partial z'} dr' = \mathcal{E}_b^i(\xi), \ (\xi = x, y) \tag{8.75}
$$

$$
\gamma(r)J_z(r) - k_b^2 \int \int g_{\text{TM}}^{PR}(r, r')J_z(r')dr' \\
- \frac{\partial}{\partial z} \int g_{\text{TM}}^{PRl}(r, r') \left( \frac{\partial J_x}{\partial x'} + \frac{\partial J_y}{\partial y'} + \frac{\partial J_z}{\partial z'} \right) dr' \\
= \mathcal{E}_b^i(\xi) \tag{8.76}
$$

Here, $g_{\text{TE}}^{PR}$ and $g_{\text{EM}}^{PR}$ have been defined before, and

$$
g_{\text{TM}}^{PR} = g_{\text{TM}}^{P} + g_{\text{TM}}^{R}, \quad g_{\text{TM}}^{PRl} = g_{\text{TM}}^{P} - g_{\text{TM}}^{R} \tag{8.77}
$$

as well as

$$
\gamma(r) = \frac{4\pi \sigma_b}{\varepsilon_b(r) - \sigma_b}, \quad \mathcal{E}_b^i(\xi) = \frac{4\pi k_b^2}{i\omega\mu_0} E_b^i(\xi), \ (\xi = x, y, z)
$$

in which $\mathcal{E}_b^i(\xi)$ is the incident electric field in Region $b$ that can be obtained by the Green's function (8.5) or (8.7) if the source is electric dipole or magnetic dipole.

### 8.3.3.2 Galerkin’s Method

The discretization of the 3D buried dielectric object is shown in Figure 8.5, where we divide the bounded box $D_x D_y D_z$ into $(N_x + 1) \times (N_y + 1) \times (N_z + 1)$ cuboidal cells of volume $\Delta V = \Delta x \Delta y \Delta z$.

From (8.75) and (8.76), both the volumetric currents $J_\xi$ and their derivatives $\partial J_\xi / \partial \xi'$ are included in the EFIE. To ensure the existence of the derivatives, the basis function of $J_\xi$ must be continuous in the $\xi$-direction. Thus, we choose the basis and testing functions to be a triangle in the $\xi$-direction and pulses in the other two
directions:

\[ f_{mnk}^x = w_{mnk}^x \]
\[ = T_0(x - m\Delta x)P_0[y - (n - 0.5)\Delta y]P_0[z - (k - 0.5)\Delta z] \quad (8.78) \]

\[ f_{mnk}^y = w_{mnk}^y \]
\[ = P_0[x - (m - 0.5)\Delta x]T_0(y - n\Delta y)P_0[z - (k - 0.5)\Delta z] \quad (8.79) \]

\[ f_{mnk}^z = w_{mnk}^z \]
\[ = P_0[x - (m - 0.5)\Delta x]P_0[y - (n - 0.5)\Delta y]T_0(z - k\Delta z) \quad (8.80) \]

Using the basis functions and the predefined numbers \( i_{\xi\zeta} \) and \( n_{\xi\zeta} \), the electric currents \( J_\xi \) can be expressed as

\[ J_\xi(x, y, z) = \sum_{m=1}^{N_x+i_{\xi\zeta}} \sum_{n=1}^{N_y+i_{\eta\zeta}} \sum_{k=1}^{N_z+i_{\zeta\zeta}} J_\xi^D(m, n, k) f_{mnk}^\xi(x, y, z) \quad (8.81) \]

Notice that the discrete functions \( J_\xi^D(m, n, k) \) should be zero when the basis function is located outside the actual dielectric object. From (8.78)–(8.80), one easily obtains the derivatives of \( J_\xi \):

\[ \frac{\partial J_\xi}{\partial \xi} = \frac{1}{\Delta \xi} \sum_{m=1}^{N_x+1} \sum_{n=1}^{N_y+1} \sum_{k=1}^{N_z+1} [J_\xi^D(m, n, k) \]
\[ - J_\xi^D(m - n_{\xi\zeta}, n - n_{\eta\zeta}, k - n_{\zeta\zeta})] P_{mnk}(x, y, z) \quad (8.82) \]
which consists of two adjacent 3D pulses with opposite amplitude, representing two opposite electric charges. Here, the 3D pulse function \( P_{mnk} \) is defined as

\[
P_{mnk}(x, y, z) = P_{mn}(x, y) P_0(z - (k - 0.5)\Delta z)
\]

Similarly, the derivatives of the testing functions are also two adjacent 3D pulses:

\[
\frac{\partial w^\xi_{mnk}}{\partial \xi} = \frac{1}{\Delta \xi} \left[ P_{mnk} - P_{(m+n_{\xi x}) (n+n_{\xi y})(k+n_{\xi z})} \right]
\]  

(8.83)

Substituting (8.81) and (8.82) into the EFIE and testing with the weighting functions \( w^\xi_{mnk} \) yields

\[
\langle \gamma J_{\xi}, w^\xi_{mnk} \rangle - \langle \mathcal{L}_{\xi} J_{\xi}, w^\xi_{mnk} \rangle = \sum_{\zeta=\xi=x,y,z} \langle \mathcal{L}_{\xi\zeta} J_{\zeta}, w^\xi_{mnk} \rangle = \hat{E}^{D}_{\xi\zeta}(m, n, k)
\]  

(8.84)

in which \( \mathcal{L}_{\xi} \) and \( \mathcal{L}_{\xi\zeta} \) are operator expressions of the second to fifth terms in the integral equations (8.75) and (8.76), and

\[
\hat{E}^{D}_{\xi\zeta}(m, n, k) = \langle \hat{E}^i_{\xi\zeta}, w^\xi_{mnk} \rangle
\]  

(8.85)

Using the expression (8.83) and integrating by parts, the inner products in (8.84) are expressed as

\[
\langle \gamma J_{\xi}, w^\xi_{mnk} \rangle = \Delta x \Delta y \Delta z \gamma^\xi_{mnk} J^D_{\xi}(m, n, k)
\]  

(8.86)

\[
\langle \mathcal{L}_{\xi} J_{\xi}, w^\xi_{mnk} \rangle = k^2 \sum_{m'=1}^{N_x+i_{\xi x}} \sum_{n'=1}^{N_y+i_{\xi y}} \sum_{k'=1}^{N_z+i_{\xi z}} G^P_{\xi}(m - m', n - n', k, k') \cdot J^D_{\xi}(m', n', k')
\]  

(8.87)

\[
\langle \mathcal{L}_{\xi\zeta} J_{\zeta}, w^\xi_{mnk} \rangle = -\frac{1}{\Delta \xi \Delta \zeta} \sum_{m'=1}^{N_x+i_{\xi x}} \sum_{n'=1}^{N_y+i_{\xi y}} \sum_{k'=1}^{N_z+i_{\xi z}} \left[ J^D_{\xi}(m', n', k') 
\right.
\]

\[
- J^D_{\zeta}(m' - n_{\xi z}, n' - n_{\xi y}, k' - n_{\xi z})
\]

\[
+ G^P_{\xi}(m - m', n - n', k, k')
\]

\[
- G^P_{\zeta}(m + n_{\xi z} - m', n + n_{\xi y} - n', k + n_{\xi z}, k')
\]  

(8.88)

in which \( G^P_{\xi} = G^P_{\xi \xi} \) and \( G^P_{\xi \zeta} = G^P_{\xi \zeta \zeta} \) when \( \xi, \zeta = x, y \), \( G^P_{\xi} = G^P_{\xi \xi} \) and \( G^P_{\xi \zeta} = G^P_{\xi \zeta \zeta} \). Here, the superscript \( PR \) indicates the summation of the primary-field part and the reflected-field part:

\[
G^{PR}_{TE, TM, EM} = G^{P}(m - m', n - n', k - k') + G^{R}_{TE, TM, EM}(m - m', n - n', k + k')
\]

\[
G^{PR}_{TM} = G^{P}(m - m', n - n', k - k') - G^{R}_{TM}(m - m', n - n', k + k')
\]
The discrete Green’s functions $G^P$ and $G^R_{TE,TM,EM}$ have similar definitions as (8.66) and (8.67) [65].

### 8.3.3.3 CG-FFT Algorithm

In order to use FFT to compute the inner products (8.87) and (8.88), the discrete Green’s functions $G^P$, $G^R_{TE,TM,EM}$, and discrete electric current $J_{\xi}^D$ must be extended to $2(N_x + 1) \times 2(N_y + 1) \times 2(N_z + 1)$ from $(N_x + 1) \times (N_y + 1) \times (N_z + 1)$, through the relations similar to (8.41) and (8.42). After some complicated derivations, (8.84) can be written as

$$-\mathcal{F}^{-1} \left\{ \sum_{\zeta = x,y,z} \left[ \tilde{G}^P_{\xi\zeta}(i,j,l) \tilde{J}_{\xi}^D(i,j,l) + \tilde{G}^R_{\xi\zeta}(i,j,l) \tilde{J}_{\xi}^D(i,j,-l) \right] \right\}$$

$$+ \Delta V \gamma_{mnk}^{\xi} \xi^D(m,n,k) = \tilde{E}_{\xi}^{D}(m,n,k)$$

(8.89)

where

$$\tilde{G}^P_{\xi\xi}(i,j,l) = \left( k_b^2 + \frac{F_{\xi\xi}}{\Delta \xi^2} \right) \tilde{G}^P_{\xi\xi}(i,j,l)$$

(8.90)

$$\tilde{G}^P_{\xi\zeta}(i,j,l) = \frac{F_{\xi\zeta}}{\Delta \xi \Delta \zeta} \tilde{G}^P_{\xi\zeta}(i,j,l), \quad (\zeta \neq \xi)$$

(8.91)

$$\tilde{G}^R_{\xi\xi}(i,j,l) = k_b^2 \tilde{G}^R_{TE}(i,j,l) + \frac{F_{\xi\xi}}{\Delta \zeta^2} \tilde{G}^R_{EM}(i,j,l), \quad (\xi = x,y)$$

(8.92)

$$\tilde{G}^R_{\zeta\xi}(i,j,l) = \left( k_b^2 - \frac{F_{\zeta\zeta}}{\Delta \zeta^2} \right) \tilde{G}^R_{TM}(i,j,l)$$

(8.93)

$$\tilde{G}^R_{\xi\zeta}(i,j,l) = -\frac{F_{\xi\zeta}}{\Delta \xi \Delta \zeta} \tilde{G}^R_{EM}(i,j,l), \quad (\xi = xy, yx)$$

(8.94)

$$\tilde{G}^R_{\zeta\xi}(i,j,l) = -\frac{F_{\xi\zeta}}{\Delta \xi \Delta \zeta} \tilde{G}^R_{TM}(i,j,l), \quad (\zeta = zx, yz, zz, zy)$$

(8.95)

in which $\tilde{G}^P_{TE,RE}(i,j,l)$ and $\tilde{J}_{\xi}^D(i,j,l)$ are the DFTs of $G^P_{TE,RE}(m,n,k)$ and $J_{\xi}^D(m,n,k)$, respectively; $F_{\xi\zeta}$ has been defined before; and

$$F_{\xi\zeta} = F_{\zeta\xi} = (1 - f^*)(f^* - 1)$$

Similarly, the adjoint operator of (8.89) can be obtained, which is expressed as

$$\mathcal{L}^a J = \Delta V \gamma_{mnk}^{\xi*} J_{\xi}^D(m,n,k)$$

$$-\mathcal{F}^{-1} \left\{ \sum_{\zeta = x,y,z} \left[ \tilde{G}^{P*}_{\xi\zeta}(i,j,l) \tilde{J}_{\xi}^D(i,j,l) + \tilde{G}^{R*}_{\xi\zeta}(i,j,l) \tilde{J}_{\xi}^D(i,j,-l) \right] \right\}$$

(8.96)
where

\[ \tilde{G}_{\xi\xi}^{Pa}(i, j, l) = \left( k_{b}^{2*} + \frac{F_{xx}}{\Delta \xi^{2}} \right) \tilde{G}_{\xi\xi}^{Pe}(i, j, l) \]  
(8.97)

\[ \tilde{G}_{\xi\zeta}^{Pa}(i, j, l) = \frac{F_{xx}}{\Delta \xi \Delta \zeta} \tilde{G}_{\zeta\zeta}^{Pe}(i, j, l), \quad (\zeta \neq \xi) \]  
(8.98)

\[ \tilde{G}_{\xi\zeta}^{Ra}(i, j, l) = k_{b}^{2*} \tilde{G}_{\xi\zeta}^{Re}(i, j, -l) + \frac{F_{xx}}{\Delta \xi \Delta \zeta} \tilde{G}_{\xi\zeta}^{Re}(i, j, -l), \quad (\xi = x, y) \]  
(8.99)

\[ \tilde{G}_{\zeta\zeta}^{Ra}(i, j, l) = \left( k_{b}^{2*} - \frac{F_{zz}}{\Delta \zeta^{2}} \right) \tilde{G}_{\zeta\zeta}^{TM}(i, j, -l) \]  
(8.100)

\[ \tilde{G}_{\zeta\zeta}^{Ra}(i, j, l) = \frac{F_{xx}}{\Delta \xi \Delta \zeta} \tilde{G}_{\zeta\zeta}^{TM}(i, j, -l), \quad (\xi \zeta = xy, yx) \]  
(8.101)

\[ \tilde{G}_{\xi\zeta}^{Ra}(i, j, l) = \frac{F_{xx}}{\Delta \xi \Delta \zeta} \tilde{G}_{\xi\zeta}^{TM}(i, j, -l), \quad (\xi = x, y) \]  
(8.102)

\[ \tilde{G}_{\xi\zeta}^{Ra}(i, j, l) = \frac{F_{xx}}{\Delta \xi \Delta \zeta} \tilde{G}_{\xi\zeta}^{TM}(i, j, -l), \quad (\xi = x, y) \]  
(8.103)

Substituting (8.89) and (8.96) into the CG iteration procedure similar to (8.45)–(8.53), the CG-FFT algorithm for 3D dielectric objects can be easily performed.

### 8.4 DETECTION OF BURIED OBJECTS USING FORWARD METHOD

In this section, we investigate the possibility of detecting buried objects using the fast forward methods and a very early time electromagnetic (VETEM) system.

#### 8.4.1 VETEM System

The very early time electromagnetic system is a product of the VETEM program, whose broad goal is to enhance the state of the art in electromagnetic methods as applied to environmental problems at sites in the Department of Energy (DOE) complex [66–68]. The VETEM system is a pulsed, time-domain system, as are most ground penetrating radar (GPR) systems. Its potential environmental applications include delineation of the boundaries of waste burial pits and trenches, characterization of the contents of those pits and trenches, measurement of the thickness and assessment of the integrity of clay caps, mapping liquid spill plumes, grout injection monitoring, and so on.

The motivation for developing the VETEM system is to make deeper penetration into electrically conductive ground than GPR, improve resolution in the first 5m
below the surface, and provide response to dielectric permittivity in an attempt to fill a gap between GPR and available EM instruments. GPR is an excellent tool because it provides high resolution, is fast, and produces data that are often partially interpretable by inspection. However, GPR does not penetrate far through material with high electrical conductivity. High electrical conductivity is, unfortunately, common in waste pits that are often covered with earth materials that have high clay mineral content. Another class of tools, the time-domain EM (TEM) tools, on the other hand, were not designed with very shallow investigations in mind. The VETEM system fills the gap between the TEM and GPR instruments.

Usually, the VETEM system consists of a transmitting loop antenna, TX, and a receiving loop antenna, RX, which run over a lossy ground to detect buried objects. A typical configuration of the VETEM system is shown in Figure 8.6. The source of the system is an input electric current driven by the transmitter, while the measured signal is the output current on the shorted-turn receiving loop at the receiver location.

Numerical modeling of the VETEM system is very important because it provides physical insight, improves interpretation of VETEM field data, and predicts the outcome of a measurement. Next, we introduce two numerical models to simulate the VETEM system.
8.4.2 Numerical Modeling: Loop-Antenna Model

Because the current distributions along transmitting and receiving loops are unknown, the modeling of wire antennas above lossy ground is first studied in this approach to obtain the current distributions.

Many methods have been proposed on the numerical modeling of wire antennas above or inside the lossy ground [4]. In these methods, however, there are limitations. First, point matching is usually used. Second, in most methods the current is assumed to flow on the axis of wire and testing is performed on the surface or vice versa. Third, a delta gap is popularly adopted as the source model, and finally, the input admittance of the wire is simply defined as the ratio of current to voltage at the driving point, which is not variational.

To overcome the above disadvantages, we proposed an accurate model to analyze wire antennas above or inside ground by applying Galerkin’s method [5]. In this model, we assumed that:

- The current flows along the surface of the wire;
- The testing points are also on the surface of the wire;
- The current distribution is uniform around the circumference of the wire;
- The current is flowing in the longitudinal direction of the wire;
- The wire radius and the gap at the driving point are electrically small.

In addition, a new source model has been used to replace the delta-gap model. Compared with experimental data, this method gives more accurate results than the old methods [5].

Because the frequency spectrum of the VETEM system can be very low, the accurate model [5] will break down when the working frequency is very low, like most EFIE solvers for EM problems. This is the consequence of the decoupling of electric and magnetic fields at zero frequency. Recently, we have improved the accurate model by introducing the loop-tree basis functions. These bases separate contributions from the vector potential and the scalar potential in the impedance matrix. Then, the contribution from the vector potential will not be swamped by that from the scalar potential after an appropriate frequency normalization. Numerical simulations show that the updated model can provide accurate results in both low and high frequencies.

After the current distribution along the transmitting loop is determined using the wire-antenna model, we can easily obtain the incident electric field of the buried objects from the dyadic Green’s function (8.5):

$$E^{inc}_e(r, r_t, k) = -k \mu_0 \int_C dl' I(t') \hat{G}^{ho}_{ee}(r, r(t'), k) \cdot \hat{\alpha}(t')$$  \hspace{1cm} (8.104)
in which \( I(l') \) is the current distribution along the transmitting loop \( C \), and \( \hat{\alpha}(l') \) is the current direction. Applying the fast algorithms introduced in the above section, we will get the induced electric current on the conducting plate or inside the dielectric object.

The output electric current measured at the receiving loop antenna is proportional to the total magnetic field perpendicular to the loop. Generally, the total magnetic field is composed of primary field \( \mathbf{H}_a^P \) from the transmitter, reflected field \( \mathbf{H}_a^R \) from the lossy ground, and scattered field \( \mathbf{H}_a^S \) from the buried objects:

\[
\mathbf{H}_a(r, k) = \mathbf{H}_a^P(r, k) + \mathbf{H}_a^R(r, k) + \mathbf{H}_a^S(r, k)
\]

(8.105)

In the antenna setup shown in Figure 8.6, the transmitter is orthogonal to the receiver. Thus, the contribution from the primary field is zero. However, it is difficult to make RX and TX exactly orthogonal and a slight misalignment can cause a nonnegligible contribution. Hence, we will keep the primary field. For the reflected field, it can be split into two parts:

\[
\mathbf{H}_a^R(r, k) = -\mathbf{H}_a^I(r, k) + \mathbf{H}_a^T(r, k)
\]

(8.106)

where \( \mathbf{H}_a^I \) is imaging field and \( T \) represents the transmitted coefficient. From the half-space Green’s functions, we have

\[
\mathbf{H}_a^{P,I}(r, k) = -\frac{1}{4\pi} \int_C dl' I(l') \mathbf{G}_{me}^{P,I}(r, r(l'), k) \cdot \hat{\alpha}(l')
\]

(8.107)

\[
\mathbf{H}_a^T(r, k) = \int_C dl' I(l') \mathbf{G}_{me}^{aa}(r, r(l'), k) \cdot \hat{\alpha}(l')
\]

(8.108)

\[
\mathbf{H}_a^S(r, k) = \int_S dr' \mathbf{G}_{me}^{ab}(r, r', k) \cdot \mathbf{J}(r')
\]

(8.109)

where \( \mathbf{J}(r') \) is the induced current on the buried scatterer \( S \), \( \mathbf{G}_{me}^{ab} \) is the dyadic Green’s function defined in (8.11), and \( \mathbf{G}_{me}^{P,I} \) are dyadic Green’s functions in Region a:

\[
\mathbf{G}_{me}^{P}(r, r', k) = \frac{1 - ik_n R e^{ik_a R}}{R^3} \begin{bmatrix}
0 & z' - z & y - y' \\
z - z' & 0 & x' - x \\
y' - y & x - x' & 0
\end{bmatrix}
\]

(8.110)

\[
\mathbf{G}_{me}^{I}(r, r', k) = \frac{1 - ik_n R_l e^{ik_a R_l}}{R_l^3} \begin{bmatrix}
0 & -z' - z & y + y' \\
z + z' & 0 & x' + x \\
y' - y & x + x' & 0
\end{bmatrix}
\]

(8.111)

in which \( R \) is the distance from \( r \) to \( r' \), and \( R_l \) is the distance from \( r \) to the image of \( r' \) with respect to the air-earth interface. The other dyadic Green’s function \( \mathbf{G}_{me}^{Rl} \)
represents the magnetic field in Region $a$ produced by electric dipole in Region $a$

$$
\mathbf{G}_{m_e}^{aa}(\mathbf{r}, \mathbf{r}', k) = \frac{1}{4\pi^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} dk_x dk_y \tilde{G}_{me}^{aa} e^{ik_{x'|z'+z|}}
\cdot e^{i(k_x(x-x') + k_y(y-y'))}
$$

(8.112)

where

$$
\tilde{G}_{me}^{aa} = \frac{1}{k^2} \begin{bmatrix}
-k_x k_y g_1 & -k_y^2 g_1 + k^2 g_2 & -\tilde{\epsilon}_b k^2 k_y g_0 \\
k_x^2 g_1 - k^2 g_2 & k_x k_y g_1 & \tilde{\epsilon}_b k^2 k_x g_0 \\
k^2 k_y f_0 & -k^2 k_x f_0 & 0
\end{bmatrix}
$$

(8.113)

in which $g_1 = (k_{bz} - k_{az})/(\tilde{\epsilon}_a k_{bz} + \tilde{\epsilon}_b k_{az})$ and $g_2 = k_{bz}/(k_{bz} + k_{az})$.

### 8.4.3 Numerical Modeling: Magnetic-Dipole Model

Since the working frequency of the VETEM system is usually low (from several 10 kHz to several 10 MHz), we can simplify the numerical modeling by replacing the transmitting and receiving loops with magnetic dipoles. For example, in the antenna setup configuration shown in Figure 8.6, the transmitter is a vertical magnetic dipole while the receiver is a horizontal magnetic dipole. The magnetic current on an equivalent dipole has a simple relationship to the loop current $I$ and loop area $A$: $M \Delta l = i \omega \mu_0 I A$. Hence, there is no need to analyze the transmitting and receiving antennas in this simplified numerical model. However, all formulations for the incident electric field in Region $b$ and magnetic fields in Region $a$ are changed because of the use of magnetic dipole.

From the dyadic Green’s function (8.7), the incident electric field in Region $b$ produced by the magnetic dipole is expressed as

$$
\mathbf{E}_b^{inc}(\mathbf{r}, \mathbf{r}_t, k) = -i \omega \mu_0 I A \mathbf{G}_{me}^{ba}(\mathbf{r}, \mathbf{r}_t, k) \cdot \mathbf{\hat{\alpha}}_t
$$

(8.114)

in which $\mathbf{\hat{\alpha}}_t$ is the direction of the transmitting magnetic dipole (i.e., the normal direction of the transmitting loop). From the incident electric field and fast algorithms introduced in the above section, the induced electric current on the buried scatterer will be obtained. Therefore, the total magnetic field in Region $a$ is written as

$$
\mathbf{H}_a(\mathbf{r}, k) = \mathbf{H}_a^P(\mathbf{r}, k) - \mathbf{H}_a^I(\mathbf{r}, k) + \mathbf{H}_a^T(\mathbf{r}, k) + \mathbf{H}_a^S(\mathbf{r}, k)
$$

(8.115)

in which the formulation of $\mathbf{H}_a^S$ is the same as that in (8.109), but $\mathbf{H}_a^P$, $\mathbf{H}_a^I$, and $\mathbf{H}_a^T$ will be different. From the half-space Green’s functions, we have

$$
\mathbf{H}_a^P(\mathbf{r}, k) = \frac{IA}{4\pi} \mathbf{G}_{me}^{pa}(\mathbf{r}, \mathbf{r}_t, k) \cdot \mathbf{\hat{\alpha}}_t
$$

(8.116)

$$
\mathbf{H}_a^T(\mathbf{r}, k) = -i IA \tilde{G}_{me}^{ga}(\mathbf{r}, \mathbf{r}_t, k) \cdot \mathbf{\hat{\alpha}}_t
$$

(8.117)
where $\mathbf{G}_{mm}^{P,I}$ are the magnetic-field dyadic Green’s functions of a magnetic dipole in Region $a$:

\[
\mathbf{G}_{mm}^{P}(r, r', k) = \frac{e^{ik_{a}R}}{R^{5}} \cdot \begin{bmatrix} (x - x')^{2}f_{1} - R^{2}f_{2} & (x - x')(y - y')f_{1} & (x - x')(z - z')f_{1} \\ (x - x')(y - y')f_{1} & (y - y')^{2}f_{1} - R^{2}f_{2} & (y - y')(z - z')f_{1} \\ (x - x')(z - z')f_{1} & (y - y')(z - z')f_{1} & (z - z')^{2}f_{1} - R^{2}f_{2} \end{bmatrix}
\]  

(8.118)

in which $f_{1} = k_{a}^{2}R^{2} + 3k_{a}R - 3$ and $f_{2} = k_{a}^{2}R^{2} + ik_{a}R - 1$. Again, $R$ is the distance from $r$ to $r'$. A similar expression for $\mathbf{G}_{mm}^{ad}$ can be obtained by replacing $R$ with $R_{I}$ and $z - z'$ with $z + z'$. The other dyadic Green’s function $\mathbf{G}_{mm}^{ad}$ is given by

\[
\mathbf{G}_{mm}^{ad}(r, r', k) = \frac{1}{4\pi^{2}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} dk_{x} dk_{y} \mathbf{G}_{mm}^{0a}(z + z') e^{ik_{a}(x - x')} e^{ik_{a}(y - y')}
\]  

(8.119)

which represents the magnetic field in Region $a$ produced by a magnetic dipole in Region $a$, and

\[
\mathbf{G}_{mm}^{0a} = f_{0} \begin{bmatrix} k_{az}k_{bz} + k_{y}^{2}g_{5} & -k_{x}k_{y}g_{5} & k_{z}k_{bz} \\ -k_{x}k_{y}g_{5} & k_{az}k_{bz} + k_{x}^{2}g_{5} & k_{y}k_{bz} \\ k_{x}k_{az} & k_{y}k_{az} & k_{x}^{2} + k_{y}^{2} \end{bmatrix}
\]  

(8.120)

in which $g_{5} = (\tilde{e}_{b}k_{az} + \tilde{e}_{a}k_{bz})/(\tilde{e}_{a}k_{az} + \tilde{e}_{b}k_{bz})$.

Comparing these two numerical models, the first is more complicated, but it is general and valid for all frequencies. The second model is simple while it is only valid for low frequency or small loops. Although the formulations in these two models are completely different, they should give similar simulation results in the low-frequency range.

### 8.4.4 Simulation Results

The VETEM system used in the simulation is shown in Figure 8.6, where the sizes of transmitting and receiving loops are the same: 0.762m (30 inches) in side length. The distance between central points of transmitting and receiving loops can be varied, but is 2m in this study. The center of each antenna is 0.5334m (21 inches) above the ground. The transmitting loop is horizontally placed, while the receiver is vertical to avoid receiving the direct wave from the transmitter. Hence, the contribution of the primary magnetic field to the received signal is zero. A conducting plate is horizontally buried in the lossy ground.

We set up the Cartesian coordinate system shown in Figure 8.6. The transmitter-receiver system can move from left to right along the $y$ axis, keeping centers of the conducting plate and loop antennas to have the same $x$ coordinate, where $W$ denotes
the horizontal distance between the center of the transmitter-receiver system and the center of the buried plate, as illustrated in Figure 8.6. For free space, $\epsilon_r = 1$ and $\sigma_a = 0$. The relative permittivity of lossy ground is assumed to be 16, while the conductivity will change for different cases.

The input signal used in this paper is a ramped pulse. The simulated waveform and its frequency spectrum are displayed in Figure 8.7. From Figure 8.7(b), we clearly see that the bandwidth of the input signal is 5 MHz. In the following examples, all computations are performed in the frequency domain and FFT is used to obtain the time-domain responses.

As we mentioned before, the numerical solution of Maxwell’s equations at very low frequency is usually plagued with numerous problems. In the CG-FFT algorithms, the convergence is extremely slow when the working frequency is very low. As an example of a perfectly conducting plate ($2m \times 2m$) in the lossy earth, which is partitioned by $32 \times 32$ meshes and excited by a vertical magnetic dipole above the earth, it requires 8,188 iterations to make the relative error $\mathcal{E} = 0.001$ when $f = 0.02$ MHz. At the frequency of 5 MHz, it requires 600 iterations to reach the same relative error. If the working frequency is higher, however, the convergence of the CG-FFT algorithm can be very fast. For example, it needs only 35 iterations when $f = 100$ MHz for the same relative error. Hence, it will consume much computer time to obtain an accurate time-domain scattered magnetic field, because the CG-FFT code has to be run in many frequency points. To accelerate the simulation, we propose a frequency-hopping method.

In order to obtain the time-domain scattered magnetic field, the computation is first performed in the frequency domain. We start the CG-FFT simulation at the higher-frequency edge $f_{max}$ in the frequency spectrum, because it needs fewer iterations for convergence. Using the final current distribution at this frequency as the initial value of the CG-FFT algorithm at the next frequency $f = f_{max} - \Delta f$, the CG-FFT algorithm will converge rapidly because $\Delta f = f_{max}/N$ is very small. Here, $N$ is the number of frequency points used to perform the FFT. We continue this procedure until the simulation at the lowest frequency $f = \Delta f$ has been done. Therefore, it requires fewer iterations in the CG-FFT algorithm for all frequencies except the highest one, because very good initial values are provided.

Now, we consider some simulation results. Under the excitation of the input current shown in Figure 8.7, the reflected, scattered, and total magnetic fields at the receiver computed by the two numerical models are illustrated in Figure 8.8 when the ground conductivity $\sigma_g = 0.1$ S/m and the size of conducting plate is $2m \times 2m$. Here, the center of the transmitter-receiver system is directly above the conducting-plate center ($W = 0$) and the buried depth $h_a = 1m$. From Figure 8.8, we clearly see that the simulation results from the different models are similar, and have less than 5% difference around the peak of waveforms. Because two completely different sets of formulations are used for the primary and reflected fields in the two models, the close agreement of the results is evidence that these models are valid.
Figure 8.7  Simulated input signal and its frequency spectrum of a typical VETEM system: (a) time-domain wave form; (b) frequency spectrum.
Figure 8.8  Time-domain reflected, scattered, and total magnetic fields at the receiver computed by the loop-antenna model and magnetic-dipole model.

To study the effects of ground conductivity on the received signal, we have computed the reflected field for different conductivity using the magnetic-dipole model, as shown in Figure 8.9. From above numerical results and other simulations, we notice that the reflected response from the earth has the following properties:

- When the ground conductivity increases, the amplitude of earth response increases.
- When the ground conductivity increases, the slope of the ramp in the earth response increases.
- When the ground conductivity is less than 10 S/m, the earth response has a significant tail. When \( \sigma_b \) is larger than 10 S/m, the tail becomes smaller and smaller and disappears at around 50 S/m. After \( \sigma_b \) is larger than 60 S/m, the earth response behaves like that of a perfectly conducting ground.

Therefore, the reflected response is closely related to the ground conductivity, and we can estimate the conductivity from the response.

To test the correctness of the scattered field, we have computed the time-domain responses of different conducting plate sizes when \( \sigma_b = 0.1 \) S/m, \( h_s = 1 \) m, and \( W = 0 \), as shown in Figure 8.10. As a reference, we also give the scattered field of a perfectly conducting infinite plane in this figure, which is computed by a closed form in a 1D model. From Figure 8.10, we clearly see that the scattered field becomes...
Figure 8.9  Time-domain reflected magnetic fields at the receiver for different earth conductivity.

larger when the plate size increases. As the plate size reaches to 8m × 8m, the scattered field is very close to that of an infinite plane. When the plate size is 16m × 16m, the scattered field is nearly the same as that of an infinite plane. This is because the electric current on the conducting plate induced by the magnetic dipole is concentrated near the dipole. When the conducting plate is large enough, the electric current approaches zero in the region far away from the dipole. Hence, the fitness of scattered fields for a large conducting plate, which is computed by the CG-FFT algorithm, and for infinite conducting plane, which is computed in closed form, shows the validity of the numerical models and CG-FFT algorithm.

Similar to Figure 8.9, Figure 8.11(a) depicts the scattered magnetic field of a 2m × 2m conducting plate buried in different conductivity when \( h_b = 1 \text{m} \) and \( W = 0 \). From this figure, we notice that the scattered field decreases when the earth becomes more lossy. However, the decrease is not significant because the working frequency is low. Hence, it is possible to use the VETEM system to detect buried objects in a very lossy earth. Another important feature of the scattered field response is that the peak of waveform moves to a later time as the ground conductivity increases. As a reference, we also give the scattered field of an infinite conducting plane buried in the same conductivity which is simulated by the closed solution, as shown in Figure 8.11(b). Clearly, a very similar phenomenon occurs for the infinite conducting plane.

Another factor affecting the scattered field is the buried depth. Figure 8.12 displays the time-domain response of the 2m × 2m conducting plate buried in different depth when \( \sigma_b = 0.2 \text{ S/m} \) and \( W = 0 \). From Figure 8.12, we notice that the scattered
Figure 8.10  Time-domain scattered magnetic fields at the receiver for different conducting plate sizes.

field is very sensitive to the buried depth. Also, when the buried plate is deeper, the waveform peak moves to a later time.

Next, we investigate the spatial-time domain property of the scattered field. When the VTEM system runs over the $2m \times 2m$ conducting plate, the scattered-field responses are illustrated in Figures 8.13 and 8.14 when the earth conductivity is 0.1 S/m and 0.5 S/m, respectively. In these figures, the antenna-location axis represents the distance between the plate center and antenna-system center $W$. When the antenna center is at the left of the plate center, $W$ is negative, or vice versa. In these figures, (a) and (b) represent the profiles when the buried depth is 0.5m and 2.0m, respectively.

From Figures 8.13 and 8.14, we clearly see that the strongest scattered value occurs around $W = 0$ in either case, where the center of the buried plate is located. Using this property, one can easily estimate the position of the buried target from the spatial-time domain response. The other important property is that the strongest peak value has a positive time shift and the waveform becomes broader as $h_a$ and $\sigma_b$ increase, from which the buried depth and earth conductivity can be estimated.

8.5 FAST INVERSE SCATTERING METHODS

As discussed in the previous section, fast forward methods can be used to approximate the location of buried objects. However, their shape and dielectric property cannot
Figure 8.11  Time-domain scattered magnetic fields at the receiver for different earth conductivity: (a) 2m $\times$ 2m conducting plate; (b) infinite conducting plane.
be determined. To accurately detect the buried objects, inverse scattering methods have to be used. In this section, we will introduce some inversion algorithms for 2D dielectric cylinders and 3D dielectric objects.

### 8.5.1 Single-Frequency DBIM Algorithm for 2D Objects

Consider a half-space problem shown in Figure 8.15. Here, 2D dielectric objects are buried in lossy earth. Multiple transmitters TX and receivers RX are located above or on the air-earth interface. When the TX and RX are above the interface, we place them in the same height (\(z_t = z_r = z_0\)) to reduce the number of Sommerfeld-like integrals.

In inverse scattering, both dielectric properties and shapes of the buried objects are unknown. Hence, we must choose a reconstruction domain \(\mathcal{D}\). The domain \(\mathcal{D}\) should be large enough so that \(\mathcal{D}_i\), the supports of buried objects to be detected, are in \(\mathcal{D}\). Hence, the relative permittivity \(\epsilon_r(\rho)\) and conductivity \(\sigma_r(\rho)\) in the reconstruction domain \(\mathcal{D}\) are defined as

\[
\epsilon_r(\rho) = \begin{cases} 
\epsilon_{ri}(\rho), & \rho \in \mathcal{D}_i \\
\epsilon_b, & \text{otherwise}
\end{cases}, \quad \sigma_r(\rho) = \begin{cases} 
\sigma_{ri}(\rho), & \rho \in \mathcal{D}_i \\
\sigma_b, & \text{otherwise}
\end{cases}
\] (8.121)

Conveniently, the shape of \(\mathcal{D}\) is chosen as a rectangle to easily implement the forward solver using the CG-FFT.
Figure 8.13 Spatial-time domain scattered fields of the $2m \times 2m$ conducting plate when $\sigma_b = 0.1 \text{ S/m}$. The VETEM system moves from left to right in the measurement domain. (a) $h_x = 0.5m$; (b) $h_x = 2.0m$. 
Figure 8.14  Spatial-time domain scattered fields of the $2\times2$ m conducting plate when $\sigma_s = 0.5$ S/m. The VETEM system moves from left to right in the measurement domain. (a) $h_s = 0.5$m; (b) $h_s = 2.0$m.
When the electric current source is a line source, the scattered electric field by buried targets at the receiver location is expressed as

\[
E_s^*(\rho_r, \rho_i, \tilde{\epsilon}_r) = E_s^0(\rho_r, \rho_i, \tilde{\epsilon}_r) + k^2 \int_D dpg_s(\rho_r, \rho, \tilde{\epsilon}_r) E_b(\rho, \rho_i, \tilde{\epsilon}_r) [\tilde{\epsilon}_r(\rho) - \tilde{\epsilon}_r(\rho)]
\]  
(8.122)

where \(E_s^0(\rho_r, \rho_i, \tilde{\epsilon}_r)\) is the scattered electric field at the receivers when the reconstruction domain contains \(\tilde{\epsilon}_r\), which can be determined from the measurement data (the total electric field) by subtracting the primary electric field of the transmitter and the reflected electric field from the ground; \(E_b(\rho, \rho_i, \tilde{\epsilon}_r)\) is the scattered electric field at the receivers when the reconstruction domain contains the background medium \(\tilde{\epsilon}_r0\), which can be computed; \(E_b(\rho, \rho_i, \tilde{\epsilon}_r)\) is the internal electric field inside the reconstruction domain when it contains \(\tilde{\epsilon}_r\), which is generated by the transmitters; \(g_s(\rho_r, \rho, \tilde{\epsilon}_r)\) is the inhomogeneous medium Green’s function when the reconstruction domain contains \(\tilde{\epsilon}_r0\); and \(\tilde{\epsilon}_r(\rho)\) and \(\tilde{\epsilon}_r0(\rho)\) are complex permittivity of the reconstructed profile and background profile, which are given as

\[
\tilde{\epsilon}_r(\rho) = \epsilon_r(\rho) + i\frac{\eta_0}{k} \sigma(\rho), \quad \tilde{\epsilon}_r0(\rho) = \epsilon_r0(\rho) + i\frac{\eta_0}{k} \sigma_r0(\rho)
\]  
(8.123)

The inhomogeneous medium Green’s function \(g_s(\rho_r, \rho, \tilde{\epsilon}_r)\) has a simple relationship with the internal electric field. From the differential equations governing the
Green’s function and electric field, we easily obtain

$$g_a(p_r, \rho, \hat{\epsilon}_r) = \frac{1}{ik\eta_0} E_a(p_r, \rho, \hat{\epsilon}_r)$$  

(8.124)

where $E_a(p_r, \rho, \hat{\epsilon}_r)$ is the total electric field at the receiver location generated by a line source in the reconstruction domain filled by the background medium. Using the reciprocity theorem, the above equation directly gives

$$g_a(p_r, \rho, \hat{\epsilon}_r) = \frac{1}{ik\eta_0} E_b(p, \rho, \hat{\epsilon}_r)$$  

(8.125)

where $E_b(p, \rho, \hat{\epsilon}_r)$ is the total (or internal) electric field inside the reconstruction domain filled by the background medium, which is generated by a line source at the receiver location.

Because $E_b(p, \rho, \hat{\epsilon}_r)$ is also a function of $\hat{\epsilon}_r$, (8.122) gives a nonlinear relation between the scattered field and the reconstructed parameters. This equation can be solved using the distorted Born iterative method [45, 69]. With the distorted Born approximation

$$E_b(p, \rho, \hat{\epsilon}_r) \approx E_b(p, \rho, \hat{\epsilon}_r_0)$$  

(8.126)

(8.122) can be linearized as

$$e(p_r, \rho, \hat{\epsilon}_r) \approx \frac{k}{i\eta_0} \int_{\mathcal{D}} dp E_b(p, \rho, \hat{\epsilon}_r_0) E_b(p, \rho, \hat{\epsilon}_r)$$

$$\cdot \left[ O_e(p) + i\frac{\eta_0}{k} O_{\sigma}(p) \right]$$  

(8.127)

where

$$e(p_r, \rho, \hat{\epsilon}_r) = E_a(p_r, \rho, \hat{\epsilon}_r) - E_a(p_r, \rho, \hat{\epsilon}_r_0)$$  

(8.128)

which can be determined by the measurement data, and

$$O_e(p) = \epsilon_r(p) - \epsilon_r_0(p), \quad O_{\sigma}(p) = \sigma_r(p) - \sigma_r_0(p)$$  

(8.129)

are the object functions, which are real.

Conveniently, the DBIM algorithm starts at $\epsilon_0 = \epsilon_b$ and $\sigma_0 = \sigma_b$. Numerical examples show that this starting point can make a fast convergence of the DBIM scheme. Actually, the starting point can be different, for example, the free-space parameters: $\epsilon_0 = 1$ and $\sigma_0 = 0$. However, more iterations are needed in this case for convergence of the DBIM algorithm. Solving the linear integral equation (8.127), one obtains $\epsilon_r$ and $\sigma_r$. Then, one updates $\epsilon_0$ and $\sigma_0$ by the solved $\epsilon_r$ and $\sigma_r$, and repeats the procedure until

$$\frac{\|e(p_r, \rho, \hat{\epsilon}_r_0)\|^2}{\|E_a(p_r, \rho, \hat{\epsilon}_r_0)\|^2} < \text{tolerance}$$  

(8.130)
Therefore, the key step in the DBIM algorithm is in solving the linearized equation (8.127). In this section, we will use single-frequency information. At single frequency, the real object functions \( O_r(\rho) \) and \( O_o(\rho) \) can be combined into a complex object function

\[
O(\rho) = O_r(\rho) + i \frac{\eta_0}{k} O_o(\rho)
\]

(8.131)

The integral equation (8.127) is defined in an infinite-dimensional space. To solve the problem using a computer, the problem is approximated within a finite-dimensional space. Suppose that the reconstruction domain \( D \) is approximated by \( N = N_x N_y \) pixels, and the transmitter domain \( D_t \) and receiver domain \( D_r \) are approximated by \( N_t \) transmitter locations and \( N_r \) receiver locations; then (8.127) can be rewritten as a matrix form

\[
\overline{M} \cdot \mathbf{O} = \mathbf{e}
\]

(8.132)

where \( \mathbf{e} \) is a vector indexed by the transmitter and receiver locations, \( \mathbf{O} \) is a vector indexed by the pixels required to model the reconstruction domain, and \( \overline{M} \) is a Fréchet derivative operator that maps \( \mathbf{O} \) to \( \mathbf{e} \), because the error in \( \mathbf{e} \) is of higher order than that in \( \mathbf{O} \). Here, the Fréchet derivative operator \( \overline{M} \) is not one-to-one, but many-to-one. Hence, \( \overline{M} \) does not have a unique inverse and (8.132) is ill posed. In order to find an adequate solution to (8.132), the regularization procedure is employed to circumvent the instability of the problem. Therefore, a minimum norm solution to (8.132) is sought by an optimization scheme: Find an \( \mathbf{O} \) that will minimize the function

\[
\mathcal{E} = \| \mathbf{e} - \overline{M} \cdot \mathbf{O} \|^2 + \gamma \| \mathbf{O} \|^2
\]

(8.133)

in which an \( L_2 \) norm has been assumed and the second term on the right-hand side of (8.133) is to ensure that the norm of \( \mathbf{O} \) is not too large with the regularization parameter \( \gamma \). After minimizing (8.133), one obtains the following matrix equation:

\[
(\overline{M}^\dagger \cdot \overline{M} + \gamma \mathbf{I}) \cdot \mathbf{O} = \overline{M}^\dagger \cdot \mathbf{e}
\]

(8.134)

where \( \mathbf{I} \) is the unit vector and \( \overline{M}^\dagger \) is the conjugate transpose of \( \overline{M} \). The above equation can be solved by directly inverting the matrix \( \overline{M}^\dagger \cdot \overline{M} + \gamma \mathbf{I} \). In this direct solver, the choice of the regularization parameter \( \gamma \) is very important. It must be properly balanced so that it is large enough to filter out unstable components to obtain a stable solution, but not too large to avoid filtering out too many useful-frequency components in the solution.

However, the direct solver is too expensive and needs more CPU time and storage requirement when the pixel number \( N \) is large. Therefore, we use the CG method to solve (8.134). Generally, a CG method seeks the minimum norm solution even if the matrix is ill-conditioned, if the initial guess of the solution is not polluted by a vector in the null space of the ill-conditioned matrix. Hence, the regularization parameter
\( \gamma \) can, in principle, be chosen as zero in the CG procedure, provided the null space of the matrix is investigated at each iteration. In this paper, we choose \( \gamma = 10^{-10} \) when we use the CG method to solve (8.134).

As stated above, the problem is nonunique, and a unique solution is obtained by defining a minimum norm solution. The resulting matrix equation (8.134) can now be ill-conditioned, which means that an iterative solver can stop far from the solution because of the presence of large flat zones in the quadratic functional equation (8.133) to be minimized. Therefore, a stable solution can be obtained by appropriately stopping the iterations.

When the CG method is used to solve (8.134), the most time-consuming part at each CG iteration is the matrix-vector multiplication \( \bar{M} \cdot \mathbf{X} \) and \( \bar{M}^\dagger \cdot \mathbf{Y} \). From the integral expression (8.127) and the definition of adjoint operator, one can easily obtain

\[
(\bar{M} \cdot \mathbf{X})_m = \frac{k}{i\eta_0} \Delta x \Delta y \sum_{n=1}^{N_x N_y} E_b(\rho_n, \rho_{rm}, \tilde{\epsilon}_{r0}) \cdot E_b(\rho_n, \rho_{tm}, \tilde{\epsilon}_{r0}) X(\rho_n)
\]

\[
(\bar{M}^\dagger \cdot \mathbf{Y})_n = k^2 \Delta x_r \Delta x_t \sum_{m=1}^{N_x N_y} g^*_a(\rho_n, \rho_{rm}, \tilde{\epsilon}_{r0}) E_b^*(\rho_n, \rho_{tm}, \tilde{\epsilon}_{r0}) \cdot Y(\rho_{rm}, \rho_{tm}, \tilde{\epsilon}_{r0})
\]

(8.135)

where, \( (\bar{M} \cdot \mathbf{X})_m \) is the \( m \)th element of the \( N_x N_y \)-ordered vector \( \bar{M} \cdot \mathbf{X} \), and \( (\bar{M}^\dagger \cdot \mathbf{Y})_n \) is the \( n \)th element of the \( N \)-ordered vector \( \bar{M}^\dagger \cdot \mathbf{Y} \). In the adjoint operation (8.136), \( \ast \) denotes the complex conjugate, and \( g_{a}(\rho_n, \rho_{rm}, \tilde{\epsilon}_{r0}) \) represents the back-propagated field in the reconstruction domain generated by the point source at receiver location, which satisfies

\[
g_{a}(\rho_n, \rho_{rm}, \tilde{\epsilon}_{r0}) = \frac{1}{ik\eta_0} E_b(\rho_n, \rho_{rm}, \tilde{\epsilon}_{r0})
\]

(8.137)

Because the problem (8.132) is an approximation of the continuous problem (8.127), a Riemann sum has been used in the computation of \( \bar{M} \cdot \mathbf{X} \) over the “pixelated” domain \( D \) and \( \bar{M}^\dagger \cdot \mathbf{Y} \) over the transmitter-receiver locations which are in \( D_t \) and \( D_r \). The transmitter-receiver locations should be sufficiently dense over the continuous domains \( D_t \) and \( D_r \). Generally, a large measurement domain with dense transmitter-receiver grid can improve the spatial resolution of the reconstruction, but it is expensive and computationally slow. Hence, we usually choose a truncated measurement domain, which is about four or five times of the reconstruction domain, and we use a relatively loose transmitter-receiver location grid to reduce the cost and numerical complexity.
Once the complex object function is solved by the CG algorithm, both the permittivity and conductivity in the reconstruction domain can be reconstructed:

\[
\epsilon_r(\rho) = \epsilon_{r0}(\rho) + \Re \left[ O(\rho) \right], \quad \sigma_r(\rho) = \sigma_{r0}(\rho) + \frac{k}{\eta_0} \Re \left[ m(\Omega) \right]
\]  

(8.138)

From (8.135) and (8.136), we clearly see that only one call to the forward solver is needed at each transmitter location and another call is needed at each receiver location in the whole CG procedure, to compute the internal electric fields \( E_\theta(\rho, \rho_t, \epsilon_{r0}) \) and \( E_\phi(\rho, \rho_r, \epsilon_{r0}) \). If the transmitter and receiver share the same location, the total calling number reduces to one. Hence, the computational complexity to solve the inverse problem is greatly reduced. The other merit of using the CG algorithm to solve (8.134) is that we do not need to store the Fréchet derivative matrix, but only \( E_\theta(\rho, \rho_t, \epsilon_{r0}) \) and \( E_\phi(\rho, \rho_r, \epsilon_{r0}) \), which are much smaller than \( \mathbf{M} \).

Now we see some reconstruction examples using this algorithm where the lower region is a wet soil (\( \epsilon_s = 4 \) and \( \sigma_s = 0.005 \) S/m). Unless otherwise specified, the reconstruction domain \( \mathcal{D} \) is a 2 \( \times \) 2 m\(^2\) square region, whose bottom side is 2.25m below the air-soil interface. This reconstruction domain contains \( 32 \times 32 = 1,024 \) pixels. The measurement domain is 8m on the air-soil interface centered about \( \mathcal{D} \), and 16 transmitter locations and 16 receiver locations are used. The scattered data are simulated using the CG-FFT algorithm by adding some random error.

First, we see the effect of changing the working frequency on the image resolution. The original object profiles to be reconstructed are shown in the left side of Figure 8.16, where two off-set square dielectric objects (\( \epsilon_r = 10 \) and \( \sigma_r = 0.01 \) S/m) are buried in the soil. When the working frequency is 10 MHz, the inversion results after five DBIM iterations from noiseless data are illustrated in the right side of Figure 8.16, which shows that the two objects can be clearly detected and the contrast of permittivity and conductivity can be well evaluated. However, the image resolution of the lower object is poor.

When the working frequency increases to 50 MHz, the reconstructed profiles after the first and fifth iterations from noiseless data are displayed in Figure 8.17. From Figure 8.17, the contrast of reconstructed profiles after the first iteration (Born’s approximation) is not accurate. In the permittivity profile, the image of the lower object has a long tail. In the conductivity profile, however, the image of the lower object is not clear. After five DBIM iterations, the image quality of both permittivity and conductivity profiles has been notably improved: the long tail in the permittivity image has disappeared, and the lower object is much clearer in the conductivity image. Also, the contrast of reconstructed profiles is much more accurate than that in the Born approximation.

Comparing Figure 8.17 with Figure 8.16, we clearly see that the image resolution of both objects at higher frequencies is much better than that at lower frequencies, especially for the conductivity profile. However, when the working frequency is much higher, the reconstruction domain will be smaller and the EM wave cannot
Figure 8.16  The original and reconstructed profiles of two offset dielectric objects when the working frequency is 10 MHz. A single-frequency DBIM algorithm with 16 transmitters and 16 receivers is used. Left side: original profiles. Right side: reconstructed profiles.

Figure 8.17  Reconstructed profiles of two offset dielectric objects when the working frequency is 50 MHz. A single-frequency DBIM algorithm with 16 transmitters and 16 receivers is used. Left side: the first iteration. Right side: the fifth iteration.
penetrate deeper. In the following examples, the working frequencies are all set to 50 MHz.

To show the stability of the proposed DBIM algorithm, we next consider a reconstruction example from noisy data. When 5% and 10% random error have been added to the scattered field collected on the air-earth interface, the reconstructed results are illustrated in Figure 8.18 after five DBIM iterations. Comparing Figure 8.18 with Figure 8.17, we find that the noisy data can still provide a very good resolution of the image, although the contrast of permittivity and conductivity becomes less accurate and there is a stronger ghost image at the right-lower corner as the noise increases. Hence, this algorithm is very tolerant of the measurement error.

Finally, we consider a larger reconstruction domain: a 4 × 4 m² region, whose bottom side is 4.25 m below the air-soil interface. This reconstruction domain is divided into 64 × 64 = 4,096 pixels. The measurement domain is 16 m on the air-earth interface centered about the reconstruction domain, and 32 transmitter locations and 32 receiver locations are used. The original profiles to be reconstructed are shown in the left side of Figure 8.19. When the scattered fields contain 5% random error, the inversion results after 5 DBIM iterations are displayed in the right side of Figure 8.19. From both permittivity and conductivity profiles, it is evident that the two buried objects can be clearly detected although more pixels have been used and the objects are not at the center of the reconstruction domain.
8.5.2 Multifrequency DBIM Algorithm for 2D Objects

The single-frequency DBIM algorithm provides an efficient way to accurately detect buried objects. However, this algorithm requires an array of multiple transmitters and multiple receivers, which is expensive to build. In this subsection, multifrequency information is used. Thus, we need only a single transmitter and a receiver which have a fixed offset $d$, as shown in Figure 8.20. Hence, $z_r = z_t = z_0$ and $x_r = x_t + d$. The transmitter-receiver system is moveable in the measurement plane $x_t \in D_t$, to make multiple transmitter-receiver locations. The working frequency of the system ranges from $f_{\text{min}}$ to $f_{\text{max}}$.

Using similar formulations and procedures to those in the single-frequency algorithm, we can set up the multifrequency DBIM algorithm by solving a different linearized equation. In the multifrequency case, the linearized equation (8.127) can be written in the following operator form [70]:

$$\mathbb{M}_\epsilon \cdot \mathbf{O}_\epsilon + \mathbb{M}_\sigma \cdot \mathbf{O}_\sigma = \mathbf{e}$$  \hspace{1cm} (8.139)

where $\mathbb{M}_\epsilon$ and $\mathbb{M}_\sigma$ are the Fréchet derivative operators and $\mathbb{M}_\sigma = i\mathbb{M}_\epsilon / k$. To solve (8.139), we consider the following regularization equation:

$$\mathcal{E} = ||\mathbf{e} - \mathbb{M}_\epsilon \cdot \mathbf{O}_\epsilon - \mathbb{M}_\sigma \cdot \mathbf{O}_\sigma||_A^2 + \delta_0 ||\mathbf{O}_\epsilon||_{A_0}^2 + \delta_\sigma ||\mathbf{O}_\sigma||_{A_0}^2$$  \hspace{1cm} (8.140)
where \( \| \mathbf{a} \|_{\Lambda} \) is \( \Lambda \)-norm, which is defined as \( \| \mathbf{a} \|_{\Lambda}^2 = \mathbf{a}^T \cdot \Lambda \cdot \mathbf{a} \).

To minimize (8.140), we set the derivatives of \( \mathcal{E} \) with respect to \( \mathbf{O}_\varepsilon \) and \( \mathbf{O}_\sigma \) to be zero. Then one obtains the following operator equation:

\[
\begin{bmatrix}
\bar{\mathbf{M}}_\varepsilon^T \cdot \Lambda \cdot \bar{\mathbf{M}}_\varepsilon + \delta \bar{\mathbf{A}}_0 & \bar{\mathbf{M}}_\sigma^T \cdot \Lambda \cdot \bar{\mathbf{M}}_\sigma \\
\bar{\mathbf{M}}_\varepsilon^T \cdot \Lambda \cdot \bar{\mathbf{M}}_\varepsilon & \bar{\mathbf{M}}_\sigma^T \cdot \Lambda \cdot \bar{\mathbf{M}}_\sigma + \delta \sigma \bar{\mathbf{A}}_0
\end{bmatrix}
\cdot
\begin{bmatrix}
\mathbf{O}_\varepsilon \\
\mathbf{O}_\sigma
\end{bmatrix}
= \begin{bmatrix}
\bar{\mathbf{M}}_\varepsilon^T \cdot \Lambda \cdot \mathbf{e} \\
\bar{\mathbf{M}}_\sigma^T \cdot \Lambda \cdot \mathbf{e}
\end{bmatrix}
\tag{8.141}
\]

If \( \bar{\mathbf{A}} \) and \( \bar{\mathbf{A}}_0 \) are Hermitian matrices, then the operator

\[
\begin{bmatrix}
\bar{\mathbf{M}}_\varepsilon^T \cdot \Lambda \cdot \bar{\mathbf{M}}_\varepsilon + \delta \bar{\mathbf{A}}_0 & \bar{\mathbf{M}}_\sigma^T \cdot \Lambda \cdot \bar{\mathbf{M}}_\sigma \\
\bar{\mathbf{M}}_\varepsilon^T \cdot \Lambda \cdot \bar{\mathbf{M}}_\varepsilon & \bar{\mathbf{M}}_\sigma^T \cdot \Lambda \cdot \bar{\mathbf{M}}_\sigma + \delta \sigma \bar{\mathbf{A}}_0
\end{bmatrix}
\]

is easily shown to be Hermitian.

When a CG method is used to solve the operator equation (8.141), three kinds of operations are involved in the CG algorithm: \( \bar{\mathbf{M}}_\varepsilon \cdot \mathbf{X} \), \( \bar{\mathbf{M}}_\varepsilon^T \cdot \mathbf{Y} \), and \( \bar{\mathbf{M}}_\sigma^T \cdot \mathbf{Y} \).
The evaluation of $\overline{M}_\varepsilon \cdot X$ is quite similar to (8.135), and

$$\overline{M}_\varepsilon^T \cdot \overline{A} \cdot Y = \frac{i}{\eta_0} \int_{k_{\min}}^{k_{\max}} dk \int_{x_{\min}}^{x_{\max}} dx_1 E_0^\varepsilon(\rho, \rho_\varepsilon, k, \varepsilon_\varepsilon)$$

$$\cdot E_0^\varepsilon(\rho, \rho_\varepsilon, k, \varepsilon_\varepsilon) Y(\rho_\varepsilon, k, \varepsilon_\varepsilon) A(\rho_\varepsilon, k)$$

$$\cdot E_0^\varepsilon(\rho, \rho_\varepsilon, k, \varepsilon_\varepsilon) Y(\rho_\varepsilon, k, \varepsilon_\varepsilon) A(\rho_\varepsilon, k)$$

$$\overline{M}_\sigma^T \cdot \overline{A} \cdot Y = \frac{1}{\eta_0} \int_{k_{\min}}^{k_{\max}} dk \int_{x_{\min}}^{x_{\max}} dx_1 E_0^\sigma(\rho, \rho_\varepsilon, k, \varepsilon_\varepsilon)$$

$$\cdot E_0^\sigma(\rho, \rho_\varepsilon, k, \varepsilon_\varepsilon) Y(\rho_\varepsilon, k, \varepsilon_\varepsilon) A(\rho_\varepsilon, k)$$

$$\cdot E_0^\sigma(\rho, \rho_\varepsilon, k, \varepsilon_\varepsilon) Y(\rho_\varepsilon, k, \varepsilon_\varepsilon) A(\rho_\varepsilon, k)$$

In trading off between the computer time and storage requirement, different approaches can be used to implement the DBIM algorithm. Two typical methods are introduced below:

**Implementation A:** The schematic outline of the first implementation method is shown in Figure 8.21(a). Starting from the initial guess of the permittivity and conductivity, the linearized operator equation (8.141) is accurately solved using the CG algorithm. Then, the accurate CG solution acts as the starting point of the next iteration and the procedure is repeated.
When the operator equation is accurately solved, the integrals (8.135), (8.142), and (8.143) need to be repeatedly evaluated. Hence, the internal fields \(E_b(\rho, \rho, k, \varepsilon_{r0})\) and \(E_b(\rho, \rho, k, \varepsilon_{r0})\) have to be stored. Then, only one call to the forward solver is needed at each transmitter location and another call is needed at each receiver location for each frequency in the whole CG procedure. That is to say, totally \(2N_f N_t\) calls to the forward solver are required to perform the CG algorithm, where \(N_f\) is the number of working frequency, and \(N_t\) is the number of transmitter-receiver locations.

The merit of this implementation is that only a few DBIM iterations are needed and small computational complexity is required in each DBIM iteration. However, we have to store the internal fields for each transmitter location and frequency.

**Implementation B:** For a large problem, it is impossible to store the internal fields for all transmitter locations and frequencies. In this case, the implementation method shown in Figure 8.21(b) should be used: we do not solve the linearized operator equation accurately and use only two or three CG iterations. Then, the approximate CG solution acts as the starting point of the next DBIM iteration and the procedure is repeated. Clearly, the DBIM iteration number of this implementation will be larger than that of Implementation A.

Because only a few CG iterations are used, it is not necessary to store the internal fields for each transmitter-receiver location and frequency. But two calls to the forward solver are needed to perform the operation (8.135), and another two calls are needed to perform the adjoint operation (8.142) or (8.143) at each transmitter-receiver location and each frequency for each CG iteration. Therefore, totally \(4N_{\text{iter}} N_f N_t\) calls to the forward solver are required to perform the CG algorithm, where \(N_{\text{iter}}\) is the CG iteration number.

Compared with the single-frequency DBIM algorithm, both the computational complexity and storage requirement in this algorithm have increased due to the use of multiple frequencies. However, this algorithm is of more practical interest because the data collection is easier and cheaper.

Now, we consider some reconstruction examples using this algorithm. In these examples, the lower region consists of wet soil (\(\varepsilon_r = 4\) and \(\sigma_b = 0.005\) S/m) and the reconstruction domain \(D\) is a \(2 \times 2\) m² region, whose bottom side is 2.25m below the air-soil interface. This reconstruction domain is divided into \(32 \times 32 = 1,024\) pixels. The measurement plane is 0.5m above the air-soil interface, and 15 transmitter-receiver locations are used. The distance between the transmitter and receiver is fixed to 2m. The measurement length is 10m centered about the reconstruction domain. The working frequency ranges from 0.5 to 50.5 MHz and 11 frequency points are taken. For the parameters contained in the inversion algorithm, we have chosen \(\bar{\alpha}_0 = 1\), \(A(\rho, k) = 1\) and \(\delta_\alpha = \delta_\sigma = 0.001\). The measurement data are simulated from the forward CG-FFT solver by adding 10% random error.

When the first implementation is used to perform the DBIM algorithm, the reconstructed profile of two offset objects is illustrated in Figure 8.22 after five DBIM
Figure 8.22  The original and reconstructed profiles of two offset dielectric objects. The first implementation of the multifrequency DBIM algorithm where 15 TX-RX locations and 11 frequency points are used.

iterations. Here, 50 iterations have been used to solve the linearized equation by the CG method. For easy comparison, the original profile is also provided in this figure. From Figure 8.22, we clearly see that both the permittivity and conductivity images give good approximations to the real objects in the object locations and object contrast, and two adjacent objects can be clearly identified. Therefore, this inversion algorithm can provide good resolution image even when 10% error is introduced in the measurement data.

To compare the two implementation methods shown in Figure 8.21, we next give reconstruction results of two offset objects using the second implementation. After five and 20 DBIM iterations, the reconstructed profiles are shown in Figure 8.23. Here, only two iterations are used to solve the linearized equation by the CG method. Comparing Figures 8.23 and 8.22, the reconstruction results from the second implementation are not good at the fifth DBIM iteration. However, when the iteration number increases to 20, the reconstruction results become much better.

8.5.3  DT Algorithm for 2D Objects

In the above two sections, two nonlinear inverse scattering algorithms are proposed using the distorted Born iterative method, which can efficiently detect the buried
objects by accurately giving their locations and dielectric properties. However, these algorithms are slow because many calls to the forward solvers are needed. Although fast algorithms have been used to solve the forward problem, it still takes much CPU time to obtain the buried-object image in a large reconstruction domain. Usually, some practical systems like GPR and VETEM require that the location of buried objects be determined in a few minutes using a portable computer at the site where the data are collected. For this purpose, a linearized inversion algorithm based on diffraction tomography is a good choice for on-site processing.

Consider a half-space problem shown in Figure 8.24. Multiple transmitters and multiple receivers are located in the free space, in a plane that is parallel to the air-earth interface: \( z_t = z_r = z_0 \). Under the coordinate system shown in this figure, the region \( z \leq 0 \) is the domain of interest. Suppose that all buried dielectric cylinders are contained in \( \mathcal{D} \), the reconstruction domain. Unlike that in Figures 8.15 and 8.20, the top edge of \( \mathcal{D} \) is just the air-earth interface. The relative permittivity \( \varepsilon_r(\rho) \) and conductivity \( \sigma_r(\rho) \) inside \( \mathcal{D} \) are defined by (8.121).

Using the Green’s function (8.15), the scattered electric field from 2D buried cylinders at the receiver location is expressed as

\[
E^s_\alpha(\rho_r, \rho_t, k) = k^2 \int_\mathcal{D} dp g_{cc}^{ab}(\rho_r, \rho, k)E_b(\rho, \rho_t, k)O(\rho, k)
\]  

(8.144)
This is a reduced form of (8.122) when \( \epsilon_{b0} = \epsilon_b \) and \( \sigma_{b0} = \sigma_b \). Here \( E_b(\rho, \rho_t, k) \) is the internal electric field inside the reconstruction domain, and \( O(\rho, k) \) is the complex object function defined as

\[
O(\rho, k) = \tilde{\epsilon}_r(\rho) - \tilde{\epsilon}_b = O_e(\rho) + i\frac{\eta_0}{k} O_\sigma(\rho)
\]  

(8.145)

in which

\[
O_e(\rho) = \epsilon_r(\rho) - \epsilon_b, \quad O_\sigma(\rho) = \sigma_r(\rho) - \sigma_b
\]  

(8.146)

are the permittivity-object and conductivity-object functions, which are slightly different from (8.129).

Under the Born approximation, the internal electric field \( E_b \) can be approximated by the incident electric field when the buried scatterers have a low contrast:

\[
E_b(\rho, \rho_t, k) \approx E^{inc}_b(\rho, \rho_t, k) = ik\eta_0 I(k) g^{ha}_{ee}(\rho, \rho_t, k)
\]  

(8.147)

where \( g^{ha}_{ee}(\rho, \rho_t, k) \) is the Green’s function defined in (8.14), and \( I(k) \) is the electric current of the transmitter. Thus, the scattered electric field is further written as

\[
E^\alpha(\rho, \rho_t, k) = ik^3\eta_0 I(k) \int_{D} dp g^{ph}_{ee}(\rho, \rho, k) g^{ha}_{ee}(\rho, \rho_t, k) O(\rho, k)
\]  

(8.148)
Substituting (8.17) and (8.19) into the above equation and considering that \(z_r = z_t = z_0\) is constant, one easily obtains

\[
E_{sr}(x_r, x_t, k) = -\frac{i k^3 \eta_0 I(k)}{4 \pi^2} \int_{-\infty}^{\infty} dx \int_{-\infty}^{0} dz O(x, z, k) \int_{-\infty}^{\infty} dk_x \int_{-\infty}^{\infty} dk'_x f_0(k_x) \cdot f_0(k'_x) e^{i[(k_x + k'_x)z - (k_x + k'_x)z_0 - (k_x + k'_x)z - (k_x + k'_x)x + k_x x_r + k'_x x_t]} \tag{8.149}
\]

Let \(\tilde{E}_{sr}(k_x, k'_x, k)\) be the 2D spatial Fourier transform of \(E_{sr}(x_r, x_t, k)\); then we have

\[
\tilde{E}_{sr}(k_x, k'_x, k) = \int_{-\infty}^{\infty} dx \int_{-\infty}^{\infty} dx_t E_{sr}(x_r, x_t, k) e^{-i(k_x x_r + k'_x x_t)} \tag{8.150}
\]

\[
E_{sr}(x_r, x_t, k) = \frac{1}{4 \pi^2} \int_{-\infty}^{\infty} dk_x \int_{-\infty}^{\infty} dk'_x \tilde{E}_{sr}(k_x, k'_x, k) e^{i(k_x x_r + k'_x x_t)} \tag{8.151}
\]

Comparing (8.149) and (8.151), we get the following relation:

\[
\tilde{E}_{sr}(k_x, k'_x, k) = -i k^3 \eta_0 I(k) f_0(k_x) f_0(k'_x) e^{i[(k_x + k'_x)z_0 \int_{-\infty}^{\infty} dx \int_{-\infty}^{0} dz O(x, z, k) \cdot O(x, z, k) e^{-i[(k_x + k'_x)z + (k_x + k'_x)z_0]}} \tag{8.152}
\]

Let the spatial Fourier transform of the object function be \(\tilde{O}(k_x, k_y, k)\); then we have

\[
\tilde{O}(k_x, k_z, k) = \int_{-\infty}^{\infty} dx \int_{-\infty}^{0} dz O(x, z, k) e^{-i(k_x x + k_z z)} \tag{8.153}
\]

\[
O(x, z, k) = \frac{1}{4 \pi^2} \int_{-\infty}^{\infty} dk_x \int_{-\infty}^{\infty} dk_z \tilde{O}(k_x, k_z, k) e^{i(k_x x + k_z z)} \tag{8.154}
\]

Substituting (8.153) into (8.152), one obtains a simple relationship between the Fourier transform of the scattered field and object function:

\[
\tilde{E}_{sr}(k_x, k'_x, k) = -i k^3 \eta_0 I(k) e^{i[(k_x + k'_x)z_0 / (k_x + k'_x)]} \frac{(k_x + k'_x)(k'_x + k'_z)}{\tilde{O}(k_x + k'_z, k, k)} \tag{8.155}
\]

From the above derivation, we clearly see that the Sommerfeld-like integrals have been exactly accounted for in (8.155). The cost is, however, the need to collect measurement data at different transmitter and receiver locations. In the Fourier transform of the scattered field, when we let \(k_x = k'_x\), (8.155) gives

\[
\tilde{O}(2k_x, 2k_z, k) = \frac{i(k_z + k'_z)^2}{k^3 \eta_0 I(k)} e^{-i(k_x z_0 / k)} \tilde{E}_{sr}(k_x, k_x, k) \tag{8.156}
\]
The above equation illustrates the object-function spectrum in a specific complex plane. In fact, one can obtain different object spectra by taking different parts of the scattered-field spectra. For example, when we let \( k_x' = 0 \), (8.155) gives

\[
\tilde{O}(k_x, k_{b_z} + k_b, k) = \frac{i(k_a + k_b)(k_{az} + k_{b_z})}{k^3 \eta_0 I(k)} e^{-i(k_a + k_{az})} \tilde{E}_0^a(k_x, 0, k) \quad (8.157)
\]

Comparing (8.156) with (8.157), the first has a simpler form and hence is used in this algorithm.

Jast as stated in [62], it is impossible to simultaneously reconstruct the permittivity and conductivity profiles using the proposed DT algorithm without additional information. If \( \sigma_r = \sigma_b \) or the contribution of permittivity is much larger than that of conductivity (the displacement current is much larger than the conduction current), the object function (8.145) equals or approaches the permittivity object function. In this case, (8.156) will reduce to

\[
\tilde{O}_e(2k_x, 2k_{b_z}) = \frac{i(k_{az} + k_{b_z})^2}{k^2 \eta_0 I(k)} e^{-i2k_{az}} \tilde{E}_0^a(k_x, k_x, k) \quad (8.158)
\]

In contrast, if \( \varepsilon_r = \varepsilon_b \) or the contribution of conductivity is much larger than that of permittivity (the conduction current is much larger than the displacement current), the object function equals or approaches the conductivity-object function multiplied by \( i\eta_0/k \). In this case, we obtain from (8.156)

\[
\tilde{O}_\sigma(2k_x, 2k_{b_z}) = \frac{(k_{az} + k_{b_z})^2}{k^2 \eta_0^2 I(k)} e^{-i2k_{az}} \tilde{E}_0^a(k_x, k_x, k) \quad (8.159)
\]

Here, \( \tilde{O}_e(k_x, k_z) \) and \( \tilde{O}_\sigma(k_x, k_z) \) are Fourier transforms of the permittivity-object function \( O_e(x, z) \) and conductivity-object function \( O_\sigma(x, z) \), respectively.

To reconstruct the object functions \( O_e(x, z) \) and \( O_\sigma(x, z) \) using (8.158) and (8.159), we reconsider the Fourier transform pair (8.153) and (8.154). Physically speaking, the above Fourier transform pair correspond to a lossless background, where both of \( k_x \) and \( k_z \) are real. If the background is lossy, the spectra of object functions are given along a contour in the complex-\( k_z \) plane, as shown in (8.158) and (8.159). Therefore, the Fourier transform should be extended to a complex plane in the lossy case. A well-known extension of the Fourier transform is the Laplace transform:

\[
L(s) = \int_0^\infty dt f(t) e^{-st} \quad (8.160)
\]

\[
f(t) = \frac{1}{2\pi i} \int_{\sigma - i\infty}^{\sigma + i\infty} ds L(s) e^{st} \quad (8.161)
\]

where \( s = \sigma + ik_z \), \( \sigma > 0 \), and the real part \( \sigma \) is kept as a constant, i.e., the integration path in (8.161) is a straight line parallel to the imaginary axis. If the integration path
in the inverse transform is required to be a contour as shown in Figure 8.25, which is just the contour of \( k_{b}z \) in the lossy case when \( k \) varies from zero to infinity, however, (8.161) will be divergent because the radiation condition is not satisfied. Hence, the Laplace transform cannot be used for this purpose.

To derive closed-form reconstruction formulas in the lossy background, we introduce an approximate generalized Fourier transform pair [72]

\[
F(s_{z}) = \int_{-\infty}^{0} dz f(z) e^{-is_{z}z} \tag{8.162}
\]

\[
f(z) \approx \frac{1}{2\pi} \int_{C} ds_{z} F(s_{z}) e^{is_{z}z} \tag{8.163}
\]

in which \( s_{z} \) is defined in the upper Riemann sheet: \( \Im(s_{z}) \geq 0 \), * denotes the complex conjugation, and \( C = C^{+} + C^{-} \) is a contour as shown in Figure 8.25. Clearly, the radiation condition is satisfied in both the forward and inverse transforms. When \( s_{z} \) is real, (8.162) and (8.163) will reduce to the original definition of the Fourier transform.

Although the inversion formula (8.163) is not exact, it is convergent for all integration paths in the upper half-plane, and it approximates the behavior of the original function \( f(z) \) very well. Figure 8.26 illustrates the comparisons of original functions and reconstructed profiles from (8.163) using the spectrum along a contour \( s_{z} = \sqrt{k^{2}\epsilon_{b} + ik\sigma_{b}} \), in which \( \epsilon_{b} = 4 \) and \( \sigma_{b} = 0.1 \) mS/m. It is clear that (8.163)
Figure 8.26 Comparisons of original functions and reconstructed profiles using the approximate generalized Fourier transform: (a) exponential function; (b) pulse function.
provides a good approximation of the original function $f(z)$, no matter if it is a continuous function or a pulse function.

Now we consider the extension of the 2D Fourier transform pair (8.153) and (8.154). If we keep $k_x$ in the real axis and extend $k_z$ from real axis to the complex plane $s_z$, we have the following approximate generalized Fourier transform pair

$$
\tilde{O}_\alpha(k_x, s_z) = \int_{-\infty}^{\infty} dx \int_{-\infty}^{0} dz O\alpha(x, z) e^{-i(k_x x + s_z z)}
$$

(8.164)

$$
O\alpha(x, z) = \frac{1}{4\pi^2} \int_{-\infty}^{\infty} dk_x \int_{C} ds_z \tilde{O}_\alpha(k_x, s_z) e^{i(k_x x + s_z z)}
$$

(8.165)

where $\Im m(s_z) \geq 0$ and $\alpha = \epsilon$ or $\sigma$. Considering the symmetrical property of $C^+$ and $C^-$, (8.165) can be rewritten as

$$
O\alpha(x, z) = \frac{1}{4\pi^2} \int_{-\infty}^{\infty} dk_x \int_{C^+} [ds_z \tilde{O}_\alpha(k_x, s_z) e^{i(k_x x + s_z z)}
$$

$$
+ ds_z^* \tilde{O}_\alpha(-k_x, -s_z^*) e^{-i(k_x x + s_z^* z)}]
$$

(8.166)

Since $O\alpha(x, z)$ is a real function, it is easily shown from (8.164) that

$$
\tilde{O}_\alpha^*(k_x, s_z) = \tilde{O}_\alpha(-k_x, -s_z^*)
$$

Hence, the second integral in (8.166) is just the complex conjugation of the first integral, and then (8.166) is furthermore reduced to

$$
O\alpha(x, z) = \frac{1}{2\pi^2} \Re \left\{ \int_{-\infty}^{\infty} dk_x e^{i k_x x} \int_{C^+} ds_z \tilde{O}_\alpha(k_x, s_z) e^{i s_z z} \right\}
$$

(8.167)

where $\Re(s_z) \geq 0$ and $\Im m(s_z) \geq 0$. Because the branch cut of $k_{b z}$ also satisfies $\Re(k_{b z}) \geq 0$ and $\Im m(k_{b z}) \geq 0$, we can directly rewrite (8.167) by letting $s_z = 2k_{b z}$ as

$$
O\alpha(x, z) = \frac{2}{\pi^2} \Re \left\{ \int_{-\infty}^{\infty} dk_x e^{i 2k_x x} \int_{C^+} dk_{b z} \tilde{O}_\alpha(2k_x, 2k_{b z}) e^{i 2k_{b z} z} \right\}
$$

(8.168)

Actually, the contour $C$ can be arbitrarily chosen in the upper Riemann sheet if there are no poles between the real axis and $C$. But we choose $C^+$ as a specified one, as shown in Figure 8.25, so that the contour integral can be converted into an integral along $k$ through $k_{b z} = \sqrt{k^2 \epsilon k - k_{a z}^2}$. Hence, the spatial object function is finally written as
\[ O_\alpha(x, z) = \frac{2}{\pi^2} \Re \left\{ \int_{-\infty}^{\infty} dk_x e^{i2k_x x} \int_{0}^{\infty} dk \frac{2\epsilon_b k + i\eta_0 \sigma_b}{2k_b} \tilde{O}_\alpha(2k_x, 2k_b, z) e^{i2k_x z} \right\} \quad (8.169) \]

Therefore, the formula to reconstruct the permittivity profile of a buried pure-dielectric cylinder is

\[ \epsilon_r(x, z) = \epsilon_b + \frac{2}{\pi^2} \Re \left\{ \int_{-\infty}^{\infty} dk_x e^{i2k_x x} \int_{0}^{\infty} dk \frac{2\epsilon_b k + i\eta_0 \sigma_b}{2k_b} \right. \]

\[ \left. \cdot \frac{i(k_{xz} + k_{bz})^2}{k^2 \eta_0 I(k)} e^{-i2k_{xz} z_0} \tilde{E}_0^a(k_x, k, z) e^{i2k_{xz} z} \right\} \quad (8.170) \]

Similarly, the formula to reconstruct the conductivity profile of a buried pure-conductive cylinder becomes

\[ \sigma_r(x, z) = \sigma_b + \frac{2}{\pi^2} \Re \left\{ \int_{-\infty}^{\infty} dk_x e^{i2k_x x} \int_{0}^{\infty} dk \frac{2\epsilon_b k + i\eta_0 \sigma_b}{2k_b} \right. \]

\[ \left. \cdot \frac{(k_{xz} + k_{bz})^2}{k^2 \eta_0 I(k)} e^{-i2k_{xz} z_0} \tilde{E}_0^a(k_x, k, z) e^{i2k_{xz} z} \right\} \quad (8.171) \]

Although the inversion formulas (8.170) and (8.171) are theoretically derived from pure-dielectric and pure-conductive cylinders, they can be heuristically used to reconstruct simultaneously the permittivity and conductivity profiles of “general” buried targets. Numerical results show that such reconstruction can give good resolution of the buried objects. However, the contrast amplitude of the conductivity is not accurate.

Now, we see some reconstruction examples using the novel DT algorithm where the relative permittivity and conductivity of the lossy earth are \( \epsilon_b = 4 \) and \( \sigma_b = 0.1 \) mS/m, respectively. The reconstruction domain \( D \) is a 10 \( \times \) 10 m\(^2\) square region, which is divided into 64 \( \times \) 64 = 4,096 pixels. The buried objects are three circular dielectric pipes, which are diagonally located in the reconstruction domain. The diameter of each pipe is 2.5m. The reason we choose three offset pipes is to examine if the inversion algorithm can separate multiple scatterers and reconstruct well the deeper object.

The transmitters and receivers are located 0.5m above the air-earth interface. Here, 64 transmitter locations and 64 receiver locations are used on the measurement domain, which is 80m long centered about the reconstruction domain. Therefore, the distance between TX and TX (or RX and RX) is 1.25m. If the working frequency ranges from 0.5 to 60.5 MHz, then the corresponding wavelength will vary from 300m to 2.48m in the earth, which is suitable for reconstructing the dielectric cylinders with a diameter of 2.5m. In the following examples, 60 frequency points are taken between 0.5 and 60.5 MHz. The measurement data are again simulated from the CG-FFT algorithm by adding a 10% random error.
As the first example, we consider the inversion of a weak buried object ($\epsilon_r = 5$ and $\sigma_r = 0.2$ mS/m). Using (8.170) and (8.171), both permittivity and conductivity profiles can be reconstructed simultaneously, as shown in Figure 8.27. From Figure 8.27, the permittivity image has very good resolution giving accurate locations, shapes, and contrasts of buried pipes. In the conductivity image, the upper portion of each pipe is quite clear and a semicircular shape can be clearly seen, but the lower portion has bad resolution and only a small part is visible. Right below each pipe, there is a “ghost image,” which gives nonphysical conductivity: negative conductivity. Because of the ghost image, the image of the pipe has a slight shift towards the air-earth interface. The center between the pipe image and ghost image is just the correct location of the pipe.

The above example illustrates the reconstruction of weak buried scatterers for which the Born approximation is valid. When the contrast of buried targets becomes higher, (8.170) and (8.171) can still be used to approximate the image. Figure 8.28 shows the original and reconstructed profiles of stronger buried targets when $\epsilon_r = 10$ and $\sigma_r = 1$ mS/m. Clearly, the shapes of images in both permittivity and conductivity images have a distortion, but the permittivity images have a good spatial resolution and provide an accurate estimate of the contrast. In the conductivity image, the three buried pipes can also be clearly observed.
Figure 8.28  Original and reconstructed profiles from noisy data when \( \varepsilon_r = 10 \) and \( \sigma_r = 1.0 \) nS/m. 2D DT algorithm where 64 transmitter locations, 64 receiver locations, and 60 frequency points are used.

From the above examples, we notice that high-resolution imaging results for weak scatterers are obtained from the proposed inversion algorithm, although only the reflection setup is used (i.e., transmitters and receivers are only placed above the air-earth interface). Mathematically speaking, this is because nearly all spectral information of the object function can be achieved from the reflection-setup scattered data, as shown in (8.156). For example, the spectrum of single-frequency scattered data gives the object-function spectrum along a circle with radius \( k \sqrt{\varepsilon_b} \) centered at \( (k_x, k_z) = (0, 0) \) when the earth is lossless. As the frequency changes from 0 to \( \infty \), we obtain all the object-function spectrum in the whole \( k_x-k_z \) domain, and hence the object function can be exactly reconstructed using the inverse Fourier transform. In the above reconstruction examples, only a limited frequency band (0.5 ~ 60.5 MHz) is used. However, the spectrum of the triple-pipe object (with diameter of 2.5m) is nearly zero when the frequency is larger than 60 MHz, and thus we still obtain high-resolution imaging results.

Comparing the reconstruction results from the novel DT algorithm with those from the DBIM algorithms, we notice that the DT algorithm can provide better spatial resolution of image, because more scattered data have been used and the Sommerfeld-like integral has been exactly incorporated. Also, it is very fast to handle large reconstruction domain. However, the DT algorithm cannot give correct conductivity contrast of the buried object.
8.5.4 DT Algorithm for 3D Objects

In this section, we consider a general DT algorithm for 3D buried objects. As illustrated in Figure 8.29, several 3D dielectric objects $D_i$ are buried in the lossy earth. The transmitter TX and receiver RX, which can be electric dipoles or magnetic dipoles (i.e., small loop antennas), are located in a plane $z_t = z_r = z_0$ that is parallel to the air-earth interface. Under the coordinate system shown in Figure 8.29, the region $z \leq 0$ is the domain of interest. Suppose that all the buried dielectric objects to be reconstructed are contained in $D = D_x \times D_y \times D_z$, the reconstruction domain. Then, the relative permittivity $\epsilon_r(r)$ and conductivity $\sigma_r(r)$ inside $D$ can be defined in a similar way to (8.121).

8.5.4.1 Electric-Dipole Transmitter and Receiver

When the TX-RX are electric dipoles, the electric field is measured at the receiver location. From the half-space Green’s function (8.5), the incident electric field of $D$ is expressed as

$$
E_{inc}^e(r, r_t, k) = -\omega \mu_0 \Delta l_t I_t^e(k) G_{ee}^{ho}(r, r_t, k) \cdot \hat{\alpha}_t^e
$$

(8.172)
in which \( \mathbf{r} \in \mathcal{D} \), \( \mathbf{r}_t \) is the transmitter location in the air, and \( I_{\ell}^c(k) \) and \( \hat{\alpha}_c^\ell \) are the electric current and direction of the transmitting dipole with length \( \Delta l_t \). Under the illumination of the above incident electric field, the scattered electric field by a buried object at the receiver location is written as

\[
\mathbf{E}^{ca}_a(\mathbf{r}_r, \mathbf{r}_t, k) = i k^2 \int_D d\mathbf{r} \mathbf{G}^{ab}_{ee}(\mathbf{r}_r, \mathbf{r}, k) \cdot \mathbf{E}_b(\mathbf{r}_r, \mathbf{r}_t, k) O(\mathbf{r}, k) \tag{8.173}
\]

in which \( \mathbf{E}_b(\mathbf{r}_r, \mathbf{r}_t, k) \) is the internal electric field inside the reconstruction domain, \( O(\mathbf{r}, k) \) is the complex object function defined similarly to (8.145), and \( \mathbf{G}^{ab}_{ee} \) is the electric-field dyadic Green’s function given in (8.9).

Generally, the internal electric field \( \mathbf{E}_b(\mathbf{r}_r, \mathbf{r}_t, k) \) can be accurately obtained by solving the EFIE. However, it will take a huge amount of CPU time to evaluate \( \mathbf{E}_b(\mathbf{r}_r, \mathbf{r}_t, k) \) at each frequency and each transmitter location. When the object function has a low contrast, the Born approximation can be used: \( \mathbf{E}_b(\mathbf{r}_r, \mathbf{r}_t, k) \approx \mathbf{E}^{inc}_b(\mathbf{r}_r, \mathbf{r}_t, k) \). Hence, the scattered electric field in \( \hat{\alpha}_c^\ell \) polarization is written as

\[
\hat{\alpha}_c^\ell \cdot \mathbf{E}^{ca}_a(\mathbf{r}_r, \mathbf{r}_t, k) = \frac{-i k^3 \eta_0}{16\pi^2} \int_{-\infty}^{\infty} dk_x \int_{-\infty}^{\infty} dk_y \int_{-\infty}^{\infty} dk_x' \int_{-\infty}^{\infty} dk_y' \hat{\alpha}_c^\ell \cdot \mathbf{G}^{ab}_{ee}(k_x, k_y, k) \cdot \mathbf{G}^{ba}_{ee}(-k_x, -k_y, k) \cdot \hat{\alpha}_c^\ell e^{i(k_x x_r + k_y y_r + k_x' x_t + k_y' y_t)} \cdot e^{i[(k_x + k_x')x + (k_y + k_y')y]z_0} \cdot e^{-i[(k_x + k_x')x + (k_y + k_y')y]z} O(x, y, z, k) \tag{8.174}
\]

in which we assume that \( z_r = z_t = z_0 \).

### 8.5.4.2 Magnetic-Dipole Transmitter and Receiver

When the TX-RX are magnetic dipoles (i.e., small loop antennas), the magnetic field is measured at the receiver location. However, the buried objects are usually dielectric instead of magnetic, and the incident electric field of \( \mathcal{D} \) has to be evaluated. From the half-space Green’s function (8.7), one obtains

\[
\mathbf{E}^{inc}_b(\mathbf{r}_r, \mathbf{r}_t, k) = -i \omega \mu_0 A_t \Gamma^{m}(k) \overline{\mathbf{G}^{ba}_{em}(\mathbf{r}_r, \mathbf{r}_t, k) \cdot \hat{\alpha}_t^m} \tag{8.175}
\]

in which \( \Gamma^{m}(k) \) and \( A_t \) are the electric current and area of the transmitting loop, and \( \hat{\alpha}_t^m \) is the normal direction of the loop or direction of the magnetic dipole.

Under the illumination of the above incident electric field, the internal electric field \( \mathbf{E}_b(\mathbf{r}_r, \mathbf{r}_t, k) \) inside the reconstruction domain can be obtained, and then the scattered magnetic field at the receiver location can be given by

\[
\mathbf{H}^{ca}_a(\mathbf{r}_r, \mathbf{r}_t, k) = -i \omega \varepsilon_0 \int_D d\mathbf{r} \mathbf{G}^{ab}_{me}(\mathbf{r}_r, \mathbf{r}, k) \cdot \mathbf{E}_b(\mathbf{r}_r, \mathbf{r}_t, k) O(\mathbf{r}, k) \tag{8.176}
\]
in which the magnetic-field dyadic Green's function $\overline{G}_{m}^{ab}$ is shown in (8.11). After using the Born approximation, we obtain the scattered magnetic field in $\hat{\alpha}_{r}^{m}$ polarization:

$$
\hat{\alpha}_{r}^{m} \cdot \mathbf{H}_{sc}^{a}(\mathbf{r}, \mathbf{r}, k) = -\frac{k^{2}}{16\pi^{4}} I_{t}^{m}(k) A_{t} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} d k_{x} \, d k_{y} \, d k_{x}^{'} \, d k_{y}^{'} \, \hat{\alpha}_{r}^{m} \\
\cdot \overline{G}_{me}^{ab}(k_{x}, k_{y}, k) \cdot \overline{G}_{em}^{ba}(-k_{x}^{'}, -k_{y}^{'}, k) \cdot \hat{\alpha}_{t}^{m} e^{i(k_{x} x_{r} + k_{y} y_{r} + k_{x}^{'} x_{t} + k_{y}^{'} y_{t})} \\
\cdot e^{i(k_{a_{x}} + k_{a_{y}})z_{0} x + (k_{a_{x}} + k_{a_{y}})y} \\
\cdot e^{-i(k_{b_{x}} + k_{b_{y}})z + (k_{b_{x}} + k_{b_{y}})x + (k_{b_{x}} + k_{b_{y}})y} \\
\tag{8.177}
$$

From (8.174) and (8.177), both scattered electric field and magnetic field contain the information about the buried objects.

8.5.4.3 Inversion Algorithms

Comparing (8.174) with (8.177), the scattered electric field has a structure similar to that of the magnetic field. Hence, one can rewrite (8.174) and (8.177) in a compact form:

$$
\hat{\alpha}_{r}^{p} \cdot \mathbf{P}_{sc}^{a}(\mathbf{r}, \mathbf{r}, k) = \frac{1}{16\pi^{4}} Q_{t}^{p}(k) \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} d k_{x} \, d k_{y} \, d k_{x}^{'} \, d k_{y}^{'} \, \hat{\alpha}_{r}^{p} \\
\cdot \overline{G}_{pe}^{ab}(k_{x}, k_{y}, k) \cdot \overline{G}_{ep}^{ba}(-k_{x}^{'}, -k_{y}^{'}, k) \cdot \hat{\alpha}_{t}^{p} e^{i(k_{x} x_{r} + k_{y} y_{r} + k_{x}^{'} x_{t} + k_{y}^{'} y_{t})} \\
\cdot e^{i(k_{a_{x}} + k_{a_{y}})z_{0} x + (k_{a_{x}} + k_{a_{y}})y} \\
\cdot e^{-i(k_{b_{x}} + k_{b_{y}})z + (k_{b_{x}} + k_{b_{y}})x + (k_{b_{x}} + k_{b_{y}})y} \\
\tag{8.178}
$$

in which $p = e, m$, $\mathbf{P} = \mathbf{E}, \mathbf{H}$, and

$$
Q_{t}^{p}(k) = -i k^{3} \eta_{0} I_{t}^{p}(k) \Delta l, \quad Q_{t}^{m}(k) = -k^{2} I_{t}^{m}(k) A_{t} \quad \tag{8.179}
$$

Since $z_{r} = z_{t} = z_{0}$ = constant, the scattered field $\mathbf{P}_{sc}^{a}(\mathbf{r}, \mathbf{r}, k)$ is only a function of $x_{r}$, $y_{r}$, $x_{t}$, $y_{t}$, and $k$. If we know all the scattered field information at different transmitter locations $(x_{r}, y_{r})$ and receiver locations $(x_{t}, y_{t})$ and assume that the spatial four-dimensional (4D) Fourier transform of $\hat{\alpha}_{r}^{p} \cdot \mathbf{P}_{sc}^{a}(x_{r}, y_{r}, x_{t}, y_{t}, k)$ is
\[ \hat{\alpha}_p \cdot \hat{P}_a^{\text{sca}} (x_r, y_r, z_r, k) = \frac{1}{(2\pi)^4} \int_{-\infty}^{\infty} dk_x \int_{-\infty}^{\infty} dk_y \int_{-\infty}^{\infty} dk'_x \int_{-\infty}^{\infty} dk'_y \hat{\alpha}_r \cdot \tilde{P}_a^{\text{sca}} (k_x, k_y, k'_x, k'_y, k) \exp[i(k_x x_r + k_y y_r + k'_x x_t + k'_y y_t)] \]  
(8.180)

then we easily obtain the following relation from (8.178) and (8.180):

\[ \hat{\alpha}_p \cdot \hat{P}_a^{\text{sca}} (k_x, k_y, k'_x, k'_y, k) = Q_p^p (k) \hat{\alpha}_r \cdot \tilde{G}_{pe} (k_x, k_y, k) \cdot \tilde{G}_{ep} (-k'_x, -k'_y, k) \cdot \hat{\alpha}_t e^{i(k_{ax} + k_{ay})z_0} \]
\[ \cdot \int_{-\infty}^{\infty} dx \int_{-\infty}^{\infty} dy \int_{-\infty}^{0} dz O(x, y, z, k) \]
\[ \cdot e^{-i((k_x + k'_x)x + (k_y + k'_y)y + (k_{ax} + k_{ay})z)} \]  
(8.181)

Let the spatial Fourier transform of the object function \( O(x, y, z, k) \) be \( \hat{O}(k_{x}, k_{y}, k_{z}, k) \); that is,

\[ \hat{O}(k_{x}, k_{y}, k_{z}, k) = \int_{-\infty}^{\infty} dx \int_{-\infty}^{\infty} dy \int_{-\infty}^{0} dz O(x, y, z, k) \]
\[ \cdot e^{-i((k_{x} + k_{y})x + k_{z}y)} \]  
(8.182)

then one obtains from (8.181) and (8.182)

\[ \hat{\alpha}_p \cdot \hat{P}_a^{\text{sca}} (k_x, k_y, k'_x, k'_y, k) = Q_p^p (k) \hat{\alpha}_r \cdot \tilde{G}_{pe} (k_x, k_y, k) \cdot \tilde{G}_{ep} (-k'_x, -k'_y, k) \cdot \hat{\alpha}_t e^{i(k_{ax} + k_{ay})z_0} \]
\[ \cdot \hat{O}(k_{x} + k'_x, k_{y} + k'_y, k_{z} + k'_{z}, k) e^{i(k_{ax} + k_{ay})z_0} \]  
(8.183)

Equation (8.183) is a general formulation relating the full-information scattered field data and the object function in the spectral domain, where the Sommerfeld integrals have been exactly incorporated. Therefore, this equation is valid for all frequencies and can be applied to both high-frequency and low-frequency methods.

In the Fourier domain of the scattered data, when we let \( k_x = k'_x \) and \( k_y = k'_y \), (8.183) will be simplified to

\[ \hat{\alpha}_p \cdot \hat{P}_a^{\text{sca}} (k_x, k_y, k_{z}, k) = Q_p^p (k) \hat{\alpha}_r \cdot \tilde{G}_{pe} (k_x, k_y, k) \cdot \tilde{G}_{ep} (-k_{z}, -k_{y}, k) \cdot \hat{\alpha}_t \]
\[ \cdot \hat{O}(2k_{x}, 2k_{y}, k_{z}, k) e^{i2k_{az}z_0} \]  
(8.184)
which gives the object-function spectrum in a specific complex plane. In fact, one
can obtain different spectra by taking different parts of scattered data in the Fourier
domain.

Equations (8.183) and (8.184) provide an accurate way to retrieve the object-
function spectrum, which are valid for all frequencies. Using the above equations,
two inversion algorithms are easily generated when the TX-RX are electric dipoles
and magnetic dipoles, respectively. However, these algorithms are too expensive
because a large amount of scattered data at different transmitter and receiver locations
must be collected, making them impractical.

In a practical setup of a measurement system, the TX and RX are usually placed on
a cart and the cart moves on the measurement plane. In this case, the TX and RX
have a fixed offset, \(x_t = x_r + \Delta x\) and \(y_t = y_r + \Delta y\), and hence the scattered field
\(\mathbf{P}^{\text{sc}}_{\alpha}(r_x, r_y, k)\) in (8.178) is only a function of \(x_r, y_r\) and \(k\). Assume that the spatial
2D Fourier transform of \(\hat{\alpha}_r \cdot \mathbf{P}^{\text{sc}}_{\alpha}(x_r, y_r, k)\) is \(\hat{\alpha}_r \cdot \mathbf{P}^{\text{sc}}_{\alpha}(k_x, k_y, k)\); that is,

\[
\hat{\alpha}_r \cdot \mathbf{P}^{\text{sc}}_{\alpha}(x_r, y_r, k) = \frac{1}{(2\pi)^2} \int_{-\infty}^{\infty} dk_x \int_{-\infty}^{\infty} dk_y \hat{\alpha}_r \cdot \mathbf{P}^{\text{sc}}_{\alpha}(k_x, k_y, k) \cdot \exp[i(k_x x_r + k_y y_r)]
\]

(8.185)

then one easily obtains from (8.178) and (8.185) after some derivation

\[
\begin{align*}
\hat{\alpha}_r \cdot \mathbf{P}^{\text{sc}}_{\alpha}(k_x, k_y, k) &= \frac{1}{4\pi^2} \mathcal{Q}^p(k) \int_{-\infty}^{\infty} dx \int_{-\infty}^{\infty} dy \int_{-\infty}^{0} dz O(x, y, z, k) e^{-i(k_x x + k_y y)} \\
&\quad \cdot \int_{-\infty}^{\infty} dk'_x \int_{-\infty}^{\infty} dk'_y \hat{\alpha}_r \cdot \mathbf{G}^{ab}_{pc}(k_x - k'_x, k_y - k'_y, k) \cdot \mathbf{G}^{ba}_{ep}(-k'_x, -k'_y, k) \cdot \hat{\alpha}_r \\
&\quad \cdot e^{i(k'_x \Delta x + k'_y \Delta y)} e^{i[\sqrt{k_x^2 - (k_x - k'_x)^2} + \sqrt{k_y^2 - (k_y - k'_y)^2} - k'_z]z_0} \\
&\quad \cdot e^{-i[\sqrt{k_x^2 - (k_x - k'_x)^2} + \sqrt{k_y^2 - (k_y - k'_y)^2} - k'_z]z_0}
\end{align*}
\]

(8.186)

Clearly, a Sommerfeld integral is contained in the above equation:

\[
I_S(k_x, k_y, k) = \int_{-\infty}^{\infty} dk'_x \int_{-\infty}^{\infty} dk'_y f(k'_x, k'_y, k) \\
\cdot e^{i[\sqrt{k_x^2 - (k_x - k'_x)^2} + \sqrt{k_y^2 - (k_y - k'_y)^2} - k'_z]z_0}
\]

(8.187)

where the integrand

\[
f(k'_x, k'_y, k) = \hat{\alpha}_r \cdot \mathbf{G}^{ab}_{pc}(k_x - k'_x, k_y - k'_y, k) \cdot \mathbf{G}^{ba}_{ep}(-k'_x, -k'_y, k) \cdot \hat{\alpha}_r \\
\cdot e^{i(k'_x \Delta x + k'_y \Delta y)}
\]

(8.188)
is a slowly varying function and $|z|$ or $z_0$ can be a large parameter.

In the DT algorithm proposed in [62], a similar Sommerfeld integral to (8.187) was encountered. However, a very small $z_0$ was assumed in [62] and the exponential term

$$e^{i\sqrt{k_x^2 - (k_x - k_x')^2} + i\sqrt{k_y^2 - (k_y - k_y')^2} - z_0}$$

has been put into $f(k_x', k_y', k)$ as the slowly varying function. However, $z_0$ is not usually very small in the actual measurement system, for example, in the case when TX and RX are placed in a cart. Hence, the above term should also be considered as a fast-varying function, as illustrated in (8.187).

To evaluate the Sommerfeld integral (8.187) using the asymptotic expansion method, the stationary point should be first calculated. From the exponential terms in (8.187), we can easily show that

$$k_x' = \frac{1}{2} k_x, \quad k_y' = \frac{1}{2} k_y$$

is the stationary point. After some derivation, we obtain the asymptotic form of (8.187), which is expressed as

$$I_S(k_x, k_y, k) \cong -\frac{i\pi \gamma_a \gamma_b}{\sqrt{(\gamma_b z_0 - \gamma_a z) \left(\frac{k_x^2}{\gamma_a^2} \gamma_b z_0 - \frac{k_y^2}{\gamma_b^2} \gamma_a z\right)}} f\left(\frac{1}{2} k_x, \frac{1}{2} k_y\right) e^{i2(\gamma_a z_0 - \gamma_b z)}$$

(8.190)

The above equation is equivalent to

$$I_S(k_x, k_y, k) \cong \frac{i\pi}{k_b z_0} \gamma_b \left[1 - \frac{\gamma_b z_0}{\gamma_a z} \left(1 - \frac{k_x^2}{k_b^2} \gamma_b z_0\right)\left(1 - \frac{k_y^2}{k_b^2} \gamma_a z\right)\right]^{-\frac{1}{2}} f\left(\frac{1}{2} k_x, \frac{1}{2} k_y\right) e^{i2(\gamma_a z_0 - \gamma_b z)}$$

(8.191)

where $z \leq 0$ and

$$\gamma_{a,b} = \sqrt{k_{a,b}^2 - \frac{1}{4} k_x^2 - \frac{1}{4} k_y^2}$$

(8.192)

When $|z| \gg z_0$, the last term on the right-hand side of (8.191) approximates to one, and then (8.191) reduces to

$$I_S(k_x, k_y, k) \cong \frac{i\pi}{k_b z_0} \gamma_b f\left(\frac{1}{2} k_x, \frac{1}{2} k_y\right) e^{i2(\gamma_a z_0 - \gamma_b z)}$$

(8.193)

which is just the asymptotic formula in [62]. However, (8.190) is more general, which is even valid when $z = 0$ and $z_0$ is large.
Substituting (8.190) into (8.186), one obtains a general formula relating the Fourier-domain scattered field and the object function

\[
\hat{\alpha}_r^P \cdot \hat{P}_a^{sca}(k_x, k_y, k) = \frac{-i\gamma_a \gamma_b}{4\pi} \cdot \frac{Q^P_t(k)f \left( \frac{1}{2} k_x, \frac{1}{2} k_y \right) e^{i2\gamma_a z_0}}{O(x, y, z, k)} \cdot \frac{\int_{-\infty}^{\infty} dx \int_{-\infty}^{\infty} dy \int_{-\infty}^{0} dz}{\sqrt{(\gamma_b z_0 - \gamma_a)^2 (\frac{k_x^2}{\gamma_a} z_0 - \frac{k_x^2}{\gamma_b} z_0)}}
\]

(8.194)

Using the scattered information \( \hat{\alpha}_r^P \cdot \hat{P}_a^{sca}(k_x, k_y, k) \), the object function can be reconstructed by solving the integral equation (8.194). However, it requires much numerical work. For the purpose of a fast reconstruction of the object function, we make the following approximations. When \(-z \gg z_0\), (8.194) gives

\[
\hat{\alpha}_r^P \cdot \hat{P}_a^{sca}(k_x, k_y, k) = \frac{i\gamma_a^2}{4\pi k_b} Q^P_t(k)f \left( \frac{1}{2} k_x, \frac{1}{2} k_y \right) e^{i2\gamma_a z_0}
\]

\[
\cdot \check{O}(k_x, k_y, 2\gamma_b, k)
\]

(8.195)

where \( \check{O}(k_x, k_y, k_z, k) \) is the Fourier transform of

\[
\check{O}(x, y, z, k) = O(x, y, z, k) / z
\]

When \(-z \ll z_0\), (8.194) gives

\[
\hat{\alpha}_r^P \cdot \hat{P}_a^{sca}(k_x, k_y, k) = \frac{-i\gamma_a^2}{4\pi k_b z_0} Q^P_t(k)f \left( \frac{1}{2} k_x, \frac{1}{2} k_y \right) e^{i2\gamma_a z_0}
\]

\[
\cdot \check{O}(k_x, k_y, 2\gamma_b, k)
\]

(8.196)

in which \( \check{O}(k_x, k_y, k_z, k) \) is just the Fourier transform of \( O(x, y, z, k) \) given by (8.182). In the intermediate region where \(-z \) is comparable to \( z_0 \), we still use (8.195) as the approximation.

Equations (8.195) and (8.196) provide an efficient way to retrieve the object-function spectrum, which are valid for high frequencies due to the asymptotic expansion. Using these equations, two inversion algorithms are easily generated when the TX-RX are electric dipoles and magnetic dipoles, respectively.

As stated in the above section, it is impossible to simultaneously reconstruct the permittivity and conductivity profiles of buried objects using the DT algorithms without additional information. When \( \sigma_r = \sigma_b \) or the contribution of permittivity is much larger than that of conductivity, we obtain

\[
\check{O}_r(2k_x, 2k_y, 2k_z) = \frac{\hat{\alpha}_r^P \cdot \hat{P}_a^{sca}(k_x, k_y, k_z, k) e^{-i2k_z z_0}}{Q^P_t(k) \alpha_r^P \cdot \check{G}_p(k, k_y, k) \cdot \check{G}_b(k, -k_z, k_y, k) \cdot \hat{\alpha}_r^P}
\]

(8.197)
which is suitable for the full-information algorithms. For the partial-information algorithms, we obtain from (8.195) and (8.196)

\[
\tilde{\mathcal{O}}_{\epsilon}(k_x, k_y, 2\gamma_b) = - \frac{i4\pi k_b \alpha_p^a \cdot \tilde{\mathbf{P}}^{\text{sc}}(k_x, k_y, k) e^{-i2k_{az}z_0}}{\gamma_b^2 Q^e(k) f \left( \frac{1}{2} k_x \frac{1}{2} k_y \right)} \quad \text{for } -z \gg z_0 \quad (8.198)
\]

\[
\tilde{\mathcal{O}}_{\sigma}(k_x, k_y, 2\gamma_b) = \frac{i4\pi k_b^2 \alpha_p^a \cdot \tilde{\mathbf{P}}^{\text{sc}}(k_x, k_y, k) e^{-i2k_{az}z_0}}{\gamma_b^2 Q^e(k) f \left( \frac{1}{2} k_x \frac{1}{2} k_y \right)} \quad \text{for } -z \ll z_0 \quad (8.199)
\]

In contrast, when \(\epsilon_r = \epsilon_b\) or the contribution of conductivity is much larger than that of permittivity, one obtains

\[
\tilde{\mathcal{O}}_{\sigma}(2k_x, 2k_y, 2k_{z}) = - \frac{ik}{\eta_0 \gamma_b^2} \alpha_p^a \cdot \tilde{\mathbf{P}}^{\text{sc}}(k_x, k_y, k_{z}, k) e^{-i2k_{az}z_0} \quad \tilde{\mathbf{G}}^{\text{ab}}_{ke}(k_x, k_y, k_{z}) \cdot \tilde{\mathbf{G}}^{ba}_{ke}(-k_x, -k_y, k_{z}) \cdot \alpha_p^a
\]

which is suitable for the full-information algorithms, and

\[
\tilde{\mathcal{O}}_{\sigma}(k_x, k_y, 2\gamma_b) = - \frac{i4\pi k_b \alpha_p^a \cdot \tilde{\mathbf{P}}^{\text{sc}}(k_x, k_y, k) e^{-i2k_{az}z_0}}{\gamma_b^2 Q^e(k) f \left( \frac{1}{2} k_x \frac{1}{2} k_y \right)} \quad \text{for } -z \gg z_0 \quad (8.201)
\]

\[
\tilde{\mathcal{O}}_{\sigma}(k_x, k_y, 2\gamma_b) = - \frac{i4\pi k_b^2 \alpha_p^a \cdot \tilde{\mathbf{P}}^{\text{sc}}(k_x, k_y, k) e^{-i2k_{az}z_0}}{\gamma_b^2 Q^e(k) f \left( \frac{1}{2} k_x \frac{1}{2} k_y \right)} \quad \text{for } -z \ll z_0 \quad (8.202)
\]

which are suitable for the partial-information algorithms. In the above equations, \(\tilde{\mathcal{O}}_{\epsilon}(k_x, k_y, k_{z})\) and \(\tilde{\mathcal{O}}_{\sigma}(k_x, k_y, k_{z})\) are Fourier transforms of the permittivity-object function \(\mathcal{O}_{\epsilon}(x, y, z)\) and conductivity-object function \(\mathcal{O}_{\sigma}(x, y, z)\), respectively; and \(\tilde{\mathcal{O}}_{\epsilon}(k_x, k_y, k_{z})\) as well as \(\tilde{\mathcal{O}}_{\sigma}(k_x, k_y, k_{z})\) are Fourier transforms of \(\mathcal{O}_{\epsilon}(x, y, z)\) and \(\mathcal{O}_{\sigma}(x, y, z)\), which satisfy \(\mathcal{O}_{\epsilon,\sigma}(x, y, z) = \mathcal{O}_{\epsilon,\sigma}(x, y, z) / z\).

The inversion of object functions from their Fourier spectra \(\tilde{\mathcal{O}}_{\epsilon,\sigma}(k_x, k_y, k_{z})\) or \(\tilde{\mathcal{O}}_{\epsilon,\sigma}(k_x, k_y, k_{z})\) can be performed in a similar way to that for 2D objects.

### 8.5.4.4 Inversion Results

In the following examples, the relative permittivity and conductivity of the lossy earth are chosen as \(\epsilon_b = 4\) and \(\sigma_b = 1\) mS/m. The reconstruction domain \(\mathcal{D}\) and measurement domain \(\mathcal{S}\) vary with working frequencies. However, \(64 \times 64 \times 64 = 262,144\) pixels are always used to divide the reconstruction domain. The real buried target is a dielectric cube centered in \(\mathcal{D}\), whose sidelength is one-fourth of that of \(\mathcal{D}\), and dielectric parameters are set to \(\epsilon_r = 6\) and \(\sigma_r = 2\) mS/m if it is not specified. To view the inversion results, two slices of the reconstruction domain will be shown in these examples.

To reduce the experimental cost, partial-information algorithms are used in these examples, where the transmitter and receiver have a fixed offset: \(\Delta x = 0\) and
Figure 8.30 Reconstruction results from the electric-dipole algorithm when the working frequency ranges from 1.5 to 300 MHz. 3D DT algorithm where 4,096 TX-RX locations and 50 frequency points are used. Left side: permittivity profiles. Right side: conductivity profiles.

$\Delta y = 0.05$m. In each example, the experimental data are collected at $64 \times 64 = 4,096$ transmitter-receiver locations, which are simulated from the CG-FFT solver by adding a 5% random error. In most of the examples, the transmitter is a vertical electric (or magnetic) dipole while the receiver is a horizontal electric (or magnetic) dipole except it is specified. The reason why we use an orthogonal arrangement for TX and RX is to avoid receiving a direct wave from the transmitter so that scattered fields can be easily picked up at the receiver.

First, we consider the reconstruction from relatively high-frequency data that are measured from 1.5 to 300 MHz by using 50 sampling points. In this example, the reconstruction domain $D$ is $2 \times 2 \times 2$ $m^3$ and the measurement domain $S$ is $8 \times 8$ $m^2$. Using the electric-dipole algorithm, the reconstructed profiles at two slices $y = h_y/2$ and $z = -0.8m$ are shown in Figure 8.30. From this figure, we notice that high-resolution inversion results are obtained where the corners of dielectric cube are clearly visible and the reconstructed permittivity gives a good approximation to the original value. However, the reconstructed conductivity is not accurate because (8.201) and (8.202) are derived for pure-conductive objects. Similarly, the magnetic-dipole algorithm can also give a high-resolution inversion result.

When the upper frequency increases, for example, to 600 MHz, the image resolution can be further improved. However, the reconstruction domain cannot be
large at high frequencies due to limited computer memory. Hence, we should use lower-frequency data to reconstruct the larger domain.

When the working frequency ranges from 1 to 100 MHz with 50 sampling points, the reconstructed profiles from the electric-dipole algorithm at two slices $y = h_y/2$ and $z = -2m$ are illustrated in Figure 8.31. Here, the reconstruction domain is a $5 \times 5 \times 5$ m$^3$ cubic region and the measurement domain is $20 \times 20$ m$^2$. From Figure 8.31, high-resolution images are still obtained at the given frequency range, in which the shape of a dielectric cube is quite clear. Because a lower frequency range is used, a larger object (1.25m in sidelength) buried in a deeper region can be detected.

To investigate the impact of polarization on the reconstruction quality, we repeat the above arrangement by using a vertical receiver instead of a horizontal receiver, where $z$-polarized electric fields are measured. In this case, the spatial resolution of reconstruction profiles in the horizontal direction becomes worse for this vertical-receiver arrangement. However, the reconstructed permittivity is more accurate than that in Figure 8.31 [72].

Next, we come back to the horizontal-receiver arrangement and see what happens if the working frequency is even lower. When the working frequency ranges from 1 to 50 MHz with 50 sampling points, the reconstructed profiles from the electric-dipole algorithm shows that good-resolution images can still be obtained, although the shape of the dielectric cube becomes ambiguous [72].
Figure 8.32 Reconstruction results from the electric-dipole algorithm for high-contrast object when $\varepsilon_r = 30$ and $\sigma_r = 500$ S/m. 3D DT algorithm where 4,096 TX-RX locations and 30 frequency points are used. Left side: permittivity profiles. Right side: conductivity profiles.

Actually, the proposed partial-information algorithms are high-frequency methods because asymptotic expansions are used to evaluate the Sommerfeld integrals. However, the above examples illustrate that they may also be used for lower frequencies and good-resolution images may be obtained. Our test shows that even when the upper frequency goes down to 30 MHz, both electric-dipole and magnetic-dipole algorithms can give good-resolution results. When the upper frequency decreases to 10 MHz, the electric-dipole algorithm can still be used to detect the targets, but the magnetic-dipole algorithm cannot. The physical reason why the magnetic-dipole algorithm breaks down is that a magnetic dipole primarily radiates magnetic field. However, the buried targets are usually dielectric, requiring electric field for interaction. At low frequencies, however, the magnetic field and electric field are weakly coupled.

In the above examples, the buried dielectric cube has a low contrast compared to the background, which is just the case the proposed algorithms are valid for. However, in most practical problems, the buried targets have usually a high contrast. Hence, the proposed methods will be very useful if they can detect high-contrast objects.

Next, we consider the reconstruction of a high-contrast dielectric object. Figure 8.32 displays the inversion result from the electric-dipole algorithm when the dielectric parameters are $\varepsilon_r = 30$ and $\sigma_r = 500$ mS/m. Here, the working frequency ranges
from 1 to 100 MHz, and 30 sampling points are taken. From Figure 8.32, the high-
contrast object can be clearly detected using the proposed inversion algorithm, where
the buried depth is accurately given and the size of the cube is well approximated.
Similar reconstruction results can be obtained from the magnetic-dipole algorithm.
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Low-Frequency Scattering from Penetrable Bodies

Siyuan Chen and Weng Cho Chew

9.1 INTRODUCTION

Computational electromagnetics has recently become an important analysis tool due to the recent advent of fast algorithms that allow integral equation solutions involving millions of unknowns [1, 2], (see Chapter 3). Computational electromagnetics has also played a very important role in geoscience and remote sensing, for instance, in the design of electrical logging tools [3], interpretation of measurement data [3, 4], as well as in understanding rough-surface scattering [5, 6], and remotely sensed data [7, 8].

However, computational electromagnetics in an electrical prospection setting often has a different set of requirements. First, the need for large penetration depth dictates that the frequency of operation is low, and that the wavelength is long. Therefore, the measurement apparatus or the features being probed is often much smaller than the wavelength. This regime of operation is often known as the quasi-static regime. However, it is well known that many computational electromagnetics methods, such as the method of moments (MOM) and the finite element method (FEM) developed for electrodynamics, break down when the frequency is very low [9–15]. Hence, it is often simpler to solve a problem right at static with Laplace’s or Poisson’s equations,
but not at very low frequency. But it is well known that many electrical logging tools operate at very low frequencies, which is not right at static. Examples are the induction logging tool and the laterolog, where low-frequency physics is sometimes important.

In this work, we will study the solution of integral equations using the method of moments such that the solution is stable all the way from static to some moderately low frequencies. The low-frequency breakdown problem can be described in terms of the natural Helmholtz decomposition of Maxwell’s equations. As the frequency decreases, the electric and magnetic fields are decoupled. The unknown current consists of two components, a curl-free part and a divergence-free part. At zero frequency, the divergence-free part produces only the magnetic field. The electric field is produced by the charge, which is related to the curl-free current through the current continuity equation

\[
\nabla \cdot \mathbf{E} = \rho = \lim_{\omega \to 0} \frac{\nabla \cdot \mathbf{J}}{i \omega}
\]

Hence, to maintain a physically finite charge, it is necessary that the divergence of the curl-free part scales as \(O(\omega)\) as the frequency approaches zero. No such frequency scaling is needed for the divergence-free part [15].

The low-frequency breakdown can be demonstrated using the following example. The simulated object is a dielectric sphere with radius \(r = 0.5\) m and relative permittivity \(\varepsilon_r = 5.0\). The sphere is placed in free space and illuminated by a plane wave; 72 curvilinear patches are used to discretize the sphere, corresponding to 216 unknowns. We compute the bistatic radar cross-section (RCS) (dBsm) at different frequencies. The results are shown in Figure 9.1, from which we can see that the results gradually become less accurate as the frequency decreases.

Many researchers have investigated this problem. One way to overcome this difficulty is to use loop-tree or loop-star basis functions, which separate the contribution from the divergence-free current and the curl-free current [9–12, 15].

So far, most of the works are based on solving the EFIE to determine scattering from a perfect electric conducting (PEC) body. In geophysics and optics applications, penetrable scatterers are frequently encountered. The use of loop-tree formulations to study scattering from a penetrable scatterer is not a trivial extension of the existing methods. Another integral operator that is related to the magnetic current is involved. The frequency scaling property of each operator must be analyzed for the proper frequency normalization.

Many applications involve more than one body. Many researchers have studied this problem; some of the pioneering work can be found in [16–21]. Most of the research work has been done in the high-frequency regime, where the traditional Rao-Wilton-Glisson (RWG) basis function is used. The commonly used approach is to match the boundaries on the interface that separates two materials, and the resulting integral equations are tested to obtain the MOM equations. Since the RWG basis function is “localized,” the implementation is straightforward.
In the low-frequency regime, which is important for geoscience, the loop-tree basis function is used to overcome the low-frequency breakdown problem. Combined with a proper frequency normalization scheme, the penetrable single body problem has been solved [22, 23].

For multibody problems, if the bodies do not touch each other, the procedure developed for the single-body case can be applied to each body. However, once the bodies touch each other, it is difficult to match the boundaries on the interface which separates two materials, since the loop-tree basis is not “localized.” To overcome this difficulty, we view the touched bodies as the limiting case of the separated bodies. However, as the bodies touch each other, the unknowns originally defined on each body become redundant at the common surfaces. A number-of-unknowns reduction scheme (which we shall subsequently call “NOUR” for brevity) is needed for this case. In the high-frequency regime, where the RWG basis function is used, the construction of the NOUR scheme is straightforward, since the support of the
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RWG basis function is “localized.” For the loop-tree basis function used in the low-frequency regime, the NOUR scheme is more complicated. This will be the case not only because the support of the loop-tree basis function is “nonlocalized” but also because frequency normalization is needed.

This chapter is organized as follows. In Section 9.2, we discuss low-frequency scattering from a single penetrable body. We start with the analysis of frequency scaling property of the matrix element, which is obtained from the PMCHWT formulation using a loop-tree basis function. A careful analysis of the frequency scaling property of each operator allows us to introduce a frequency normalization scheme to reduce the condition number of the MOM matrix. In Section 9.3, we discuss the low-frequency scattering from many bodies. By studying some generic problems, we propose a systematic way to solve the multibody problem and generalize the rules to construct the NOUR matrix. Numerical simulations are used to validate our approach and to demonstrate some applications in the RCS computation and induction well-logging modeling.

9.2 LOW-FREQUENCY SCATTERING FROM A SINGLE PENETRABLE BODY

In this section, we first briefly review the concepts of loop-tree basis functions. After obtaining the MOM matrix using loop-tree basis, we analyze the frequency scaling property of each operator and give the corresponding frequency normalization scheme. Numerical results and a physical interpretation are used to show how and why the method works.

9.2.1 A Brief Review of Basis Functions

The definition of RWG basis function associated with the \( n \)th interior edge is given by [24, 25]

\[
\mathbf{A}_n(\mathbf{r}) = \begin{cases} 
\frac{1}{2 S_n^+} \rho_n^+, \mathbf{r} \in S_n^+ \\
\frac{1}{2 S_n^-} \rho_n^-, \mathbf{r} \in S_n^-
\end{cases}
\]  

(9.2)

where \( S_n^\pm \) is the area of the two triangular patches, respectively, and \( \rho_n^\pm \) is shown in Figure 9.2. This definition is slightly different from the original in that it is normalized by the interior edge length.

The \( n \)th loop basis function is defined on all the triangular patches attached to the \( n \)th interior node as shown in Figure 9.3(a). The definition of the loop basis function is [9–11]

\[
\mathbf{O}_n(\mathbf{r}) = \sum_{i=1}^{N_i} \frac{L_i}{S_i} \mathbf{f}_i(\mathbf{r})
\]  

(9.3)
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\[ \rho_n + n \rho_n - n \text{th interior edge} \]

\[ \Lambda_n S_n^+ + S_n^- \]

\[ \nabla \Lambda_n \]

\[ (a) \]

\[ (b) \]

**Figure 9.2** RWG basis function: (a) one RWG basis function defined on a pair of patches; (b) divergence of the RWG basis function.

where \( N_n \) is the total number of patches attached to the \( n \)th interior node and

\[ f_i(r) = \begin{cases} 1, & r \in S_i \\ 0, & \text{otherwise} \end{cases} \quad (9.4) \]

The vector \( L_i \) is parallel to the edge opposite the \( n \)th interior node in the \( i \)th triangular patch and its length is equal to the length of the edge. It is easy to prove that the loop basis function is a linear combination of a set of RWG basis functions as shown in Figure 9.3(b). The loop basis function describes the current flowing around the interior node.

A loop basis function is divergence-free. This property allows us to rewrite the loop basis as [11, 15]

\[ \mathbf{O}(r) = \sum_i \mathbf{n}_i \times \nabla S \Psi_i(r) \quad (9.5) \]

where

\[ \mathbf{n}_i = \frac{\mathbf{r}_{be} \times \mathbf{r}_{dh}}{||\mathbf{r}_{be} \times \mathbf{r}_{dh}||} \quad (9.6) \]

\[ \Psi_i = 1 + \frac{1}{2S_i} \mathbf{\rho} \cdot (\mathbf{r}_{be} \times \mathbf{n}_i) \quad (9.7) \]

The definitions of vectors \( \mathbf{r}_{be} \) and \( \mathbf{r}_{dh} \) are given in Figure 9.3(c) and the value of the scalar function \( \Psi_i \) has a pyramidal shape as shown in Figure 9.3(d).
Figure 9.3 Loop basis function: (a) a loop basis function; (b) a loop basis function can be viewed as a linear combination of several RWG basis functions; (c) definitions of vectors $r_{drb}$ and $r_{rbe}$; (d) value of the scalar function $\Psi_i$ on the support of the loop basis function.

The tree basis function is complementary to the loop basis function. Combined, they form a complete set in the RWG space, which is spanned by the RWG basis functions. Tree basis functions are a subset of conventional RWG basis functions: this subset is formed by excluding all the RWG basis functions associated with the branches of a tree structure. Two tree structures are shown in Figures 9.4(a) and 9.4(b).

It should be noted that tree basis functions, as opposed to the loop basis, are neither curl-free nor divergence-free. The dimension of the MOM matrix obtained by using loop-tree functions is the same as that obtained by using conventional RWG basis functions. Even though the tree structure for one object is not unique, a carefully chosen tree structure is essential for the whole scheme to work efficiently.

Another complementary basis function to the loop basis function is the star basis function. The $n$th star basis function is defined on the $n$th triangular patch and all patches attached to it. It is constructed by placing the RWG basis functions associated with the edges of the $n$th patch in such a way that the current flows out of the $n$th patch as shown in Figure 9.5. The expression of the star basis is [9, 12]

$$\star_n(r) = \sum_{i=1}^{3} g_{ni} A_{ni}(r)$$

where the value of $g_{ni}$ is chosen from $\{-1, 0, 1\}$ to guarantee the current to flow out of the $n$th patch or to eliminate the contribution from the boundary edge.
Figure 9.4  Denoted by bold solid lines: (a) a tree structure on a sphere; (b) a tree structure on a plate.

Figure 9.5  A star basis function.
It should be noted that neither the tree nor the star basis function is curl-free or divergence-free. The loop basis functions can be combined with either of them to form a complete set in the RWG space. The dimension of the MOM matrix obtained by using loop-tree or loop-star basis functions is the same as that obtained by using conventional RWG basis functions.

One tree function is defined on two patches, but one star function is usually defined on four patches. It is therefore easier to perform the basis function rearrangement using loop-tree basis functions [15]. Thus, the following discussion is based on loop-tree basis functions only.

### 9.2.2 General Equations and Frequency Normalization

Consider a penetrable scatterer with its parameters and outward normal vector \(\vec{n}\) as shown in Figure 9.6. After applying the equivalence principle and boundary conditions at the surface \(S\), we obtain a coupled set of integral equations for the unknown electric current \(\mathbf{J}(\mathbf{r})\) and magnetic current \(\mathbf{M}(\mathbf{r})\) as [19]

\[
-\mathbf{E}^{\text{inc}}(\mathbf{r})|_{\text{tan}} = (\mathcal{L}_1 + \mathcal{L}_2)\mathbf{J}(\mathbf{r})|_{\text{tan}} - (\mathcal{K}_1 + \mathcal{K}_2)\mathbf{M}(\mathbf{r})|_{\text{tan}} \tag{9.8}
\]

\[
-\eta_i\mathbf{H}^{\text{inc}}(\mathbf{r})|_{\text{tan}} = \eta_i (\mathcal{K}_1 + \mathcal{K}_2)\mathbf{J}(\mathbf{r})|_{\text{tan}} - \left(\mathcal{L}_1 + \frac{\eta_i^2}{\eta_0^2}\mathcal{L}_2\right)\mathbf{M}(\mathbf{r})|_{\text{tan}} \tag{9.9}
\]

where \(\mathbf{E}^{\text{inc}}(\mathbf{r})\) and \(\mathbf{H}^{\text{inc}}(\mathbf{r})\) are incident electric and magnetic fields, respectively; \(\eta_i\) \((i = 1, 2)\) is the wave impedance of medium \(i\); and \(\epsilon_i\) and \(\mu_i\) \((i = 1, 2)\) are the relative permittivity and permeability, respectively. The two operators \(\mathcal{L}_i\) and \(\mathcal{K}_i\) \((i = 1, 2)\) are defined as [19]

\[
\mathcal{L}_i \mathbf{X}(\mathbf{r}) = \int_S \left[i\omega\mu_i \mathbf{X}(\mathbf{r'}) - \frac{i}{\omega \epsilon_i} \nabla \nabla' \cdot \mathbf{X}(\mathbf{r'})\right] g_i(\mathbf{r} - \mathbf{r'})d\mathbf{r'} \tag{9.10}
\]

\[
\mathcal{K}_i \mathbf{X}(\mathbf{r'}) = \int_S \mathbf{X}(\mathbf{r'}) \times \nabla g_i(\mathbf{r} - \mathbf{r'})d\mathbf{r'} \tag{9.11}
\]

where the integrals are taken as Cauchy principal values. The vector function \(\mathbf{X}(\mathbf{r})\) is defined on the boundary \(S\); \(\epsilon_i = \epsilon_0 \epsilon_{ri}\), \(\mu_i = \mu_0 \mu_{ri}\), and \(\epsilon_0\) and \(\mu_0\) are the permittivity and permeability of free space, respectively. The Green’s function is defined as

\[
g_i(\mathbf{r} - \mathbf{r'}) = \frac{\exp(i k_i |\mathbf{r} - \mathbf{r'}|)}{4\pi |\mathbf{r} - \mathbf{r'}|} \tag{9.12}
\]

where

\[
k_i = \omega \sqrt{\mu_i \epsilon_i} \tag{9.13}
\]

The Galerkin procedure is used to obtain the impedance matrix. The loop-tree basis function is used to expand the unknown electric and magnetic currents as

\[
\mathbf{J}(\mathbf{r'}) = \sum_{n=1}^{N_0} J_n^O \mathbf{O}_n(\mathbf{r'}) + \sum_{n=1}^{N_r} J_n^T \mathbf{T}_n(\mathbf{r'}) \tag{9.14}
\]
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\[ M(r') = \sum_{n=1}^{N_0} M_n^O \mathbf{O}_n(r') + \sum_{n=1}^{N_T} M_n^T \mathbf{T}_n(r') \]  \hspace{1cm} (9.15)

where \( \mathbf{O}_n(r') \) and \( \mathbf{T}_n(r') \) are the loop and tree basis functions, respectively. Using matrix notation, we can rewrite (9.14) and (9.15) as

\[ \mathbf{J}(r') = \mathbf{O}(r')^T \cdot \mathbf{J}_O + \mathbf{T}(r')^T \cdot \mathbf{J}_T \]  \hspace{1cm} (9.16)

\[ \mathbf{M}(r') = \mathbf{O}(r')^T \cdot \mathbf{M}_O + \mathbf{T}(r')^T \cdot \mathbf{M}_T \]  \hspace{1cm} (9.17)

where \( \mathbf{O}(r), \mathbf{T}(r), \mathbf{J}_O, \mathbf{J}_T, \mathbf{M}_O \) and \( \mathbf{M}_T \) are the column vectors.

The first terms in (9.16) and (9.17) are divergence-free. Since the second terms are not curl-free, (9.16) and (9.17) do not represent complete Helmholtz decompositions. However, a complete Helmholtz decomposition is not mandatory as long as the tree function always has a component in the curl-free space [15]. The basis function rearrangement will be introduced to represent the complete Helmholtz decomposition as the frequency approaches zero. Substituting (9.16) and (9.17) into (9.8) and (9.9), and testing them with the loop-tree basis functions \( \mathbf{O}(r') \) and \( \mathbf{T}(r') \), we obtain the matrix equation and corresponding frequency dependence as

\[
\begin{bmatrix}
\mathbf{A}_{OO}(\omega) & \mathbf{A}_{OT}(\omega) & -\eta_1 \mathbf{B}_{OO}(\omega^2) & -\eta_1 \mathbf{B}_{OT}(1) \\
\mathbf{A}_{TO}(\omega) & \mathbf{A}_{TT}(\omega^{-1}) & -\eta_1 \mathbf{B}_{TO}(1) & -\eta_1 \mathbf{B}_{TT}(1) \\
\eta_1 \mathbf{C}_{OO}(\omega^2) & \eta_1 \mathbf{C}_{OT}(1) & \mathbf{D}_{OO}(\omega) & \mathbf{D}_{OT}(\omega) \\
\eta_1 \mathbf{C}_{TO}(1) & \eta_1 \mathbf{C}_{TT}(1) & \mathbf{D}_{TO}(\omega) & \mathbf{D}_{TT}(\omega^{-1})
\end{bmatrix}
\begin{bmatrix}
\mathbf{J}_O(1) \\
\mathbf{J}_T(\omega) \\
\eta_1^{-1} \mathbf{M}_O(1) \\
\eta_1^{-1} \mathbf{M}_T(\omega)
\end{bmatrix}
\]
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\[
\begin{bmatrix}
V_E^E(\omega) \\
V_E^E(1) \\
\eta_i V_H^H(\omega) \\
\eta_i V_H^H(1)
\end{bmatrix}
\] (9.18)

where the quantities in the parentheses denote the scaling properties of the relevant terms. The frequency scaling is quite easy to derive except for the elements in \( \mathbf{B}_{OO} \), \( \mathbf{C}_{OO} \), and excitation vectors \( V_E^E \) and \( V_H^H \). The following derivation shows that they do have the frequency dependence shown in (9.18).

The elements of \( \mathbf{B}_{OO} \) are given by

\[
B_{mn}^{OO} = \int_S dr \mathbf{O}_m(r) \cdot \int_{S'} dr' \nabla g(r, r') \times \mathbf{O}_n(r')
\] (9.19)

where \( S \) and \( S' \) are the support of expanding and testing functions. At low frequencies, we can expand the gradient of the Green’s function as

\[
4\pi \nabla g(r, r') = \nabla \frac{1}{R} + \frac{\mathbf{R}}{R^3} \left[ \frac{(kR)^2}{2} - \frac{i(kR)^3}{3} + \ldots \right]
\] (9.20)

where \( \mathbf{R} = r - r' \). The first term in (9.20) will not contribute to the integral in (9.19); that is,

\[
\int_S dr \mathbf{O}_m(r) \cdot \int_{S'} dr' \nabla \frac{1}{R} \times \mathbf{O}_n(r') = 0
\] (9.21)

since the static field which is produced by a loop source is curl-free outside the source region. Therefore, the elements of \( \mathbf{B}_{OO} \) scale as \( \mathbf{C}_{7} \). The same procedure can be used to show that the elements of \( \mathbf{C}_{OO} \) also scale as \( \mathbf{C}_{7} \).

We now analyze the frequency scaling properties of excitation vectors \( V_E^E \) and \( V_H^H \). It can be shown that the \( m \)th element of excitation vector \( V_E^E \) can be written as

\[
V_{Em}^E = i\omega \mu \sum_i \int \Psi_i(r) \hat{n}_i \cdot \mathbf{H}^{\text{inc}}(r) dS
\] (9.22)

where scalar function \( \Psi_i \) is given in (9.7). If the incident wave is a plane wave \( \mathbf{E}^{\text{inc}} = \mathbf{E}_0 \exp(i\mathbf{k} \cdot \mathbf{r}) \), we have

\[
V_{Em}^E = i \mathbf{k} \sum_i \int \Psi_i(r) (\hat{n}_i \times \hat{k}) \cdot \mathbf{E}^{\text{inc}}(r) dS
\] (9.23)

It is obvious that the elements of the excitation vector \( V_E^E \) scale as \( O(\omega) \). The frequency-dependence property is the same for elements of excitation vector \( V_H^H \).

The above frequency-dependence analysis not only provides the information for the frequency normalization, but also makes the numerical scheme stable at very low frequency. In conclusion, we should not use the first term in the RHS of (9.20)
in computations. Theoretically, the \( \nabla \frac{1}{r} \) term’s contribution cancels out. However, this cancellation is never complete due to numerical error. This error sets a lower frequency bound for the frequency normalization scheme. Worse still, for the near term, \( \nabla \frac{1}{r} \) gives rise to a second-order singularity that is difficult to handle even by existing singularity extraction techniques [26]. Consequently, the scheme will not be stable.

Frequency normalization is necessary for balancing the matrix elements and excitation vectors. To do so, we normalize (9.18) as

\[
\mathbf{Z}' \cdot \mathbf{X}' = \mathbf{Y}'
\]

where

\[
\mathbf{Z}' = \mathbf{D}_1 \cdot \mathbf{Z} \cdot \mathbf{D}_2, \quad \mathbf{X}' = \mathbf{D}_2^{-1} \cdot \mathbf{X}, \quad \mathbf{Y}' = \mathbf{D}_1 \cdot \mathbf{Y}
\]

and \( \mathbf{Z}, \mathbf{X}, \) and \( \mathbf{Y} \) are the impedance matrix, unknown current vector, and excitation vector given by (9.18), respectively; \( \mathbf{I}_{N_1} \) is a \( N_1 \times N_1 \) identity matrix and \( N_1 \) is the number of loop basis functions; \( \mathbf{I}_{N_2} \) is a \( N_2 \times N_2 \) identity matrix and \( N_2 \) is the number of tree basis functions.

The normalized matrix elements, unknowns, and excitation vectors of (9.24) now scale as

\[
\begin{bmatrix}
O(1) & O(\omega) & O(\omega) & O(1) \\
O(\omega) & O(1) & O(1) & O(\omega) \\
O(\omega) & O(1) & O(1) & O(\omega) \\
O(1) & O(\omega) & O(\omega) & O(1)
\end{bmatrix}
\begin{bmatrix}
O(1) \\
O(1) \\
O(1) \\
O(1)
\end{bmatrix} =
\begin{bmatrix}
O(1) \\
O(1) \\
O(1) \\
O(1)
\end{bmatrix}
\]

After the normalization, matrix equation (9.27) is well behaved even at very low frequencies. The contribution from the vector potential is preserved because it has been separated from the contribution from the scalar potential.

Using the loop-tree basis function and corresponding frequency normalization, we recompute the example in Section 9.1. In Figure 9.7, we show that the results are accurate even at very low frequency.

In geophysical applications, dipole sources are used and lossy media are encountered. Two examples are used to show the performance of low-frequency MOM in both lossless and lossy media. We use an electric dipole pointing in the \( x \) direction and operating at 20 kHz as a source. The media and geometry parameters used in the two examples are given in Figure 9.8. The electric fields are recorded at \( \phi = 45^\circ \), \( R = 0.75 \text{m} \), and \( \theta = 0 \) to \( 180^\circ \). The results are shown in Figure 9.9(a–d) and Figure 9.10(a–d). The results agree well with Mie series solutions.
9.2.3 Interpretations

It is helpful to understand the physics that happens in the whole procedure. At zero frequency, a dynamic problem decouples into electrostatic and magnetostatic parts, which can be solved independently from each other. This decoupling is represented in (9.28), in which the first and fourth row equations represent the magnetostatic problem while the second and third row equations represent the electrostatic problem. This will be the case if the field is excited by a magnetic dipole or an electric dipole at low frequency as shown below.

For a magnetic dipole pointing in the \( \hat{a} \) direction (\( I.A \Rightarrow 1 \)), the excitation vectors can be written as

\[
\mathbf{V}^E_O = - \frac{i\eta}{4\pi} \left( \hat{r} \times \hat{a} \left( \frac{ik}{r} - \frac{1}{r^2} \right) e^{ikr}, \mathbf{O} \right)
\]  

(9.29)
As the frequency approaches zero, the excitation vectors given by (9.30) and (9.31) are zero. This corresponds to the magnetostatic case. For an electric dipole, we choose

(I L \Rightarrow i \omega \sqrt{\mu e})

(9.33)

The excitation vectors are

\[ \mathbf{V}^{lE}_{T} = \frac{-i k \eta}{4 \pi} \left\langle \mathbf{\hat{r}} \times \mathbf{\hat{a}} \left( \frac{ik}{r} - \frac{1}{r^2} \right) e^{i k r}, \mathbf{T} \right\rangle \quad \text{(9.30)} \]

\[ \mathbf{V}^{lH}_{O} = \frac{-k \eta}{4 \pi} \left\langle \mathbf{\hat{a}} e^{i k r}, \mathbf{O} \right\rangle \quad \text{(9.31)} \]

\[ \mathbf{V}^{lH}_{T} = \frac{-\eta}{4 \pi} \left\langle \left( \frac{k^2}{r} + \frac{i k}{r^2} - \frac{1}{r^3} \right) \mathbf{\hat{a}} \right. \]

\[+ \left. \mathbf{\hat{r}} \left( \frac{k^2}{r} - \frac{3ik}{r^2} + \frac{3}{r^3} \right) e^{i k r}, \mathbf{T} \right\rangle \quad \text{(9.32)} \]

**Figure 9.8** The medium and geometry parameters used for computing the scattered field from the lossless and lossy spheres.

- **Lossless media case**
  - \( \varepsilon_{r1} = 1.0 \quad \mu_{r1} = 1.0 \quad \sigma_1 = 0.0 \)
  - \( \varepsilon_{r2} = 5.0 \quad \mu_{r2} = 1.0 \quad \sigma_2 = 0.0 \)

- **Lossy media case**
  - \( \varepsilon_{r1} = 1.0 \quad \mu_{r1} = 1.0 \quad \sigma_1 = 0.05 \text{ s/m} \)
  - \( \varepsilon_{r2} = 1.0 \quad \mu_{r2} = 1.0 \quad \sigma_2 = 0.5 \text{ s/m} \)
As the frequency approaches zero, the excitation vectors given by (9.34) and (9.37) are zero. This corresponds to the electrostatic case.

If a penetrable body is illuminated by the static electric field, (9.24) implies the object can be replaced with an electric charge $\frac{\mathbf{J}_T}{\mathbf{M}_O}$ on the bounding surface. As we know from the extinction theorem for scalar waves, the field can be terminated using electric charge and a dipole layer instead of
Figure 9.10 Scattered field from a lossy sphere buried in the lossy medium. The field is excited by an electric dipole operating at $f = 20$ kHz. The parameters used are also shown in Figure 9.8.

For the static case, (9.38) can be written in terms of the scalar potential $\phi(r')$ as

$$
E(r) = -\int_S dS' \nabla \times \left\{ \mathbf{n}' \times \nabla' [\phi(r') g(\mathbf{r}, \mathbf{r}') - \phi(r') \mathbf{n}' \times \nabla' g(\mathbf{r}, \mathbf{r}')] \right\} \quad (9.39)
$$
By Stokes' theorem, the integration of the first term on the RHS of (9.39) is zero since the surface is closed. Using the vector identity, we have

$$\mathbf{E}(\mathbf{r}) = \int_S dS' \left\{ \phi(\mathbf{r}') \mathbf{n}' \cdot \nabla g(\mathbf{r}, \mathbf{r}') - [\phi(\mathbf{r}') \mathbf{n}' \cdot \nabla] \nabla' g(\mathbf{r}, \mathbf{r}') \right\} \quad (9.40)$$

The first term on the RHS of (9.40) vanishes because the integral is taken as the Cauchy principal value. Applying the vector identity to the second term again, we have

$$\mathbf{E}(\mathbf{r}) = -\nabla \int_S dS' \phi(\mathbf{r}') \mathbf{n}' \cdot \nabla' g(\mathbf{r}, \mathbf{r}') \quad (9.41)$$

which is exactly the same as the electric field produced by the dipole layer.

The above analysis demonstrates the important fact that if proper basis functions are chosen, the equations governing the dynamic problem should naturally reduce to those for the static problem after a frequency normalization process. Consequently, the solution will be accurate and stable in the low-frequency regime.

### 9.3 SCATTERING FROM A MULTIBODY

In this section, we will discuss the scattering from a multibody. We first modify the PMCHWT formulation for the multibody and solve the problem using the RWG basis function in the high-frequency regime. The NOUR scheme for RWG and its meaning will be discussed. For the low-frequency problem, a similar idea will be used to obtain the NOUR scheme. To guarantee the frequency normalization, several rules will be generalized for the construction of the NOUR scheme for loop-tree basis functions.

#### 9.3.1 PMCHWT Formulation for Multibody Problem

For a multibody problem, in which both penetrable and PEC bodies are involved, the PMCHWT formulation needs to be modified. To this end, we now consider a multibody problem as shown Figure 9.11. It involves three closed surfaces $S_1$, $S_2$, and $S_3$, which separate four regions $R_1$, $R_2$, $R_3$, and $R_4$. We define the unknown electric and magnetic currents $\mathbf{J}_1$, $\mathbf{M}_1$, $\mathbf{J}_2$, $\mathbf{M}_2$, $\mathbf{J}_3$, and $\mathbf{M}_3$ on $S_1$, $S_2$, and $S_3$, respectively. The fields outside and inside of $S_1$ can be written as

$$\mathbf{E}^{\text{out}} = \mathbf{E}^{\text{inc}} + \mathcal{L}_1 \mathbf{J}_1 - \mathcal{K}_1 \mathbf{M}_1 + \mathcal{L}_1 \mathbf{J}_3 - \mathcal{K}_1 \mathbf{M}_3 \quad (9.42)$$

$$\mathbf{E}^{\text{in}} = -\mathcal{L}_2 \mathbf{J}_1 + \mathcal{K}_2 \mathbf{M}_1 + \mathcal{L}_2 \mathbf{J}_2 - \mathcal{K}_2 \mathbf{M}_2 \quad (9.43)$$

$$\mathbf{H}^{\text{out}} = \mathbf{H}^{\text{inc}} + \mathcal{K}_1 \mathbf{J}_1 + \frac{1}{\eta_l} \mathcal{L}_1 \mathbf{M}_1 + \mathcal{K}_1 \mathbf{J}_3 + \frac{1}{\eta_l} \mathcal{L}_1 \mathbf{M}_3 \quad (9.44)$$
Low-Frequency Scattering from Penetrable Bodies

Figure 9.11 A generic multibody problem.

\[ \mathbf{H}^{in} = -\mathbf{\kappa}_2 \mathbf{J}_2 - \frac{1}{\eta_2^2} \mathbf{L}_2 \mathbf{M}_1 + \mathbf{\kappa}_2 \mathbf{J}_1 + \frac{1}{\eta_2^2} \mathbf{L}_2 \mathbf{M}_2 \]  

(9.45)

Applying the boundary conditions for both \( \mathbf{E} \) and \( \mathbf{H} \) fields on \( S_1 \), we have

\[ -\mathbf{E}^{inc} = (\mathbf{L}_1 + \mathbf{L}_2) \mathbf{J}_1 - \eta_0 (\mathbf{\kappa}_1 + \mathbf{\kappa}_2) \frac{\mathbf{M}_1}{\eta_0} \]

\[ -\mathbf{L}_2 \mathbf{J}_2 + \eta_0 \mathbf{\kappa}_2 \frac{\mathbf{M}_1}{\eta_0} + \mathbf{L}_1 \mathbf{J}_3 - \eta_0 \mathbf{\kappa}_1 \frac{\mathbf{M}_3}{\eta_0} \]  

(9.46)

\[ -\eta_0 \mathbf{H}^{inc} = \eta_0 (\mathbf{\kappa}_1 + \mathbf{\kappa}_2) \mathbf{J}_1 + \left( \frac{\eta_0^2}{\eta_1^2} \mathbf{L}_1 + \frac{\eta_0^2}{\eta_2^2} \mathbf{L}_2 \right) \frac{\mathbf{M}_1}{\eta_0} \]

\[ -\eta_0 \mathbf{\kappa}_2 \mathbf{J}_2 - \frac{\eta_0^2}{\eta_2^2} \mathbf{L}_2 \frac{\mathbf{M}_2}{\eta_0} + \eta_0 \mathbf{\kappa}_1 \mathbf{J}_3 + \frac{\eta_0^2}{\eta_1^2} \mathbf{L}_1 \frac{\mathbf{M}_3}{\eta_0} \]  

(9.47)

We have six current unknowns and two equations, and the rest of the equations can be obtained by applying the same procedure to surfaces \( S_2 \) and \( S_3 \). It will be more convenient to write the equations in a matrix form as

\[
\begin{bmatrix}
\mathbf{A} & \mathbf{B} & \mathbf{C} & \mathbf{D} & \mathbf{E} & \mathbf{F} \\
\mathbf{G} & \mathbf{H} & \mathbf{I} & \mathbf{J} & \mathbf{K} & \mathbf{L} \\
\end{bmatrix}
\begin{bmatrix}
\mathbf{X}_1 \\
\mathbf{X}_2 \\
\mathbf{X}_3 \\
\end{bmatrix}
= \begin{bmatrix}
\mathbf{V}_1 \\
\mathbf{V}_2 \\
\mathbf{V}_3 \\
\end{bmatrix}
\]  

(9.48)

where

\[
\mathbf{A} = \begin{bmatrix}
(\mathbf{L}_1 + \mathbf{L}_2) & -\eta_0 (\mathbf{\kappa}_1 + \mathbf{\kappa}_2) \\
\eta_0 (\mathbf{\kappa}_1 + \mathbf{\kappa}_2) & \left( \frac{\eta_0^2}{\eta_1^2} \mathbf{L}_1 + \frac{\eta_0^2}{\eta_2^2} \mathbf{L}_2 \right) \\
\end{bmatrix}
\]

(9.49)

\[
\mathbf{B} = \mathbf{D} = \begin{bmatrix}
-\mathbf{L}_2 & \eta_0 \mathbf{\kappa}_2 \\
-\eta_0 \mathbf{\kappa}_2 & -\frac{\eta_0^2}{\eta_2^2} \mathbf{L}_2 \\
\end{bmatrix}
\]

(9.50)

\[
\mathbf{C} = \mathbf{G} = \begin{bmatrix}
\mathbf{L}_1 & -\eta_0 \mathbf{\kappa}_1 \\
\eta_0 \mathbf{\kappa}_1 & \frac{\eta_0^2}{\eta_1^2} \mathbf{L}_1 \\
\end{bmatrix}
\]

(9.51)
PEC, which implies that the magnetic current is zero, (9.57) reduces to

\[
E = \begin{bmatrix} (\mathcal{L}_2 + \mathcal{L}_3) & -\eta_0(\mathcal{K}_2 + \mathcal{K}_3) \\
\eta_0(\mathcal{K}_2 + \mathcal{K}_3) & (\frac{\mu_0^2}{\eta_0^2} \mathcal{L}_2 + \frac{\mu_0^2}{\eta_0^2} \mathcal{L}_3) \end{bmatrix} \quad (9.52)
\]

\[
F = H = \begin{bmatrix} 0 & 0 \\
0 & 0 \end{bmatrix} \quad (9.53)
\]

\[
N = \begin{bmatrix} (\mathcal{L}_1 + \mathcal{L}_4) & -\eta_0(\mathcal{K}_1 + \mathcal{K}_4) \\
\eta_0(\mathcal{K}_1 + \mathcal{K}_4) & \left(\frac{\mu_0^2}{\eta_0^2} \mathcal{L}_1 + \frac{\mu_0^2}{\eta_0^2} \mathcal{L}_4\right) \end{bmatrix} \quad (9.54)
\]

\[
X_1 = \begin{bmatrix} J_1 \\
\frac{1}{\eta_0^2} \mathbf{M}_1 \end{bmatrix}, \quad X_2 = \begin{bmatrix} J_2 \\
\frac{1}{\eta_0^2} \mathbf{M}_2 \end{bmatrix}, \quad X_3 = \begin{bmatrix} J_3 \\
\frac{1}{\eta_0^2} \mathbf{M}_3 \end{bmatrix} \quad (9.55)
\]

\[
V_1 = \begin{bmatrix} -E^{\text{inc}} \\
-\eta_0 H^{\text{inc}} \end{bmatrix}, \quad V_2 = \begin{bmatrix} 0 \\
0 \end{bmatrix}, \quad V_3 = \begin{bmatrix} -E^{\text{inc}} \\
-\eta_0 H^{\text{inc}} \end{bmatrix} \quad (9.56)
\]

To interpret (9.48), we first define the relation between two surfaces. For two closed surfaces, there are three kinds of relations we are interested in. For the problem shown in Figure 9.11, we define the relation between $S_1$ and $S_2$ as “contained.” Surfaces $S_1$ and $S_2$ can “see” each other through region $R_2$, which is characterized by operators $\mathcal{L}_2$ and $\mathcal{K}_2$. We define the relation between $S_1$ and $S_3$ as “parallel.” Surfaces $S_1$ and $S_3$ can “see” each other through region $R_1$, which is characterized by operators $\mathcal{L}_1$ and $\mathcal{K}_1$. The relation between surfaces $S_2$ and $S_3$ is defined as “isolated” and they cannot “see” each other, which implies that there is no direct coupling between these two surfaces.

The first two equations, which are contained in blocks $\mathbf{X}$, $\mathbf{F}$, $\mathbf{C}$, $\mathbf{X}_1$, and $\mathbf{V}_1$, are the $\mathbf{E}$ and $\mathbf{H}$ field equations obtained by applying boundary conditions on surface $S_1$. Block $\mathbf{X}$ is the contribution from $J_1$ and $\mathbf{M}_1$, which is on $S_1$; therefore, we call it the “self-block.” Blocks $\mathbf{F}$ and $\mathbf{C}$ are the contributions from the currents on surfaces $S_2$ and $S_3$, respectively; therefore, we call them the “cross-blocks.” We notice that the signs in blocks $\mathbf{F}$ and $\mathbf{C}$ are opposite to each other. The reason is that $S_2$ is contained in $S_1$ and hence currents $J_2$ and $\mathbf{M}_2$ contribute to $\mathbf{E}^{\text{in}}$ using operators $\mathcal{L}_2$ and $\mathcal{K}_2$; meanwhile, surface $S_3$ is “parallel” to $S_1$, and hence $J_3$ and $\mathbf{M}_3$ contribute to $\mathbf{E}^{\text{out}}$ using operators $\mathcal{L}_1$ and $\mathcal{K}_1$.

The rest of the blocks represent the equations obtained from surfaces $S_2$ and $S_3$, and they have similar interpretations. We notice that blocks $\mathbf{F}$ and $\mathbf{H}$ are zero. This is because surfaces $S_2$ and $S_3$ are “isolated” and hence they do not contribute to each other. We also notice that the self-blocks always have a form

\[
\begin{bmatrix} (\mathcal{L}_i + \mathcal{L}_j) & -\eta_0(\mathcal{K}_i + \mathcal{K}_j) \\
\eta_0(\mathcal{K}_i + \mathcal{K}_j) & \left(\frac{\mu_0^2}{\eta_0^2} \mathcal{L}_i + \frac{\mu_0^2}{\eta_0^2} \mathcal{L}_j\right) \end{bmatrix} \quad (9.57)
\]

where $i$ and $j$ are the region index outside and inside the surface. If the surface is a PEC, which implies that the magnetic current is zero, (9.57) reduces to

\[
\mathcal{L}_i \quad (9.58)
\]
The cross-blocks always have the form

\[
\begin{bmatrix}
\pm \mathcal{L}_i & \mp \eta_0 \mathcal{K}_i \\
\pm \eta_0 \mathcal{K}_i & \pm \frac{\eta_0}{\eta^2} \mathcal{L}_i
\end{bmatrix}
\]  
(9.59)

The upper signs are used for the “parallel” relation and the lower signs are for the “contained” relation. Index \(i\) denotes the region between the two surfaces. If the relation between the two surfaces is “isolated,” (9.59) reduces to (9.53). If one of the surfaces is a PEC, (9.59) reduces to either

\[
\begin{bmatrix}
\pm \mathcal{L}_i \\
\pm \eta_0 \mathcal{K}_i
\end{bmatrix}
\]  
(9.60)

or

\[
\begin{bmatrix}
\pm \mathcal{L}_i & \mp \eta_0 \mathcal{K}_i \\
\pm \eta_0 \mathcal{K}_i & \pm \frac{\eta_0}{\eta^2} \mathcal{L}_i
\end{bmatrix}
\]  
(9.61)

depending on whether the PEC surface is used as a source point or a field point. If both surfaces are PEC, (9.59) reduces to

\[
\begin{bmatrix}
\mathcal{L}_i
\end{bmatrix}
\]  
(9.62)

and the relations between the two surfaces can only be “parallel” in this case. As we have discussed before, (9.48) can be discretized using either the RWG or loop-tree basis. After the testing procedure, we obtain a set of linear equations, which can be solved for the unknown electric and magnetic currents.

**9.3.2 Number-of-Unknowns Reduction Scheme for RWG Basis**

So far, we have only considered the situation in which none of the surfaces touch another. The technique we have developed can be applied to each block in (9.48) [22, 23]. However, in many applications, the bodies touch each other. Two touched surfaces can be thought as a limiting case of two “parallel” surfaces as shown in Figure 9.12, so (9.48) is still valid. However, as two surfaces \(S_2\) and \(S_3\) merge together, some important physics happens. From the definition of impressed current, the unknowns defined on \(S_2\) and \(S_3\) in Figure 9.12(a) are independent of each other. But when surfaces \(S_2\) and \(S_3\) touch each other, we know from the boundary conditions that the currents on surfaces \(S_2\) and \(S_3\) should be the same. Therefore, originally defined current unknowns have redundancy, which makes the MOM solution unstable. In this section, we will discuss the removal of the redundancy and study what the NOUR scheme implies when the RWG basis is used. Even though our approach does not provide a computational advantage over the traditional way when the RWG basis function is used, it does provide a more general way to solve multibody problems and it is necessary for solving low-frequency problems using the loop-tree basis function.
To simplify the formulation, we introduce the following short-hand notation:

\[
\mathcal{L}_i = \begin{bmatrix}
\mathcal{L}_i \\
\eta_0 \kappa_i \\
\frac{\eta_0}{\eta_0^2} \mathcal{L}_i
\end{bmatrix}, \quad \mathbf{J}_i = \begin{bmatrix}
\mathbf{J}_i \\
\eta_0^{-1} \mathbf{M}_i \\
\eta_0 \mathbf{H}^{\text{inc}}
\end{bmatrix}
\]

For the problem shown in Figure 9.12(a), we define four basis functions \( \mathbf{A}_1, \mathbf{A}_2, \mathbf{A}_3, \) and \( \mathbf{A}_4 \), on surfaces \( S_1, S_2, S_3, \) and \( S_4 \), respectively. Surfaces \( S_2 \) and \( S_3 \), which are the supports for \( \mathbf{A}_2 \) and \( \mathbf{A}_3 \), respectively, will finally merge together as shown in Figure 9.12(b). The currents on the two bodies can be expressed in terms of basis functions as

\[
\mathbf{J}_1 = a_1 \mathbf{A}_1 + a_2 \mathbf{A}_2
\]

\[
\mathbf{J}_2 = a_3 \mathbf{A}_3 + a_4 \mathbf{A}_4
\]

where \( a_1, a_2, a_3, \) and \( a_4 \) are the unknown current coefficients we are solving for.

From the discussion in Section 9.2, we obtain the equations by applying boundary conditions. After testing these equations, we obtain the MOM equation:

\[
\begin{bmatrix}
\langle \mathbf{A}_1, (\mathcal{L}_1 + \mathcal{L}_2) \mathbf{A}_1 \rangle & \langle \mathbf{A}_1, (\mathcal{L}_1 + \mathcal{L}_2) \mathbf{A}_2 \rangle & \langle \mathbf{A}_1, \mathcal{L}_1 \mathbf{A}_3 \rangle & \langle \mathbf{A}_1, \mathcal{L}_1 \mathbf{A}_4 \rangle \\
\langle \mathbf{A}_2, (\mathcal{L}_1 + \mathcal{L}_2) \mathbf{A}_1 \rangle & \langle \mathbf{A}_2, (\mathcal{L}_1 + \mathcal{L}_2) \mathbf{A}_2 \rangle & \langle \mathbf{A}_2, \mathcal{L}_1 \mathbf{A}_3 \rangle & \langle \mathbf{A}_2, \mathcal{L}_1 \mathbf{A}_4 \rangle \\
\langle \mathbf{A}_3, \mathcal{L}_1 \mathbf{A}_1 \rangle & \langle \mathbf{A}_3, \mathcal{L}_1 \mathbf{A}_2 \rangle & \langle \mathbf{A}_3, (\mathcal{L}_1 + \mathcal{L}_3) \mathbf{A}_3 \rangle & \langle \mathbf{A}_3, (\mathcal{L}_1 + \mathcal{L}_3) \mathbf{A}_4 \rangle \\
\langle \mathbf{A}_4, \mathcal{L}_1 \mathbf{A}_1 \rangle & \langle \mathbf{A}_4, \mathcal{L}_1 \mathbf{A}_2 \rangle & \langle \mathbf{A}_4, (\mathcal{L}_1 + \mathcal{L}_3) \mathbf{A}_3 \rangle & \langle \mathbf{A}_4, (\mathcal{L}_1 + \mathcal{L}_3) \mathbf{A}_4 \rangle
\end{bmatrix}
\]
which can be used to solve for the unknown current coefficients $a_1$ to $a_4$. When surfaces $S_2$ and $S_3$ merge together as shown in Figure 9.12(b), we have

$$a_2 = a_3$$  \hspace{1cm} (9.67)

if we define

$$A_2 = -A_3$$  \hspace{1cm} (9.68)

As mentioned before, (9.66) is still valid for this case. However, if we solve (9.66) without enforcing (9.67), then the solution is unstable. Therefore, we need to reduce the unknowns as follows:

$$\mathbf{X} \cdot \mathbf{Z} \cdot \mathbf{X}^{-1} \cdot \mathbf{a}' = \mathbf{X} \cdot \mathbf{V}$$  \hspace{1cm} (9.69)

where $\mathbf{Z}$ is the impedance matrix given in (9.66); $\mathbf{V}$ is the excitation vector; and $\mathbf{a}'$ is the unknown vector without redundancy and it is related to the original unknown vector $\mathbf{a}$ through the NOUR matrix $\mathbf{X}$:

$$\begin{bmatrix} a_1 \\ a_2 \\ a_3 \\ a_4 \end{bmatrix} = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix} \begin{bmatrix} a_1 \\ a_2 \\ a_3 \end{bmatrix}$$  \hspace{1cm} (9.70)

Equation (9.69) is well conditioned and could be used to solve for $\mathbf{a}'$ and $\mathbf{a}$. It will be insightful to study the meaning of the NOUR scheme. When $\mathbf{X}$ operates on the impedance matrix $\mathbf{Z}$, it is nothing but a column combination operator, which combines columns 2 and 3 of $\mathbf{Z}$. Similarly, operator $\mathbf{X}$ combines rows 2 and 3 of $\mathbf{Z}$. After the row and column combinations, (9.66) becomes

$$\begin{bmatrix} \langle A_1, (L_1 + L_2)A_1 \rangle \\ \langle A_2, L_2A_1 \rangle \\ \langle A_4, L_1A_1 \rangle \\ \langle A_4, (L_1 + L_2)A_4 \rangle \end{bmatrix} \begin{bmatrix} a_1 \\ a_2 \\ a_3 \\ a_4 \end{bmatrix} = \begin{bmatrix} -\langle A_1, E^\text{inc} \rangle \\ 0 \\ 0 \\ -\langle A_4, E^\text{inc} \rangle \end{bmatrix}$$  \hspace{1cm} (9.71)

If the problem shown in Figure 9.12(b) is solved using the traditional approach, which applies the boundary conditions on open surfaces $S_1$, $S_2$, and $S_4$ instead of the two bodies, the MOM equation obtained will be the same as (9.71). Due to the definitions of the basis functions, no junction is considered so far. In fact, we need to define
Figure 9.13  Two bodies merged together. The unknowns defined on surfaces \( S_2 \) and \( S_4 \) become redundant and form a junction.

The basis across surfaces \( S_1 \), \( S_2 \) and surfaces \( S_3 \), \( S_4 \) as shown in Figure 9.13, which form a junction. We show next how the combination scheme handles the junction problem implicitly. The currents on the surfaces of the two bodies in Figure 9.13(a) can be written as

\[
J_1 = a_1 \Lambda_1 + a_2 \Lambda_2 \quad (9.72)
\]

\[
J_2 = a_3 \Lambda_3 + a_4 \Lambda_4 \quad (9.73)
\]

where

\[
\Lambda_2 = P_1 + P_2 \quad (9.74)
\]

\[
\Lambda_3 = P_3 + P_4 \quad (9.75)
\]

This problem is different from the one shown in Figure 9.12 in the sense that only part of \( \Lambda_2 \) and \( \Lambda_3 \) will merge together. Since we are only interested in the junction part, after testing with \( \Lambda_2 \) and \( \Lambda_3 \), we have

\[
\begin{bmatrix}
  \langle \Lambda_2, (L_1 + L_2) \Lambda_1 \rangle & \langle \Lambda_2, (L_1 + L_2) \Lambda_2 \rangle & \langle \Lambda_2, \Lambda_1 \Lambda_3 \rangle & \langle \Lambda_2, L_1 \Lambda_4 \rangle \\
  \langle \Lambda_3, L_1 \Lambda_1 \rangle & \langle \Lambda_3, L_1 \Lambda_2 \rangle & \langle \Lambda_3, (L_1 + L_3) \Lambda_3 \rangle & \langle \Lambda_3, (L_1 + L_3) \Lambda_4 \rangle
\end{bmatrix}
\times
\begin{bmatrix}
a_1 \\
a_2 \\
a_3 \\
a_4
\end{bmatrix}
= \begin{bmatrix}
-\langle \Lambda_2, E^{inc} \rangle \\
-\langle \Lambda_3, E^{inc} \rangle
\end{bmatrix} \quad (9.76)
\]
When the two bodies touch each other, we define

\[ \mathbf{P}_2 = -\mathbf{P}_3 \]  

(9.77)

so we have

\[ a_2 = a_3 \]  

(9.78)

Similar to the case shown in Figure 9.12(b), the combination scheme implies that rows 1 and 2 and columns 2 and 3 of (9.76) should be combined. Making use of (9.77) and (9.78), we have

\[ \langle \mathbf{A}_2, \mathcal{L}_2(a_1\mathbf{A}_1 + a_2\mathbf{A}_2) \rangle + \langle \mathbf{P}_1 + \mathbf{P}_4, \mathcal{L}_1(a_1\mathbf{A}_1 + a_2(\mathbf{P}_1 + \mathbf{P}_4) + a_4\mathbf{A}_4) \rangle = \langle -(\mathbf{P}_1 + \mathbf{P}_4), \mathbf{E}^{inc} \rangle \]  

(9.79)

which is the junction condition and has an interpretation shown in Figure 9.13(b). The first term \( \langle \mathbf{A}_2, \mathcal{L}_2(a_1\mathbf{A}_1 + a_2\mathbf{A}_2) \rangle \) is the result of testing the field using \( \mathbf{A}_2 \), and the field is generated by the current flowing inside body 1. The second term \( \langle \mathbf{P}_1 + \mathbf{P}_4, \mathcal{L}_1(a_1\mathbf{A}_1 + a_2(\mathbf{P}_1 + \mathbf{P}_4) + a_4\mathbf{A}_4) \rangle \) is the result of testing the field using \( \mathbf{A}_3 \), and the field is generated by the current flowing inside body 2. The third term \( \langle (\mathbf{P}_1 + \mathbf{P}_4), \mathcal{L}_1(a_1\mathbf{A}_1 + a_2(\mathbf{P}_1 + \mathbf{P}_4) + a_4\mathbf{A}_4) \rangle \) is the result of testing the field by \( (\mathbf{P}_1 + \mathbf{P}_4) \), which is a basis implicitly formed by the combination scheme, and the field is generated by the current flowing outside body 1 and body 2.

Equation (9.79) is the same as the junction condition which can be obtained using the traditional approach [17]. Understanding the meaning of the NOUR scheme also provides some computational advantages. We notice that some terms, such as \( \langle \mathbf{P}_2, \mathcal{L}_1\mathbf{A}_1 \rangle \) and \( \langle \mathbf{P}_3, \mathcal{L}_1\mathbf{A}_1 \rangle \), finally cancel out, and therefore, there is no need to compute them.

As an example, we compute the bistatic RCS of a coated PEC sphere with radius \( a = 0.2\lambda \), thickness \( b = 0.18\lambda \) and relative permittivity \( \varepsilon_r = 1.7 + 0.3i \). In this case, no touched surfaces are involved, and therefore, no NOUR scheme is applied. The results agree well with the Mie series solutions shown in Figure 9.14.

In Figure 9.15, we show the monostatic RCS of an inhomogeneous cylinder with radius \( a = 10.16 \) cm, thickness \( b = 5.08 \) cm, dielectric constant \( \varepsilon_r = 3.4 \), relative permittivity \( \varepsilon_r = 2.6 \), respectively. The frequency is 3.5 GHz. In this case, part of the surfaces of the two bodies touch each other and the unknowns defined on the common surface become redundant. The NOUR scheme is applied to obtain accurate results.

In Figure 9.16, we show the monostatic RCS of an inhomogeneous PEC-dielectric cylinder. The setup is the same except that half of the cylinder is PEC and the frequency is 3.0 GHz. The results shown in Figures 9.15 and 9.16 agree well with those published in [17].

The NOUR scheme for RWG basis has been implemented successfully to compute the RCS in the high-frequency regime. It is straightforward to construct the NOUR scheme for the RWG basis, since the unknown coefficients have a simple “one-to-one” relation given by (9.67) and (9.78). The ideas developed in this section will be used to obtain the NOUR scheme for the loop-tree basis.
Figure 9.14  Bistatic RCS for a coated PEC sphere; radius \( a = 0.2\lambda \), \( b = 0.18\lambda \); relative permittivity of the coating material \( \varepsilon_r = 1.7 + 0.3i \).

Figure 9.15  Monostatic RCS for an inhomogeneous cylinder; \( a = 10.16 \) cm, \( b = 5.08 \) cm, \( d = 7.62 \) cm; relative permittivity \( \varepsilon_{r1} = 3.4 \), \( \varepsilon_{r2} = 2.6 \); frequency \( f = 3.5 \) GHz.
9.3.3 Number-of-Unknowns Reduction Scheme for Loop-Tree Basis

The loop-tree basis is formed by recombining the RWG basis. When combined with the frequency normalization scheme, the loop-tree basis can be used in the low-frequency regime. Compared with the RWG basis function, the support of the loop-tree basis is not “localized,” which implies the simple “one-to-one” relation does not exist anymore. Since the purpose of using the loop-tree basis is to apply the frequency normalization scheme, a valid NOUR scheme should preserve the frequency scaling properties of the matrix elements. Nevertheless, the idea used for the RWG basis is still valid. In this section, we propose a systematic approach to construct the NOUR scheme for the loop-tree basis. The discussion will focus on (1) finding the relation of redundant loop-tree unknown coefficients, and (2) eliminating the redundant unknown coefficients without affecting the frequency normalization scheme.

Consider a simple two-body problem; we define edges $e_1$ to $e_{12}$ and nodes $n_1$ to $n_5$ as shown in Figure 9.17. Furthermore, we define loops and trees for body 1 and body 2 as follows:
We define RWG $\mathbf{R}_1$ to $\mathbf{R}_6$ on body 1 and RWG $\mathbf{R}_7$ to $\mathbf{R}_{12}$ on body 2. For example, $\mathbf{R}_1$ is defined on edge $e_1$ and the current flowing direction is from $n_4$ to $n_3$. On body 1, we define three loops $\mathbf{O}_1$, $\mathbf{O}_2$, and $\mathbf{O}_3$. For example, loop $\mathbf{O}_1$ consists of three RWGs, $\mathbf{R}_1$, $\mathbf{R}_2$, and $\mathbf{R}_3$. The signs associated with the three RWGs are $+1$, $+1$, and $-1$. In other words, we have

$$\mathbf{O}_1 = \mathbf{R}_1 + \mathbf{R}_2 - \mathbf{R}_3 \quad (9.80)$$

We also define three trees on body 1, and they are $\mathbf{T}_3$, $\mathbf{T}_4$, and $\mathbf{T}_5$. The rest of the RWGs are cuts. The definitions of loops and trees on body 2 are similar. Expanding the currents on body 1 and body 2 in terms of the loop-tree basis, we have

$$\mathbf{J}_1 = a_1 \mathbf{O}_1 + a_2 \mathbf{O}_2 + a_3 \mathbf{O}_3 + b_1 \mathbf{T}_1 + b_2 \mathbf{T}_2 + b_3 \mathbf{T}_3 \quad (9.81)$$

and

$$\mathbf{J}_2 = a_4 \mathbf{O}_4 + a_5 \mathbf{O}_5 + a_6 \mathbf{O}_6 + b_4 \mathbf{T}_4 + b_5 \mathbf{T}_5 + b_6 \mathbf{T}_6 \quad (9.82)$$

where $a_1$ to $a_6$ and $b_1$ to $b_6$ are the unknown coefficients we are solving for. As before, we omitted the magnetic current part to simplify the notation. Obviously, we
Figure 9.17 A simple two-body problem used to demonstrate how to construct the NOUR scheme for the loop-tree basis.

only need nine unknowns if the RWG basis is used. Therefore, we need to know which loop-tree unknown is redundant. If this problem is solved using the RWG basis, the coefficients associated with RWG $\mathbf{R}_2$, $\mathbf{R}_3$ and $\mathbf{R}_5$, $\mathbf{R}_6$, since they share the same edges. To find the relation among the unknown coefficients, we rewrite (9.81) and (9.82) in terms of the RWG basis as

$$
J_1 = (a_1 + a_2)\mathbf{R}_1 + a_4 \mathbf{R}_2 + (-a_2 + b_1)\mathbf{R}_3 + (-a_2 + a_3 + b_2)\mathbf{R}_4 + (-a_1 + a_3 + b_3)\mathbf{R}_5 + a_3 \mathbf{R}_6 \tag{9.83}
$$

and

$$
J_2 = (-a_4 + b_4)\mathbf{R}_7 + (-a_4 + a_5)\mathbf{R}_8 + (a_5 + b_5)\mathbf{R}_9 + a_6 \mathbf{R}_{10} + (a_4 - a_6)\mathbf{R}_{11} + (-a_5 + a_6 + b_6)\mathbf{R}_{12} \tag{9.84}
$$

Comparing the coefficients in front of $(\mathbf{R}_1, \mathbf{R}_7)$, $(\mathbf{R}_2, \mathbf{R}_8)$, and $(\mathbf{R}_3, \mathbf{R}_6)$, we have

$$
a_1 + a_2 = -a_4 + b_4
a_1 = -a_4 + a_5
-a_2 + b_1 = a_5 + b_5 \tag{9.85}
$$
Rewriting (9.85) in a matrix form, we have

\[
\begin{bmatrix}
1 & 1 & 0 & 1 & 0 & -1 & 0 \\
1 & 0 & 0 & 1 & -1 & 0 & 0 \\
0 & -1 & 1 & 0 & -1 & 0 & -1
\end{bmatrix}
\begin{bmatrix}
a_1 \\
a_2 \\
b_1 \\
a_4 \\
a_5 \\
b_4 \\
b_5
\end{bmatrix}
= \begin{bmatrix} 0 \\ 0 \\ 0 \end{bmatrix}
\] (9.86)

which can be used to eliminate three redundant unknowns. After applying Gaussian elimination, we have

\[
\begin{bmatrix}
1 & 0 & 0 & 1 & -1 & 0 & 0 \\
0 & -1 & 0 & 0 & -1 & 1 & 0 \\
0 & 0 & 1 & 0 & 0 & -1 & -1
\end{bmatrix}
\begin{bmatrix}
a_1 \\
a_2 \\
b_1 \\
a_4 \\
a_5 \\
b_4 \\
b_5
\end{bmatrix}
= \begin{bmatrix} 0 \\ 0 \\ 0 \end{bmatrix}
\] (9.87)

which is equivalent to

\[
\begin{bmatrix}
a_1 \\
a_2 \\
b_1 \\
a_4 \\
a_5 \\
b_4 \\
b_5
\end{bmatrix}
= \begin{bmatrix}
-1 & 1 & 0 & 0 \\
0 & -1 & 1 & 0 \\
0 & 0 & 1 & 1
\end{bmatrix}
\begin{bmatrix}
a_4 \\
a_5 \\
b_4 \\
b_5
\end{bmatrix}
\] (9.88)

Now, we can eliminate redundant unknowns \(a_1, a_2, \) and \(b_1\). The unknown vectors with and without redundancy are related through

\[
\begin{bmatrix}
a_1 \\
a_2 \\
b_1 \\
a_4 \\
a_5 \\
b_4 \\
b_5
\end{bmatrix}
= \begin{bmatrix}
0 & 0 & 0 & -1 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -1 & 0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
a_3 \\
b_2 \\
b_3 \\
a_6 \\
a_5 \\
b_4 \\
b_5 \\
.a_3 \\
.b_2 \\
.b_3 \\
.a_6 \\
.b_4 \\
.b_5 \\
.b_6
\end{bmatrix}
\] (9.89)

To generalize this approach for complicated problems, we need to know (1) if this elimination process can always be performed, (2) if any unknown can be chosen as
a redundant unknown, and (3) if the choice is not unique, how it will affect the final results. Since the equations are linearly independent, the elimination can always be performed. However, not any combination of three unknowns can be chosen as a redundant unknown set. Obviously, a set which contains \( b_1 \), \( b_4 \), and \( b_5 \) is not a valid choice, since the rank of the matrix, which is formed by the corresponding columns of \( b_1 \), \( b_4 \), and \( b_5 \) in (9.86), is less than 3.

Obviously, the choice is not unique either. Another choice is

\[
\begin{bmatrix}
  a_1 \\
  b_4 \\
  b_1
\end{bmatrix} = \begin{bmatrix}
  -1 & 1 & 0 & 0 \\
  0 & 1 & 1 & 0 \\
  0 & 1 & 1 & 1
\end{bmatrix} \begin{bmatrix}
  a_4 \\
  a_5 \\
  a_2 \\
  b_6
\end{bmatrix}
\]  

(9.90)

which is equivalent to

\[
\begin{bmatrix}
  a_1 \\
  a_2 \\
  a_3 \\
  b_1 \\
  b_2 \\
  b_3 \\
  a_4 \\
  a_5 \\
  a_6 \\
  b_4 \\
  b_5 \\
  b_6
\end{bmatrix} = \begin{bmatrix}
  0 & 0 & 0 & 0 & -1 & 1 & 0 & 0 & 0 \\
  1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
  0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
  1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
  0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
  0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
  0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{bmatrix} \begin{bmatrix}
  a_2 \\
  a_3 \\
  b_2 \\
  b_3 \\
  a_4 \\
  a_5 \\
  a_6 \\
  b_4 \\
  b_5 \\
  b_6
\end{bmatrix}
\]  

(9.91)

The unknown elimination schemes given by (9.89) and (9.91) are quite different. The first scheme eliminates two loop unknowns, while the second eliminates only one loop unknown. If no frequency normalization is required, both schemes are valid. However, in the low-frequency limit, where frequency normalization is necessary, only the first scheme can be used. To explain this, we need to consider the impedance matrix obtained by using the loop-tree basis:

\[
Z^{LT} = \begin{bmatrix}
  OO & OT & OO & OT \\
  TO & TT & TO & TT \\
  OO & OT & OO & OT \\
  TO & TT & TO & TT
\end{bmatrix}
\]  

(9.92)

where

\[
\begin{align*}
OO & \sim \langle O, g, O \rangle \text{ or } \langle O, \nabla g \times O \rangle \\
OT & \sim \langle O, g, T \rangle \text{ or } \langle O, \nabla g \times T \rangle \\
TO & \sim \langle T, g, O \rangle \text{ or } \langle T, \nabla g \times O \rangle \\
TT & \sim \langle T, g, T \rangle \text{ or } \langle T, \nabla g \times T \rangle
\end{align*}
\]  

(9.93)
As mentioned before, operation $\overline{Z}^{LT} \cdot \overline{A}$ is equivalent to performing the column combination for $\overline{Z}^{LT}$. The column combinations of (9.92) corresponding to multiplying (9.92) by columns 1 and 6 in (9.93) are not allowed, since trees $T_1$ and $T_4$ merge into loops $O_2$, and trees $T_1, T_4$, and loop $O_1$ merge into $O_5$. In other words, since

$$\nabla \cdot (T_1 + T_4 + O_2) \neq 0$$
$$\nabla \cdot (T_1 + T_4 + O_1 + O_5) \neq 0$$

the divergence-free property of the loop basis, which is essential for the frequency normalization scheme, vanishes, and therefore the frequency normalization scheme breaks down.

In general, the rules for constructing the NOUR scheme are: (1) Tree merges into tree is allowed. (2) Tree merges into loop is not allowed. (3) Loop merges into loop is allowed. (4) Loop merges into tree is allowed. A valid NOUR scheme should take all these rules into consideration. It can be shown that such a NOUR scheme always exists.

So far we have only considered the penetrable bodies. If a PEC body is involved, the NOUR scheme for the magnetic current is a little different. Assuming that body 1 is a PEC, (9.86) becomes

$$\begin{bmatrix}
a_1 \\
a_2 \\
b_1 \\
a_4 \\
a_5 \\
b_4 \\
b_5
\end{bmatrix} =
\begin{bmatrix}
0 & -1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -1 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & -1 & -1 & 0 & 0 \\
0 & 0 & 0 & 0 & -1 & -1 & 0 \\
0 & 0 & 0 & 0 & 0 & -1 & -1
\end{bmatrix}
\begin{bmatrix}
0 \\
0 \\
0 \\
0
\end{bmatrix}$$

(9.95)

which is equivalent to

$$\begin{bmatrix}
a_4 \\
a_5 \\
b_4 \\
b_5
\end{bmatrix} =
\begin{bmatrix}
-1 \\
-1 \\
-1
\end{bmatrix}
\begin{bmatrix}
b_5
\end{bmatrix}$$

(9.96)

Equation (9.96) is the NOUR scheme for the magnetic current and $a_4, a_5, b_4$, and $b_5$ are the unknown coefficients for magnetic current.

To verify our approach, we design one example shown in Figure 9.18(a). This example consists of two surfaces, which do not touch each other. Therefore, no NOUR scheme is needed and the results will be used as a standard. Without changing the physics, the problem can also be treated in such a way as shown in Figures 9.18(c) and 9.18(d). In the second treatment, three touched surfaces are involved and the unknowns defined on the common surfaces are redundant. Therefore, the NOUR scheme is needed. If the media of the two outer bodies are the same, then it is equivalent to the one shown in Figure 9.18(a). The relative permittivities of the
two outer bodies are $\varepsilon_{r1} = 2.6$ and $\varepsilon_{r2} = 2.6$. In the first example, the relative permittivity of the inner body is $\varepsilon_{r3} = 3.4$ and in the second example, the inner body is a PEC. The results of the two examples are given in Figures 9.19 and 9.20. Good agreement is observed among them.

As we mentioned before, our method can also be used for induction well-logging modeling. As an example, we compute the apparent conductivity for the structures shown in Figures 9.21(a) and 9.22(a), a vertical case and a dipping case. The generic logging tool consists of one transmitter and one receiver with 20 inches spacing as shown in Figures 9.21(b) and 9.22(b). The tool operates at 20 kHz, and hence, the loop-tree basis function is used. The meshes used are given in Figures 9.21(c) and 9.22(c). For the structure shown in Figure 20(a), we can also use the numerical mode matching (NMM) method. The results given in Figure 9.23 show good agreement.
Fast and Efficient Algorithms in CEM

**Figure 9.19** Bistatic RCS for the example shown in Figure 9.18; relative permittivity $\varepsilon_{r,1} = 2.6, \varepsilon_{r,2} = 2.6, \varepsilon_{r,2} = 3.4$; frequency $f = 20$ kHz.

**Figure 9.20** Bistatic RCS for the example shown in Figure 9.18; relative permittivity $\varepsilon_{r,1} = 2.6, \varepsilon_{r,2} = 2.6$; inner cube is PEC; frequency $f = 20$ kHz.
Figure 9.21  (a) Geometry, (b) generic induction tool, and (c) mesh used to compute apparent conductivity for vertical case; frequency $f = 20$ kHz.

Figure 9.22  (a) Geometry, (b) generic induction tool, and (c) mesh used to compute apparent conductivity for vertical case; frequency $f = 20$ kHz.
Figure 9.23 Apparent conductivity results for the structures shown in Figures 9.21(a) and 9.22(a).
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Efficient Analysis of Waveguiding Structures

Kaladhar Radhakrishnan and Weng Cho Chew

10.1 INTRODUCTION

Since their discovery in the last part of the 19th century, waveguides have become an indispensable part of several applications ranging from radio frequencies to optical frequencies. Consequently, numerical characterization and modeling of complex waveguide structures has become an important research topic. Because analytic techniques exist only for the simplest waveguide structures, we have to resort to numerical techniques to analyze complicated waveguide structures.

In this chapter, numerical schemes have been developed to analyze waveguiding structures. Section 10.2 describes a two-dimensional finite difference formulation that constitutes the foundation on which the numerical scheme is developed. The inhomogeneous transverse vector wave equation is used as the governing equation. The spatial derivatives along the transverse direction are approximated using finite differences. The use of the inhomogeneous wave equation allows us to model waveguiding structures with arbitrary permittivity profiles without matching boundary conditions explicitly at all the dielectric interfaces. The formulation is also generalized to handle anisotropic substrates. The source is assumed to be time harmonic, which allows us to operate in the frequency domain. The finite difference formulation
results in an asymmetric sparse matrix equation. Section 10.3 describes a scheme to solve the sparse matrix equation efficiently. In order to exploit the sparsity of the matrix, a Krylov subspace scheme (bi-Lanczos algorithm) is used to solve the matrix equation.

In Section 10.4, the numerical scheme is modified to solve for the fields in the presence of waveguide discontinuities. This is accomplished by using an implicit mode matching scheme. The field is propagated analytically along the longitudinal direction. By matching the transverse electric and magnetic fields at the boundary, we can solve for the unknown field components. The formulation is generalized to handle $n$ junctions. Numerical examples involving typical waveguide structures are shown in Section 10.5. The results agree well with previously published results.

10.2 **FINITE DIFFERENCE FORMULATION**

The transverse field components are used to formulate the waveguide problem. In this formulation, the electric field is defined as a fore vector and the magnetic field is defined as a back vector [1, 2]. The $x$, $y$, and $z$ components of any given fore vector $\mathbf{f}_m$ and any back vector $\mathbf{g}_{m+\hat{z}}$ are defined at different locations as

$$\mathbf{f}_m = \hat{x} f_{m+(1/2),n} + \hat{y} g_{m,n+(1/2)} + \hat{z} f_{m,n}$$  \hspace{1cm} (10.1)

$$\mathbf{g}_{m+\hat{z}} = \hat{x} g_{m, n+(1/2)} + \hat{y} g_{m+(1/2), n} + \hat{z} g_{m+(1/2), n+(1/2)}$$  \hspace{1cm} (10.2)

Strictly speaking, these fields should be defined in a three-dimensional space like $f^{x}_{m+(1/2),n,p}$. However, since the discretization is along the $xy$ plane, the third parameter $p$ associated with the $z$ axis is suppressed. Equations (10.1) and (10.2) imply that the electric field and the magnetic field components are defined on a staggered grid just like in the Yee algorithm [1].

The discretized vector wave equation for the electric field in an inhomogeneous, anisotropic source free medium is given by

$$\nabla \times \left[ \mathbf{\hat{\mu}}_{m+\hat{z}} \right]^{-1} \cdot \nabla \times \mathbf{E}_m = \omega^2 \varepsilon_m \cdot \mathbf{E}_m = 0$$  \hspace{1cm} (10.3)

In the above equation, $\nabla \times$ is the curl operator using forward difference to approximate the derivatives, whereas $\nabla \times$ represents the curl operator using backward difference to approximate the derivatives. The tensors $\mathbf{\hat{\mu}}_{m+\hat{z}}$ and $\varepsilon_m$ represent the permittivity and permeability tensors for the anisotropic medium and are functions of $x$ and $y$.

A tensor represented with a tilde (e.g., $\mathbf{\hat{\mu}}_{m+\hat{z}}$) is a tensor that operates on a fore vector and outputs a fore vector. Similarly, a tensor represented with a hat (e.g., $\mathbf{\hat{\mu}}_{m+\hat{z}}$) is a tensor that operates on a back vector and outputs a back vector. Any waveguide which has a reflection symmetry about the $z$ axis has the following structure for $\mathbf{\hat{\mu}}_{m+\hat{z}}$ and $\varepsilon_m$ [3].
The term two-term interpolation given in (10.8) will not introduce any lower-order error terms. Since the error introduced in the finite differencing scheme is second order, the components as shown below:

A less accurate, but still second-order scheme can be achieved by just averaging two shown below:

Equations (10.4) and (10.5) also give the location at which each component of the tensors is defined. If a tensor of the form shown above operates on a vector, both the x and y components are needed to evaluate the x or the y component of the output vector. For example, the x component of the electric flux density vector is defined as

However, the second term on the right-hand side is defined at a location different from that of the left-hand side. This situation is similar to what occurs in the discretization of a nonorthogonal grid in an isotropic medium. Holland [4] introduced a second-order spatial interpolation scheme that averages the four neighboring components as shown below:

A less accurate, but still second-order scheme can be achieved by just averaging two components as shown below:

Since the error introduced in the finite differencing scheme is second order, the two-term interpolation given in (10.8) will not introduce any lower-order error terms. Extracting the transverse components of the vector wave equation (10.3), we get

The term \( \bar{\mathbf{E}}''_m \) represents the transverse components of the electric field. Similarly, \( \bar{\mathbf{m}} \) and \( \bar{\mathbf{m}}_{x}^{'}, \bar{\mathbf{y}} \), are 2 x 2 tensors corresponding to the transverse components. Pre-
multiplying (10.9) with \( \hat{z} \times \mu_{m+\frac{1}{2}}^s \cdot \hat{z} \times \), we get

\[
\hat{z} \times \mu_{m+\frac{1}{2}}^s \cdot \hat{z} \times \hat{\nabla}_s \times [\hat{\mu}_{m+\frac{1}{2}}^s]^{-1} \hat{\nabla}_s \times \hat{E}_m^s - \hat{z} \times \hat{\nabla}_s \times ik_z \hat{E}_m^z \\
- \omega^2 \hat{z} \times \mu_{m+\frac{1}{2}}^s \cdot \hat{z} \times \hat{E}_m^s = k_z^2 \hat{E}_m^s \quad (10.10)
\]

Using some standard vector identities and the divergence-free condition to eliminate the \( z \) component, we arrive at the transverse vector wave equation:

\[
\hat{z} \times \mu_{m+\frac{1}{2}}^s \cdot \hat{z} \times \hat{\nabla}_s \times \hat{E}_m^s \times + \hat{\nabla}_s [\hat{\mu}_{m+\frac{1}{2}}^s]^{-1} \hat{\nabla}_s \times \hat{E}_m^s = k_z^2 \hat{E}_m^s \quad (10.11)
\]

By invoking the duality principle, we arrive at the transverse vector wave equation for the magnetic field:

\[
\hat{z} \times \mu_{m+\frac{1}{2}}^a \cdot \hat{z} \times \hat{\nabla}_s \times [\hat{\mu}_{m+\frac{1}{2}}^a]^{-1} \hat{\nabla}_s \times \hat{H}_m^a + \hat{\nabla}_s [\hat{\mu}_{m+\frac{1}{2}}^a]^{-1} \hat{\nabla}_s \times \hat{H}_m^a = k_z^2 \hat{H}_m^a \quad (10.12)
\]

Equations (10.11) and (10.12) can be written in the form of an eigenvalue problem:

\[
\mathcal{L}_e \cdot \hat{E}_m^s = k_z^2 \hat{E}_m^s \quad (10.13)
\]

\[
\mathcal{L}_h \cdot \hat{H}_m^a = k_z^2 \hat{H}_m^a \quad (10.14)
\]

Both matrices \( \mathcal{L}_e \) and \( \mathcal{L}_h \) are asymmetric and extremely sparse and share the same eigenvalues. Each eigenvector of these matrices corresponds to the transverse components of the electric field and the magnetic field for a particular mode. Iterative solutions are desirable to solve such eigenvalue problems since they exploit the sparsity of the matrix while limiting memory requirements and computational complexity. Explicit storage of the matrix is avoided, and it is accessed in the form of a matrix vector multiply. Each time the matrix \( \mathcal{L}_e \) operates on a vector \( \hat{E}_m^s \), the values of the field components are updated based on the values of their neighboring field components.

In the presence of a time harmonic electric current source localized in the \( z = z' \) plane, the eigenvalue equations shown in (10.13) and (10.14) become sparse matrix equations of the form

\[
\mathcal{L}_e \cdot \hat{E}_m^s + \frac{\partial^2}{\partial z^2} \hat{E}_m^s = \mathcal{S}_e \cdot \hat{J}_m^s \delta(z - z') \quad (10.15)
\]

\[
\mathcal{L}_h \cdot \hat{H}_m^a + \frac{\partial^2}{\partial z^2} \hat{H}_m^a = (\hat{z} \times \hat{J}_m^s) \delta(z - z') \quad (10.16)
\]

The \( z \) dependence of the field has been suppressed in (10.15) and (10.16). The operator \( \mathcal{S}_e \) in (10.16) is defined as

\[
\mathcal{S}_e \cdot \hat{J}_m^s = i\omega \hat{z} \times \mu_{m+\frac{1}{2}}^s \cdot \hat{z} \times \hat{J}_m^s + \hat{\nabla}_s [i\omega \hat{\mu}_{m+\frac{1}{2}}^s]^{-1} \hat{\nabla}_s \cdot \hat{J}_m^s \quad (10.17)
\]
The generalized formal solutions to the sparse matrix equations (10.15) and (10.16), in terms of matrix functions, are

\[
\mathbf{E}^s_m = \frac{1}{2i} \mathbf{L}_e \cdot \mathbf{B}^* e^{i \mathbf{L}_e \cdot |z-z'|} \mathbf{S}_e \cdot \mathbf{J}^s_m
\]

(10.18)

\[
\mathbf{H}^s_{m+\frac{1}{2}} = \pm \frac{1}{2i} |\mathbf{L}_e| e^{i |z-z'|} \cdot (\mathbf{z} \times \mathbf{J}^s_m)
\]

(10.19)

The positive sign in (10.19) is used for values of \( z > z' \), and the negative sign is used for \( z < z' \). The bi-Lanczos algorithm is used to solve iteratively for the field components. Each iteration in the bi-Lanczos algorithm requires two matrix vector multiplies. One computes \( \mathbf{L}_e \cdot \mathbf{v} \) while the other evaluates \( \mathbf{L}_e^\top \mathbf{w} \). It is straightforward to compute the former since we know the exact definition for the operator \( \mathbf{L}_e \). In order to compute the latter without writing out the entire matrix, we seek a physical meaning to \( \mathbf{L}_e^\top \mathbf{w} \). The fact that \( \mathbf{L}_e \) and \( \mathbf{L}_h \) share the same eigenvalues suggests that the latter might be related in some form to \( \mathbf{L}_e^\top \). It can be shown along the lines of [5], that the transpose operator of \( \mathbf{L}_e \) is nothing but

\[
\mathbf{L}_e^\top (\mathbf{p}, \mathbf{e}) = -\mathbf{z} \times \mathbf{L}_h (\mathbf{p}^\top, \mathbf{e}^\top) \cdot \mathbf{z} \times
\]

(10.20)

This implies that there exists another dual waveguide with the medium \( (\mathbf{p}^\top, \mathbf{e}^\top) \) that shares the same eigenvalues as the original waveguide \( (\mathbf{p}, \mathbf{e}) \). In the case of a reciprocal medium where \( \mathbf{p} \) and \( \mathbf{e} \) are symmetric tensors, the dual waveguide is identical to the original waveguide. Equation (10.20) suggests that the electric field modes in the waveguide \( (\mathbf{p}, \mathbf{e}) \) are orthogonal to the magnetic field modes in the dual waveguide.

### 10.2.1 Boundary Conditions

The formulation described in the previous section is valid for any waveguiding structure. In order to numerically model these waveguiding structures, we need to use boundary conditions at the edges of the computational domain. In metallic waveguides, the walls are approximated as perfect electric conductors to truncate the computational domain. In open waveguiding structures like a dielectric waveguide or a microstrip line, we need to introduce a metallic wall at a sufficient distance to artificially truncate the computational domain.

The boundary conditions satisfied by the transverse electric field components at the metallic walls of a rectangular waveguide of width \( a \) and height \( b \) are

\[
\begin{align*}
E_x &= 0 \\
\frac{\partial D_y}{\partial y} &= 0
\end{align*}
\]

\( x = 0, x = a \)

(10.21)
In the case of a microstrip or a stripline structure, we need to model the conducting strips as well as the outer walls. Because the formulation is valid for an inhomogeneous substrate, it is possible to model the conducting strip as a part of the substrate with a high conductivity. However, this is not desirable because it leads to an ill-conditioned matrix with slow convergence in the iterative solver. The more efficient way is to model the conducting strip using boundary conditions. Figure 10.1 shows the location of the transverse field components around the conducting strip. In this case, the conducting strip is assumed to be infinitesimally thin and is placed on the plane where the $E_x$ field components are defined. It is important to ensure that the conducting strip does not end on an $E_x$ point. Instead, the conducting strip should end at the midpoint between two adjacent $E_x$ points as shown in the figure. This point corresponds to the location where the $E_x$ component is defined. It has been shown [6] that the electric field component parallel to a conducting edge is always regular. By avoiding the computation of the $E_x$ component at the edge of the conducting strip, we can keep the field finite throughout the computational domain.

In order to model the conducting strip using boundary conditions, we set the tangential electric field to zero on the surface of the conducting strip. This implies that all $E_x$ components that fall within the conducting strip will be set to zero. To impose the boundary conditions on the field points immediately surrounding
the conducting strip, we make use of the condition that $E_z$ should be zero on the conducting strip. Because the electric field satisfies the divergence free condition on the area just outside the conducting strip, the $E_z$ component can be expressed in terms of the transverse field components as

$$i k_e \vec{E}_m^z = \left[ \vec{\nabla}_s \right]^{-1} \cdot \vec{e}_m^z \cdot \vec{E}_m^z$$

(10.23)

While evaluating the field at the points immediately surrounding the conducting strip, the $E_z$ term makes its presence felt through the second term in (10.11). The second term can be written in terms of $E_z$ as

$$\vec{\nabla}_s \left[ \vec{\nabla}_s \right]^{-1} \cdot \vec{e}_m^z \cdot \vec{E}_m^z = i k_e \left[ \hat{x} \left( \frac{E_{m+1,n}^z - E_{m,n}^z}{\Delta x} \right) \right. + \left. \hat{y} \left( \frac{E_{m,n+1}^z - E_{m,n}^z}{\Delta y} \right) \right]$$

(10.24)

By setting the $E_z$ components defined on the surface of the conducting strip to zero, it is possible to simulate the presence of the conducting strip. It is straightforward to extend the boundary conditions to model a conducting strip that is not infinitesimally thin. In that case, one needs to ensure that all four edges of the conducting strip end on $E_z$ points.

### 10.3 SOLUTION TO THE SPARSE MATRIX EQUATION

To solve for the fields using (10.18) and (10.19), one needs to evaluate matrix functions of the form $f(\mathbf{L}_e) \cdot \vec{s}_e$. A Krylov-subspace-based method is the ideal choice for solving such sparse matrix functions [7,8]. We use the bi-Lanczos algorithm [9,10] to solve the asymmetric matrix equation. The bi-Lanczos algorithm approximates the original matrix $\mathbf{L}_e$ of size $N \times N$ with a smaller tridiagonal matrix of size $M \times M$. Also generated during the bi-Lanczos algorithm are two sets of iteration vectors, $\vec{V}$ and $\vec{W}$, each of size $M \times N$. The relation between the iteration vectors and the matrices can be summarized as

$$\mathbf{L}_e \cdot \vec{V} = \vec{V} \cdot \mathbf{T}$$

(10.25)

$$\mathbf{L}_e^T \cdot \vec{W} = \vec{W} \cdot \mathbf{T}^T$$

(10.26)

The iteration vectors $\vec{V}$ and $\vec{W}$ in exact arithmetic are biorthogonal to each other. In practice, however they lose their orthogonality after a few iterations. Another alternative is to use the more robust Arnoldi method. The drawback with the Arnoldi method is that it becomes prohibitively expensive for large matrices because it performs explicit reorthogonalization at each iteration.
A matrix function of the form of (10.18) can be solved using the SLDM technique. It can be shown that

\[ f(\mathbf{L}_x) \cdot \mathbf{v}_1 = \nabla \cdot \mathbf{Q} \cdot f(\mathbf{A}) \cdot \mathbf{Q}^{-1} \cdot \mathbf{e}_1 \]  

(10.27)

where \( \mathbf{Q} \) and \( \mathbf{A} \) are the eigenvectors and eigenvalues of the tridiagonal matrix \( \mathbf{T} \).

Thus, by carrying out the bi-Lanczos algorithm and the spectral decomposition of the resulting tridiagonal matrix \( \mathbf{T} \), we can use (10.27) to solve the sparse matrix equation. The solution to (10.18) gives the field components at any given \( z \) plane for an arbitrary localized current source at \( z = z' \). As a by-product of evaluating the current source response, it is also possible to solve for the propagating modes. The eigenvalues of the matrix \( \mathbf{T} \) are the same as the eigenvalues of the matrix \( \mathbf{L}_x \). Since these eigenvalues represent \( k_z^2 \) for that particular mode, it is possible to isolate the eigenpairs \( (\lambda_i, \mathbf{q}_i) \) of the tridiagonal matrix \( \mathbf{T} \), which correspond to the propagating modes. From these eigenpairs, it is possible to obtain the eigenpairs of the \( \mathbf{L}_x \) matrix, \( (\lambda_i, \nabla \cdot \mathbf{q}_i) \). These eigenpairs contain all information that is required about the propagating modes.

10.3.1 Complexity and Storage Issues

The two main steps in the algorithm are the bi-Lanczos iterations and the spectral decomposition of the tridiagonal matrix. Each bi-Lanczos iteration has two matrix-vector multiplies. Since the matrices are sparse, the matrix-vector multiply is an \( O(N) \) operation. The number of bi-Lanczos iterations needed to propagate information transversely across the grid in the simulation domain is observed empirically to scale as \( \sqrt{N} \). It should be noted that apart from the number of unknowns, the relative permittivities of the various substrates also play a role in determining the number of iterations required for convergence. This is because of the multiple scattering that ensues, which directly affects the condition number of the matrix. Another factor that might influence the convergence is the number of conducting strips and their location. Because each conducting strip has a singularity associated with its edges, the greater the number of conducting strips, the higher the condition number of the matrix. Conducting strips placed close to each other can also increase the condition number. The overall complexity of the bi-Lanczos algorithm is \( O(N^{1.5}) \). The complexity of the spectral decomposition procedure is once again \( O(N^{1.5}) \) because the size of the matrix \( \mathbf{T} \) scales as \( \sqrt{N} \). If it is desired to solve for just the propagating modes, it is possible to solve for just those eigenpairs instead of carrying out the whole spectral decomposition. This will make the algorithm faster, but will not affect the overall complexity.

The iteration vectors \( \nabla \) and \( \mathbf{W} \) are the primary bottlenecks in limiting the storage requirement. Because the iteration vectors \( \mathbf{W} \) are not needed to compute the field, they can be discarded as they are generated. On the other hand, one needs to store \( \nabla \) in order to compute the current response or to compute the field distribution for
the propagating modes. Hence, the storage requirements scale as $O(N^{1.5})$, which is not desirable for solving large problems. Fortunately, it is possible to circumvent the storage bottleneck as discussed below.

In order to evaluate $\mathbf{f}(\mathbf{r}) \cdot \mathbf{v}_1$ or the eigenvector corresponding to the propagating modes, we need to evaluate a matrix equation of the form $\mathbf{\nabla} \cdot \mathbf{q}$, where $\mathbf{q}$ is a vector of size $M$. During the bi-Lanczos iterations, the vectors $\mathbf{\nabla}$ are evaluated using the recursive relation,

$$\mathbf{v}_{i+1} = \left[ \mathbf{\nabla}_c \cdot \mathbf{v}_i - \alpha(i) \mathbf{v}_i - \gamma(i-1) \mathbf{v}_{i-1} \right] / \beta(i) \quad (10.28)$$

In the above expression $\alpha$, $\beta$, and $\gamma$ are the diagonal and subdiagonal elements of the matrix $\mathbf{T}$. If we store the starting vector $\mathbf{v}_1$, it is possible to recursively obtain the subsequent iteration vectors using (10.28). As each vector $\mathbf{v}_i$ is computed, its contribution to the matrix-vector product $\mathbf{\nabla} \cdot \mathbf{q}$ is evaluated, and then the vector is discarded. This process of regenerating the iteration vectors takes less than half the time required for the bi-Lanczos iterations because this process needs only one matrix-vector multiply and the terms $\alpha$, $\beta$, and $\gamma$ need not be recomputed. This increases the overall computational time of the algorithm by roughly $10\%$, but reduces the storage to a small fraction of the original requirements. For small problems it is feasible to store the iteration vectors, but for larger problems it is imperative to discard and regenerate the iteration vectors.

### 10.4 Waveguide Discontinuities

Waveguide discontinuity problems are generally solved using the mode-matching method. In this method, the fields are expanded in terms of the modes of the waveguide. Then by matching the transverse electric field and the transverse magnetic field at the boundary, we can solve for the reflected and transmitted fields. This usually involves expressing the electric field in terms of the magnetic field or vice versa. However, in Section 10.2, the electric field was defined as a fore vector and the magnetic field was defined as a back vector. From (10.1) and (10.2), we can see that these vectors are defined at different locations. In order to overcome this problem, we define a new operator $\mathbf{\overline{L}}_h$ as

$$\mathbf{\overline{L}}_h = -\hat{z} \times \mathbf{\overline{T}}_h \cdot \hat{z} \times$$

We can now rewrite (10.16) as

$$\mathbf{\overline{L}}_h \cdot (\hat{z} \times \hat{\mathbf{H}}_s) + \frac{\partial^2}{\partial z^2} (\hat{z} \times \hat{\mathbf{H}}_s) = \frac{\partial}{\partial z} \mathbf{\overline{J}}_s \delta(z - z') \quad (10.30)$$

The new operator $\mathbf{\overline{L}}_h$ operates on the vector $(\hat{z} \times \hat{\mathbf{H}}_s)$ whereas $\mathbf{\overline{T}}_h$ operates on the vector $\hat{\mathbf{H}}_s$. In many ways, it is more convenient to deal with $(\hat{z} \times \hat{\mathbf{H}}_s)$ than just $\hat{\mathbf{H}}_s$. 

While \( \hat{\mathbf{H}}_s \) is defined as a back vector, \( (\hat{z} \times \hat{\mathbf{H}}_s) \) has the properties of a fore vector. For example,

\[
\hat{\mathbf{H}}_{m+n}^x = \hat{x}H^x_{m,n} + \hat{y}H^y_{m,n} + \hat{z}H^z_{m,n}
\]

\[
(\hat{z} \times \hat{\mathbf{H}}_{m+n}^y) = -\hat{x}H^y_{m,n} + \hat{y}H^x_{m,n} + \hat{z}H^z_{m,n}
\]  

(10.31)  
(10.32)

The electric field, \( \mathbf{E}_m^s \), which is a fore vector, is defined as

\[
\mathbf{E}_m^s = \hat{x}E^x_{m,n} + \hat{y}E^y_{m,n} + \hat{z}E^z_{m,n}
\]  

(10.33)

By comparing (10.32) and (10.33), we can see that the \( \hat{x} \) and \( \hat{y} \) components of \( (\hat{z} \times \hat{\mathbf{H}}_s) \) are defined at the same location as those of a fore vector like \( \mathbf{E}_m^s \). Thus, representing the magnetic field as \( (\hat{z} \times \hat{\mathbf{H}}_s) \) allows us to derive equations relating the magnetic field and the electric field.

The solution to (10.30) in terms of matrix functions is

\[
(\hat{z} \times \hat{\mathbf{H}}_s) = \pm \frac{1}{2} e^{i\omega \sqrt{\mu / \epsilon} |z - z'|} \mathbf{J}_s
\]  

(10.34)

where the positive sign is used if \( z > z' \) and the negative sign is used otherwise.

From Maxwell’s equations, the transverse component of the magnetic field can be derived from the transverse component of the electric field as

\[
\frac{\partial}{\partial z}(\hat{z} \times \hat{\mathbf{H}}_s) = -i\omega \epsilon \mathbf{E}_s + \frac{i}{\omega} \mathbf{\nabla}_s \times \mu^{-1} \mathbf{\nabla}_s \times \mathbf{E}_s
\]  

(10.35)

Using the finite difference method to discretize the operators, we can write the expression in the form of a matrix equation:

\[
\frac{\partial}{\partial z}(\hat{z} \times \hat{\mathbf{H}}_s) = i\mathbf{A} \cdot \mathbf{E}_s
\]  

(10.36)

Since the operator \( \mathbf{A} \) is independent of \( z \), (10.36) can be written as

\[
(\hat{z} \times \hat{\mathbf{H}}_s) = i\mathbf{A} \cdot \left( \frac{\partial}{\partial z} \right)^{-1} \mathbf{E}_s
\]  

(10.37)

Using the duality theorem on (10.35) yields another expression relating the magnetic field to the electric field:

\[
\frac{\partial}{\partial z}(\hat{z} \times \mathbf{E}_s) = i\omega \mu \mathbf{H}_s - \frac{i}{\omega} \mathbf{\nabla}_s \times \epsilon^{-1} \mathbf{\nabla}_s \times \mathbf{H}_s
\]  

(10.38)

Using finite differences to approximate the spatial derivatives, we can express the above equation in the form of a matrix function:

\[
\frac{\partial}{\partial z}(\hat{z} \times \mathbf{E}_s) = i\mathbf{B} \cdot \mathbf{H}_s
\]  

(10.39)
Since we want to deal with fore-vectors, we define a new operator $\overline{B}$ as

$$\overline{B} = -\hat{z} \times \overline{B} \cdot \hat{z} \times$$

(10.40)

Using the new operator $\overline{B}$, (10.38) can be expressed in terms of $(\hat{z} \times \hat{H}_s)$ and $\overline{E_s}$:

$$\frac{\partial}{\partial z} \overline{E_s} = -i\overline{B} \cdot (\hat{z} \times \hat{H}_s)$$

(10.41)

By substituting the expressions for the fields given in (10.18) and (10.34), we can derive the following equalities:

$$\overline{E}_e = \overline{B} \cdot \overline{A}$$

(10.42)

$$\overline{E}_h = \overline{A} \cdot \overline{B}$$

(10.43)

### 10.4.1 The Single Junction Problem

Figure 10.2 shows a typical waveguide junction with a current source in the first waveguide section. The incident field in the presence of a current source $\overline{J}_s$ at $z = 0$ is

$$\overline{E}_s = \frac{1}{2i} \overline{L}_{1e} \cdot e^{i\overline{L}_{1e}} |_{z=0} \cdot \overline{S}_{1e} \cdot \overline{J}_s$$

(10.44)

In the presence of a waveguide junction at $z = d$, the total field in waveguide 1 is

$$\overline{E}_{1s} = \frac{1}{2i} \left[ \overline{L}_{1e} \cdot e^{i\overline{L}_{1e}} |_{z=0} + e^{-i\overline{L}_{1e}} (z-d) \cdot \overline{R}_{12} \cdot \overline{L}_{1e} \cdot e^{i\overline{L}_{1e}} |_{z=d} \right] \cdot \overline{S}_{1e} \cdot \overline{J}_s$$

(10.45)

where $\overline{R}_{12}$ is a matrix that transforms the incident field to the reflected field at the junction and is yet to be determined. Similarly, we can write down the expression for the field in waveguide 2 as

$$\overline{E}_{2s} = \frac{1}{2i} e^{i\overline{L}_{2e} (z-d)} \cdot \overline{T}_{12} \cdot \overline{L}_{1e} \cdot e^{i\overline{L}_{1e}} \cdot \overline{S}_{1e} \cdot \overline{J}_s$$

(10.46)

where $\overline{T}_{12}$ is the transmission matrix yet to be determined.

At the waveguide junction, the transverse electric field components must be continuous. However, waveguides 1 and 2 may be different sizes. In which case, the electric field component is matched at the common interface denoted by $S_a$ in Figure 10.2. The electric field is forced to be zero at all other regions, denoted by $S_b$ in Figure 10.2. Thus, in order to match the electric field at the interface, we use the rectangular transformation matrix $\overline{S}$. This matrix pads the input vector with some additional zeros at the locations which correspond to the region $S_b$. There are two possible cases, depending on which waveguide has the higher number of unknowns.
10.4.1.1 Case 1: $N_2 > N_1$

In this case, the second waveguide has more unknowns than the first. The junction shown in Figure 10.2 is an example of this case. In such cases, the electric field satisfies the following boundary condition at the interface:

$$\bar{\mathbf{S}}_{12} \cdot [\mathbf{E}_{\text{inc}} + \mathbf{E}_{\text{ref}}] = \mathbf{E}_{\text{trans}} \quad (10.47)$$

In the above equation, $\mathbf{E}_{\text{inc}}$, $\mathbf{E}_{\text{ref}}$, and $\mathbf{E}_{\text{trans}}$ represent the incident, reflected, and transmitted field at the interface and are defined as

$$\mathbf{E}_{\text{inc}} = \frac{1}{2}\mathbf{L}_{12}^{-\frac{i}{2}} \cdot e^{i\mathbf{L}_{1e} \cdot \mathbf{d}} \cdot \mathbf{S}_{1e} \cdot \mathbf{J}_s$$

$$\mathbf{E}_{\text{ref}} = \frac{1}{2}\mathbf{P}_{12}^{-\frac{i}{2}} \cdot e^{i\mathbf{L}_{1e} \cdot \mathbf{d}} \cdot \mathbf{S}_{1e} \cdot \mathbf{J}_s \quad (10.48)$$

$$\mathbf{E}_{\text{trans}} = \frac{1}{2}\mathbf{T}_{12}^{-\frac{i}{2}} \cdot e^{i\mathbf{L}_{1e} \cdot \mathbf{d}} \cdot \mathbf{S}_{1e} \cdot \mathbf{J}_s$$

The transverse magnetic field components are continuous across the waveguide junction. The magnetic field is matched at the common interface $S_a$ between the two waveguides. Unlike the electric field, the magnetic field is not forced to be zero outside the common interface, which corresponds to the region $S_b$. To satisfy these conditions, the transverse of the transformation matrix is used as shown below:

$$\mathbf{H}_{\text{inc}} + \mathbf{H}_{\text{ref}} = \bar{\mathbf{S}}_{12}'' \cdot \mathbf{H}_{\text{trans}} \quad (10.49)$$
Equations (10.37) and (10.48) can be used to express the incident, reflected, and transmitted magnetic fields at the interface in terms of the electric field:

\[
\begin{align*}
H_{\text{inc}} &= \mathbf{\Lambda}_1 \cdot \mathbf{\Sigma}_{1e}^{\frac{1}{2}} \cdot \mathbf{E}_{\text{inc}} \\
H_{\text{ref}} &= -\mathbf{\Lambda}_1 \cdot \mathbf{\Sigma}_{1e}^{\frac{1}{2}} \cdot \mathbf{E}_{\text{ref}} \\
H_{\text{trn}} &= \mathbf{\Lambda}_2 \cdot \mathbf{\Sigma}_{2e}^{\frac{1}{2}} \cdot \mathbf{E}_{\text{trn}}
\end{align*}
\] (10.50)

Using (10.49) in (10.50), we get

\[
\mathbf{\Lambda}_1 \cdot \mathbf{\Sigma}_{1e}^{\frac{1}{2}} \cdot |\mathbf{E}_{\text{inc}} - \mathbf{E}_{\text{ref}}| = \mathbf{\Omega}^T \cdot \mathbf{\Lambda}_2 \cdot \mathbf{\Sigma}_{2e}^{\frac{1}{2}} \cdot \mathbf{E}_{\text{trn}}
\] (10.51)

Equation (10.51) can be rewritten as

\[
\mathbf{E}_{\text{inc}} - \mathbf{E}_{\text{ref}} = \mathbf{M}_{21} \cdot \mathbf{E}_{\text{trn}}
\] (10.52)

where the matrix \(\mathbf{M}_{ij}\) is defined as

\[
\mathbf{M}_{ij} \cdot \mathbf{x} = \mathbf{\Sigma}_{je}^{\frac{1}{2}} \cdot \mathbf{\Lambda}_j^{-1} \cdot \mathbf{\Omega}_j^T \cdot \mathbf{\Lambda}_i \cdot \mathbf{\Sigma}_{ie}^{\frac{1}{2}} \cdot \mathbf{x}
\] (10.53)

Equations (10.47) and (10.51) can be used to solve for the reflected and transmitted fields in terms of the incident field:

\[
\begin{align*}
\mathbf{E}_{\text{ref}} &= \left(\mathbf{I} - \mathbf{M}_{21} \cdot \mathbf{\Omega}_{12}\right) \cdot \left(\mathbf{I} + \mathbf{M}_{21} \cdot \mathbf{\Omega}_{21}\right)^{-1} \cdot \mathbf{E}_{\text{inc}} \\
\mathbf{E}_{\text{trn}} &= 2 \left(\mathbf{I} + \mathbf{\Omega}_{12} \cdot \mathbf{M}_{12}\right)^{-1} \cdot \mathbf{\Omega}_{12} \cdot \mathbf{E}_{\text{inc}}
\end{align*}
\] (10.54)

(10.55)

The matrix \(\mathbf{M}_{21}\) can be written as \((\mathbf{\Sigma}_1^{-\frac{1}{2}} \cdot \mathbf{\Lambda}_1 \cdot \mathbf{\Sigma}_{1e}^{-\frac{1}{2}})^{-1} \cdot \mathbf{\Omega}_{12} \cdot \mathbf{\Lambda}_2 \cdot \mathbf{\Sigma}_{2e}^{-\frac{1}{2}}\). Since the structure of the matrix \(\mathbf{\Lambda}_1 \cdot \mathbf{\Sigma}_{1e}^{-\frac{1}{2}}\) is very similar to that of the matrix \(\mathbf{\Lambda}_2 \cdot \mathbf{\Sigma}_{2e}^{-\frac{1}{2}}\), the matrix \(\mathbf{M}_{21}\) is well conditioned with its eigenvalues clustered around 1. This causes (10.54) and (10.55) to converge rapidly.

10.4.1.2 Case 2: \(N_1 > N_2\)

In this case, the first waveguide has more unknowns than the first. The microstrip step junction shown in Figure 10.3 is an example of this case. In such cases, the electric and magnetic fields satisfy the following boundary conditions at the interface:

\[
\begin{align*}
\mathbf{E}_{\text{inc}} + \mathbf{E}_{\text{ref}} &= \mathbf{\Omega}_{21} \cdot \mathbf{E}_{\text{trn}} \\
\mathbf{\Omega}_{21}^T \cdot [\mathbf{H}_{\text{inc}} + \mathbf{H}_{\text{ref}}] &= \mathbf{H}_{\text{trn}}
\end{align*}
\] (10.56)

(10.57)

Using (10.50) and (10.52), we can rewrite (10.57) in terms of the electric field components as

\[
\mathbf{M}_{12} \cdot [\mathbf{E}_{\text{inc}} - \mathbf{E}_{\text{ref}}] = \mathbf{E}_{\text{trn}}
\] (10.58)
Equations (10.56) and (10.58) can now be solved for the reflected and transmitted fields at the junction:

$$E_{ref} = (\overline{O}_{21} \cdot \overline{M}_{12} - \overline{I}) \cdot (\overline{O}_{21} \cdot \overline{M}_{12} + \overline{I})^{-1} \cdot E_{inc} \quad (10.59)$$

$$E_{trn} = 2 \left( \overline{M}_{12} \cdot \overline{O}_{21} + \overline{I} \right)^{-1} \cdot \overline{M}_{12} \cdot E_{inc} \quad (10.60)$$

Just as in the previous case, (10.59) and (10.60) converge rapidly.

Each iteration involves one matrix vector multiply of the form $\overline{M}_{ij} \cdot x$. We can avoid inverting the matrix $\overline{M}_{ij}$ if we redefine $\overline{M}_{ij}$ as

$$\overline{M}_{ij} \cdot x = \overline{L}_{j}^{-\frac{1}{2}} \cdot \overline{B}_{j} \cdot \overline{O}_{ij} \cdot \overline{A}_{i} \cdot \overline{L}_{i}^{-\frac{1}{2}} \cdot x \quad (10.61)$$

We have made use of (10.42) in (10.53) to derive the above expression. Thus, each matrix vector multiply of the form $\overline{M}_{ij} \cdot x$ involves two SLDM operations to evaluate $\overline{L}_{i}^{-\frac{1}{2}}$ and $\overline{L}_{j}^{-\frac{1}{2}}$. Hence, if we need $n_{it}$ iterations, we will need to carry out $2n_{it}$ SLDM operations to solve the junction problem.

### 10.4.2 The $n$-Junction Problem

In this section, we generalize the single junction formulation to solve for the fields in the presence of multiple junctions. Let us consider a waveguiding structure with $n$ junctions, as shown in Figure 10.4. We can divide the waveguiding structure into...
$n + 1$ waveguide sections along the $z$ direction. The waveguide cross section in each section is constant along the $z$ direction. The notation used for the $n$-junction problem is the same as that used for the two-junction problem. The incident and reflected fields are defined at the first junction ($z = d_1$). The transmitted field is defined at the $n$th junction. Waveguide section $k$ represents the region in the waveguide between the junctions $z = d_{k-1}$ and $z = d_k$. The waveguide section $k$ has a forward propagating wave component $E^+_{k}$ and a backward propagating wave component $E^-_{k}$. The forward wave $E^+_{k}$ is defined at $z = d_{k-1}$ while the backward wave is defined at $z = d_k$. Thus, there are $2(n-1)$ unknown field components in the interior waveguide sections. These, along with the reflected and transmitted field components, yield a total of $2n$ unknowns. By matching the electric and magnetic field components at the $n$ junctions, we get $2n$ equations to solve for the $2n$ unknowns.

At the first waveguide junction, there are two possibilities. If the number of unknowns in waveguide 1 ($N_1$) is greater than that for waveguide 2 ($N_2$), then the boundary conditions for the electric and magnetic fields are

$$E_{inc} + E_{ref} = \mathcal{O}_{21} \cdot \left[ E^+_2 + e^{j\frac{2\pi l_1}{d_2}} \cdot E^-_2 \right]$$  \hspace{1cm} (10.62)$$

$$\overline{M}_{12} \cdot [E_{inc} - E_{ref}] = E^+_2 - e^{j\frac{2\pi l_1}{d_2}} \cdot E^-_2$$  \hspace{1cm} (10.63)$$

where $l_i$ is $(d_i - d_{i-1})$ and is the length of waveguide section $i$. The rectangular matrix $\mathcal{O}_{ij}$ is the transformation matrix from waveguide $i$ to waveguide $j$ and the matrix $\overline{M}_{ij}$ is defined in (10.53). By eliminating the reflected field, we can combine
(10.62) and (10.63) into a single equation:

\[
(\overline{M}_{12} \cdot \overline{O}_{21} + \overline{I}) \cdot E^+ + (\overline{M}_{12} \cdot \overline{O}_{21} - \overline{I}) \cdot e^{i \overline{\mathbf{L}}_{12} \cdot d / 2} \cdot E^- = 2\overline{M}_{12} \cdot E_{inc} \quad (10.64)
\]

If the number of unknowns in the first waveguide \( N_1 \) is smaller than that in the second waveguide \( N_2 \), then the boundary conditions are written as

\[
\overline{O}_{12} \cdot [E_{inc} + E_{ref}] = E^+_2 + e^{i \overline{\mathbf{L}}_{12} \cdot d / 2} \cdot E^-_2 \quad (10.65)
\]

\[
E_{inc} - E_{ref} = \overline{M}_{21} \cdot \left[ E^+_2 - e^{i \overline{\mathbf{L}}_{12} \cdot d / 2} \cdot E^-_2 \right] \quad (10.66)
\]

These equations can once again be combined into a single equation as

\[
(\overline{I} + \overline{O}_{12} \cdot \overline{M}_{21}) \cdot E^+_2 + (\overline{I} - \overline{O}_{12} \cdot \overline{M}_{21}) \cdot e^{i \overline{\mathbf{L}}_{12} \cdot d / 2} \cdot E^-_2 = 2\overline{O}_{12} \cdot E_{inc} \quad (10.67)
\]

Next, we consider the boundary conditions at one of the interior junctions, \( z = d_k \).

If \( N_k > N_{k+1} \), the boundary conditions satisfied by the electric and magnetic fields are

\[
e^{i \overline{\mathbf{L}}_{k} \cdot d_z} \cdot E^+_k + E^-_k = \overline{O}_{k+1,k} \cdot \left[ E^+_k + e^{i \overline{\mathbf{L}}_{k+1} \cdot d_z} \cdot E^-_k \right] \quad (10.68)
\]

\[
\overline{M}_{k,k+1} \cdot \left[ e^{i \overline{\mathbf{L}}_{k} \cdot d_z} \cdot E^+_k \cdot E^-_k \right] = E^+_k - e^{i \overline{\mathbf{L}}_{k+1} \cdot d_z} \cdot E^-_k \quad (10.69)
\]

If the number of unknowns in waveguide \( k (N_k) \) is less than the number of unknowns in waveguide \( k + 1 (N_{k+1}) \), then the boundary conditions are written as

\[
\overline{O}_{k+1,k} \cdot \left[ e^{i \overline{\mathbf{L}}_{k} \cdot d_z} \cdot E^+_k + E^-_k \right] = E^+_k + e^{i \overline{\mathbf{L}}_{k+1} \cdot d_z} \cdot E^-_k \quad (10.70)
\]

\[
e^{i \overline{\mathbf{L}}_{k} \cdot d_z} \cdot E^+_k \cdot E^-_k = \overline{M}_{k+1,k} \cdot \left[ E^+_k + e^{i \overline{\mathbf{L}}_{k+1} \cdot d_z} \cdot E^-_k \right] \quad (10.71)
\]

Similarly, there are two cases for the boundary condition at the final junction. If \( N_n > N_{n+1} \), then

\[
e^{i \overline{\mathbf{L}}_{n,n+1} \cdot d_n} \cdot E^+_n + E^-_n = \overline{O}_{n+1,n} \cdot E_{trn} \quad (10.72)
\]

\[
\overline{M}_{n,n+1} \cdot \left[ e^{i \overline{\mathbf{L}}_{n,n+1} \cdot d_n} \cdot E^+_n \cdot E^-_n \right] = E_{trn} \quad (10.73)
\]

By eliminating the transmitted field, we can combine (10.72) and (10.73) as

\[
(\overline{I} - \overline{O}_{n+1,n} \cdot \overline{M}_{n,n+1}) \cdot e^{i \overline{\mathbf{L}}_{n,n+1} \cdot d_n} \cdot E^+_n + (\overline{I} + \overline{O}_{n+1,n} \cdot \overline{M}_{n,n+1}) \cdot E^-_n = 0 \quad (10.74)
\]
On the other hand, if \( N_n < N_{n+1} \), then the boundary conditions are written as

\[
\mathbf{\Omega}_{n,n+1} \cdot \left[ e^{i \mathbf{\mathbf{L}}^n_{n,n+1} \cdot \mathbf{E}^+_{n,n+1}} + \mathbf{E}^-_{n,n+1} \right] = \mathbf{E}_{\text{frn}} \tag{10.75}
\]

\[
e^{i \mathbf{\mathbf{L}}^n_{n,n+1} \cdot \mathbf{E}^+_{n,n+1}} - \mathbf{E}^-_{n,n+1} = \mathbf{M}_{n+1,n} \cdot \mathbf{E}_{\text{frn}} \tag{10.76}
\]

Eliminating the transmitted field from these equations yields

\[
(\mathbf{M}_{n+1,n} \cdot \mathbf{\Omega}_{n,n+1} - \mathbf{I}) \cdot e^{i \mathbf{\mathbf{L}}^n_{n,n+1} \cdot \mathbf{E}^+_{n,n+1}} + (\mathbf{M}_{n+1,n} \cdot \mathbf{\Omega}_{n,n+1} + \mathbf{I}) \cdot \mathbf{E}^-_{n,n+1} = 0 \tag{10.77}
\]

After eliminating the reflected and transmitted fields, we now have \( 2n - 2 \) unknowns and an equal number of equations to solve for them. These equations can be written in the form of a block matrix structure. For example, in the case of a four-junction problem, the block matrix will have the following structure:

\[
\begin{bmatrix}
\mathbf{\mathbf{\mathbf{\mathbf{A}}}}_{11} & \mathbf{\mathbf{\mathbf{\mathbf{A}}}}_{12} & 0 & 0 & 0 & 0 \\
\mathbf{\mathbf{\mathbf{\mathbf{A}}}}_{21} & \mathbf{\mathbf{\mathbf{\mathbf{A}}}}_{22} & \mathbf{\mathbf{\mathbf{\mathbf{A}}}}_{23} & \mathbf{\mathbf{\mathbf{\mathbf{A}}}}_{24} & 0 & 0 \\
\mathbf{\mathbf{\mathbf{\mathbf{A}}}}_{31} & \mathbf{\mathbf{\mathbf{\mathbf{A}}}}_{32} & \mathbf{\mathbf{\mathbf{\mathbf{A}}}}_{33} & \mathbf{\mathbf{\mathbf{\mathbf{A}}}}_{34} & 0 & 0 \\
0 & 0 & \mathbf{\mathbf{\mathbf{\mathbf{A}}}}_{43} & \mathbf{\mathbf{\mathbf{\mathbf{A}}}}_{44} & \mathbf{\mathbf{\mathbf{\mathbf{A}}}}_{45} & \mathbf{\mathbf{\mathbf{\mathbf{A}}}}_{46} \\
0 & 0 & \mathbf{\mathbf{\mathbf{\mathbf{A}}}}_{53} & \mathbf{\mathbf{\mathbf{\mathbf{A}}}}_{54} & \mathbf{\mathbf{\mathbf{\mathbf{A}}}}_{55} & \mathbf{\mathbf{\mathbf{\mathbf{A}}}}_{56} \\
0 & 0 & 0 & 0 & \mathbf{\mathbf{\mathbf{\mathbf{A}}}}_{65} & \mathbf{\mathbf{\mathbf{\mathbf{A}}}}_{66}
\end{bmatrix}
\begin{bmatrix}
\mathbf{\mathbf{\mathbf{\mathbf{E}}}}^+_1 \\
\mathbf{\mathbf{\mathbf{\mathbf{E}}}}^-_1 \\
\mathbf{\mathbf{\mathbf{\mathbf{E}}}}^+_2 \\
\mathbf{\mathbf{\mathbf{\mathbf{E}}}}^-_2 \\
\mathbf{\mathbf{\mathbf{\mathbf{E}}}}^+_3 \\
\mathbf{\mathbf{\mathbf{\mathbf{E}}}}^-_3 \\
\mathbf{\mathbf{\mathbf{\mathbf{E}}}}^+_4 \\
\mathbf{\mathbf{\mathbf{\mathbf{E}}}}^-_4 \\
\end{bmatrix}
= \begin{bmatrix}
x_1 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
\end{bmatrix} \tag{10.78}
\]

In the above equations, \( x_1, \mathbf{\mathbf{\mathbf{\mathbf{A}}}}_{11}, \) and \( \mathbf{\mathbf{\mathbf{\mathbf{A}}}}_{12} \) correspond to the incident field and the matrices associated with the first junction and can be determined using (10.64) or (10.67), depending on the relative sizes of waveguides 1 and 2. Similarly, matrices \( \mathbf{\mathbf{\mathbf{\mathbf{A}}}}_{65} \) and \( \mathbf{\mathbf{\mathbf{\mathbf{A}}}}_{66} \) correspond to the matrices associated with the last junction and are determined using (10.74) or (10.77), depending on the sizes of the last two waveguide sections. All the other matrices in (10.78) are determined either by using (10.68) and (10.69) or by using (10.70) and (10.71), depending on the size of the waveguide sections associated with that junction. Each block matrix-vector multiply for an \( n \)-junction problem involves \( n \) matrix-vector multiplies of the form \( \mathbf{\mathbf{M}}_{ij} \cdot \mathbf{x} \). As the \( \mathbf{\mathbf{M}}_{ij} \) matrices approach the identity matrix, the structure of the block matrix becomes very simple, and it is possible to write down the inverse of the block matrix by inspection. Since the eigenvalues of the \( \mathbf{\mathbf{M}}_{ij} \) matrices are clustered around 1, the block matrix tends to be well conditioned and converges quickly when solved using an iterative solver.

### 10.5 Numerical Examples

In Section 10.2, it was shown that the each eigenvector of the matrix \( \mathbf{L}_r \) corresponds to the transverse electric field component for a given mode. Figure 10.5 plots the
field intensity plots for the first four propagating modes in a rectangular dielectric waveguide with an aspect ratio of 2 and a dielectric constant of 2.25. In order to obtain the dispersion curves for a waveguiding structure, one needs to solve for the eigenvalues of the matrix \( \mathbf{C} \). In the next example, we consider a dual plane triple microstrip structure on an anisotropic substrate as shown in Figure 10.6(a). Dispersion curves for the first three modes are shown in Figure 10.6(b). Very good agreement is seen between these curves and the ones obtained using a vector finite element based method [11].

The first junction problem to be analyzed is the microstrip step discontinuity shown in Figure 10.3. The structure shown in the figure was originally analyzed by Koster and Jansen [12] using the spectral domain approach. The same structure was later analyzed by Meyer [13] using a hybrid mode matching method of lines (M3OL) technique. The substrate has a relative permittivity of 2.32 and a thickness of \( b = 2.32 \text{ mm} \). The microstrip width \( w_1 \) is 2.286 mm and \( w_2 = 3w_1 \). The height of the cover plane \( d \) is 5 mm while the width of the lateral shielding \( a \) is 11.276 mm.
Figure 10.6  (a) Dual plane triple microstrip structure, $\varepsilon_{x1} = \varepsilon_{x2} = 9.4\varepsilon_0$, $\varepsilon_{y1} = \varepsilon_{y2} = 11.6\varepsilon_0$, $b = 2.2$ mm, $d = w = 1.0$ mm, $h = 4.0$ mm, $a = 10.0$ mm, $s = 2.0$ mm. (b) Dispersion curves for the structure shown in (a).
The implicit mode-matching scheme described in the previous section is used to solve for the incident, reflected, and transmitted fields at the step discontinuity. We can then use the spectral Lanczos decomposition technique to solve for the fields at any given $z$. The incident field is just the fundamental quasi-TEM mode with very little contribution from the higher-order modes. The reflected mode has significant contributions from the higher-order modes, which decay as the reflected wave is propagated away from the boundary. Figure 10.7 plots the total field components in the first and second waveguides as functions of the longitudinal distance from the interface. The former is just the sum of the reflected and incident fields and we can see the higher-order modes from the reflected field decaying as the wave moves away from the boundary. The total field component in the second waveguide is just the transmitted field which is composed primarily of the fundamental mode. The transmitted field does have some higher order modes which decay with increasing $z$. As stipulated by the boundary conditions, we can see that the total field at the interface is identical in both waveguides. Figure 10.8 plots the scattering parameters for the reflected and transmitted field as a function of frequency. The results seem to agree well with those published by Koster and Jansen [12] and Meyer [13].

The final structure to be analyzed is a microstrip taper discontinuity. We analyze this structure by using a staircasing approximation to model the microstrip taper. The dimensions of the microstrip taper are $w = 2.4$ mm, $l = 2.0$ mm and $h = 1.6$ mm. The taper is modeled using three different step sizes. For the coarsest step size, the taper is approximated as a single-junction problem. The same problem is also solved using finer step sizes which correspond to a two-junction or a four-junction problem. Figure 10.9 shows the $S$-parameter plots for the microstrip taper solved using different step sizes. Figure 10.10 shows the step size for the three different cases. At low frequencies, the simple step discontinuity does an adequate job of modeling the taper since the electrical length of the taper is relatively small. The two-junction model does a better job of modeling the microstrip taper over a slightly larger frequency range. However, even the two-junction model starts to deviate from the more accurate four-junction model at high frequencies.

10.6 CONCLUSIONS

In this chapter, we have presented an efficient scheme to perform full wave analysis of waveguiding structures. Using the finite difference method to discretize the waveguide cross-section allows us to model arbitrary structures with inhomogeneous substrates. Since the discretization is only along two dimensions, the size of the problem is much smaller than conventional three-dimensional finite difference schemes. Despite discretizing only the waveguide cross-section, this method can analyze three dimensional discontinuities by propagating the field analytically along the longitudinal direction. Further improvements in complexity and storage are gained by
Figure 10.7  $E_y$ component of the total field just under the microstrip in the (a) first and (b) second waveguides as a function of $z$ away from the interface.
Figure 10.8 Scattering parameters for the step discontinuity: (a) magnitude; (b) phase.
Figure 10.9 Scattering parameters for the microstrip taper: (a) magnitude; (b) phase.
using model-order reduction techniques. The formulation is extended to the analysis of microstrip lines by modeling the conductive strip inside the waveguide using boundary conditions. Since a large number of microstrip structures are etched on an anisotropic substrate, the finite difference formulation was generalized to include anisotropic substrates.

Microstrip discontinuities are an inherent part of any microstrip circuit. As a result, in order to analyze these microstrip structures, one needs to be able to analyze these microstrip discontinuities. In Section 10.4, an implicit mode-matching scheme is described to solve the single junction problem. By using the Krylov subspace-based reduction techniques (bi-Lanczos), we can avoid explicit evaluation of the modes and solve for the fields with a computational complexity of $O(N^{1.5})$. The storage requirements can also be made to scale as only $O(N)$. Since most practical structures have multiple discontinuities, the single junction formulation was generalized to solve for the fields in the presence of $n$ junctions.
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Volume-Surface Integral Equation

Cai-Cheng Lu

11.1 INTRODUCTION

The solution to electromagnetic wave interaction with material coated objects has applications in radar cross-section prediction for coated targets, printed circuit and microstrip antenna analysis [1–3]. This problem can be studied using either differential equation or integral equation solvers. The hybrid boundary integral equation method and finite element method have also been applied to solve this type of problem [4]. The finite-difference time-domain (FDTD) method is a popular differential equation solver, as it is suitable for wide bandwidth modeling. However, implementation of the absorbing boundary condition in the FDTD requires additional meshing, thus resulting in extra memory and computational cost.

On the other hand, the frequency domain integral equation approach does not require extra mesh and usually gives more accurate results. A typical method in solving coated object scattering problems is to use the surface integral equation, in which the unknown functions (electric current and magnetic current) are assumed on the interfaces between different materials and between material and conductors. Then the surface integral equation is formulated using the free space Green’s function. This method, however, is suitable for homogeneous material coating [5–7].
In printed circuit and microstrip antenna simulation problems, the surface integral equation (SIE) is formulated using the multilayer medium Green’s function [3]. The advantage of this SIE is the reduction of the unknown domain (because the mesh and the basis functions are only assigned for the conducting patch). This reduction of unknown domain is at the cost of evaluating the Green’s function, which usually is given in terms of Sommerfeld integrals. Another disadvantage of this SIE formulation is the assumption that the layered medium is of infinite extent. The model fidelity is compromised for a finite size substrate.

Another approach to solving this problem is to use the finite-element boundary-integral equation approach. However, poor conditioning of the matrix system may occur. In this chapter, we introduce a hybrid integral equation approach that combines the volume integral equation (VIE) and the surface integral equation to model the mixed dielectric and conducting structures [8, 9]. The volume integral equation is applied to the material region and the surface integral equation is enforced over the conducting surface. This results in a very general model as all the volume and surface regions are modeled properly. The advantage of this approach is that in the coated object scattering problem, the coating material can be inhomogeneous, and in the printed circuit and microstrip antenna simulation problems the substrate can be of finite size. Another advantage of this approach is the simplicity of the Green’s function in both the VIE and SIE; this has an important impact on the implementation of fast solvers. However, the additional cost here is the increase of the number of unknowns since the volume that is occupied by the dielectric material is meshed. This results in larger memory requirement and longer solution time in solving the corresponding matrix equation. But this deficiency can be overcome by applying fast integral equation solvers such as the multilevel fast multipole algorithm.

In this chapter, we will discuss the formulation and the discretization of the hybrid volume-surface integral equation (VSIE). Numerical examples are provided at the end of the chapter to demonstrate the validity and the application of the algorithm developed.

### 11.2 THE FORMULATION OF THE INTEGRAL EQUATIONS

Numerical treatment of the volume integral equation can be traced to as early as three decades ago [10, 11]. Since then many researchers have used the VIE for various applications [12–19] and a number of methods have been developed for solving VIE. The application of the surface integral equations also started a long time ago, especially when Harrington introduced the method of moments (MOM) to solve integral equations in the 1960s [20]. In this section, we will introduce a hybrid integral equation approach that combines the volume integral equation with the surface integral equation to solve problems that involve conductors as well as dielectrics. Since the surface integral equation techniques have been discussed in
detail in other chapters in this book, in the following, we will first introduce the formulation of the volume integral equation, followed by a discussion of the hybrid integral equations.

11.2.1 Volume Integral Equation (VIE)

It is known that a current source \( J_i \) in a linear, isotropic, and homogeneous medium \( k_b \) generates an electromagnetic field \( E^i, H^i \) that satisfies Ampere’s equation:

\[
\nabla \times H^i = -j\omega \varepsilon_b E^i + J_i
\]  

(11.1)

The solution for the electric field is written as an integral of the source current,

\[
E^i(r) = i\omega \mu_b \int_{\text{source region}} \overline{G}(r, r'; k_b) \cdot J_i(r') \, dr'
\]  

(11.2)

where

\[
\overline{G}(r, r'; k_b) = \left( \mathbf{I} + \frac{1}{k_b^2} \nabla \nabla \right) \frac{e^{ik_b|\mathbf{r}-\mathbf{r}'|}}{4\pi|\mathbf{r}-\mathbf{r}'|}
\]  

(11.3)

is the 3D dyadic Green’s function for homogeneous medium \( k_b \). When a scattering dielectric object with \( k(r) \) is introduced in the background medium, then the wavenumber becomes

\[
k(r) = \begin{cases} 
k(r), & \text{object region } V \\
k_b, & \text{background} 
\end{cases}
\]  

(11.4)

and the new field distribution \( E(r) \) satisfies

\[
\nabla \times H = -i\omega \varepsilon(r)E + J_i
\]  

(11.5)

By writing \(-\varepsilon(r) = -\varepsilon_b + [\varepsilon_b - \varepsilon(r)]\), we have

\[
\nabla \times H = -i\omega \varepsilon_b E + i\omega [\varepsilon_b - \varepsilon(r)]E + J_i
\]  

(11.6)

Comparing (11.6) with (11.1), it is recognized that the new field is generated by two sources: \( J_i \) and \( J_V = i\omega [\varepsilon_b - \varepsilon(r)]E \). The second source is called the induced source and exists only inside the scattering object region because \( \varepsilon(r) = \varepsilon_b \) when \( r \) is outside the dielectrics. The induced current \( J_V \) is a function of space since \( E(r) \) is an unknown vector. By the superposition theorem, the total electric field \( E(r) \) inside the dielectric object region is the sum of the primary field \( E^i(r) \), generated by the original source \( J_i \), and the scattered field \( E'(r) \), generated by \( J_V \). Since \( J_V \) radiates in the homogeneous background medium \( k_b \), the scattered field can be written in the same form as (11.2):

\[
E'(r) = i\omega \mu_b \int_V \overline{G}(r, r'; k_b) \cdot J_V(r') \, dr'
\]  

(11.7)
As a result, the total field in the object region \((V')\) is given by

\[
E(r) = E^i(r) + i\omega \mu_b \int_V \mathbf{G}(r, r'; k_b) \cdot J_V(r') \, dr', \quad r \in V \tag{11.8}
\]

Equation (11.8) is called the electric field volume integral equation. It is also a Fredholm integral equation of the second kind because the unknown is both inside and outside the integral operator. Equation (11.8) is derived for the three-dimensional case. For two-dimensional applications, (11.8) is modified so that the volume integral is replaced by an integration over the cross-section of the object. Moreover, in the two-dimensional TM (transverse magnetic) case, the electric field has only an axial component, and the vector volume integral equation is then reduced to a scalar integral equation.

Since \(J_V\) and \(E\) are related by

\[
J_V = i\omega \left[ \epsilon_b - \epsilon(r) \right] E(r) \tag{11.9}
\]
either \(J_V\) or \(E\) can be used as unknown distribution functions. In the next section, there will be further discussion about which vector quantities to choose as the unknown distribution function.

Substituting (11.9) into (11.8), we obtain an equation for the total electric field

\[
E(r) = E^i(r) + \omega^2 \mu_b \epsilon_b \int_V \mathbf{G}(r, r'; k_b) \cdot [\epsilon(r)/\epsilon_b - 1] E(r') \, dr', \quad r \in V \tag{11.10}
\]

For small dielectric contrast (i.e., \(\epsilon(r) \sim \epsilon_b\)), the second term on the right-hand side of (11.10) is much smaller than the first. As a first-order approximation, one can use \(E^i\) to replace \(E\) in the integral to get

\[
E(r) = E^i(r) + \omega^2 \mu_b \epsilon_b \int_V \mathbf{G}(r, r'; k_b) \cdot [\epsilon(r)/\epsilon_b - 1] E^i(r') \, dr', \quad r \in V \tag{11.11}
\]

The approximation to reduce (11.10) to (11.11) is called the first-order Born approximation that has been widely used in inverse scattering applications [21, 22]. The approximate solution \(E(r)\) from (11.11) can be used again in the integral in (11.10) to derive a new solution to the total electric field. This process can be continued so that (11.10) is satisfied. The convergence rate of the above iteration depends on the dielectric contrast \(\epsilon(r)/\epsilon_b\). For high-contrast dielectrics, the convergence is very slow, and numerical solution techniques are necessary to solve (11.10). This will be discussed in the next section.

It should be pointed out that the solution \(E\) from the integral equation (11.8) or (11.10) satisfies (11.6). Hence the induced volume electric current \(J_V\) radiates in the background medium. In this sense, we state that the dielectric object is removed and an induced current distribution is placed within the object region.
In the above derivation, it has been assumed that the dielectric is nonmagnetic (i.e., $\mu = \mu_0$). If the material has permeability $\mu$ that is different from the background medium, then a magnetic current $\mathbf{M}_V$ is induced in addition to the electric current $\mathbf{J}_V$. In this case, there are two unknown functions to be determined. Hence two equations are needed for this purpose. One is the electric field volume integral equation, and the other is the magnetic field volume integral equation. The two equations are formulated by the linear superposition principle (i.e., the total field is the sum of the primary and the scattered field). Now we have two induced sources, and the scattered electric field contains two contributions, one from $\mathbf{J}_V$, and one from $\mathbf{M}_V$. The contribution from $\mathbf{J}_V$ is given by (11.7), and the contribution by $\mathbf{M}_V$ can be shown to be

$$\mathbf{E}(\mathbf{r}) = -\nabla \times \int_V \overline{\mathbf{G}}(\mathbf{r}, \mathbf{r}'; k_0) \cdot \mathbf{M}_V(\mathbf{r}') \, d\mathbf{r}' \quad (11.12)$$

Hence the electric field volume integral equation is

$$\mathbf{E}(\mathbf{r}) = \mathbf{E}^i(\mathbf{r}) + i\omega \mu_0 \int_V \overline{\mathbf{G}}(\mathbf{r}, \mathbf{r}'; k_0) \cdot \mathbf{J}_V(\mathbf{r}') \, d\mathbf{r}'$$

$$- \nabla \times \int_V \overline{\mathbf{G}}(\mathbf{r}, \mathbf{r}'; k_0) \cdot \mathbf{M}_V(\mathbf{r}') \, d\mathbf{r}', \quad \mathbf{r} \in V \quad (11.13)$$

The magnetic field volume integral equation can be formulated in the same way as

$$\mathbf{H}(\mathbf{r}) = \mathbf{H}^i(\mathbf{r}) + \nabla \times \int_V \overline{\mathbf{G}}(\mathbf{r}, \mathbf{r}'; k_0) \cdot \mathbf{J}_V(\mathbf{r}') \, d\mathbf{r}'$$

$$+ i\omega \varepsilon_0 \int_V \overline{\mathbf{G}}(\mathbf{r}, \mathbf{r}'; k_0) \cdot \mathbf{M}_V(\mathbf{r}') \, d\mathbf{r}', \quad \mathbf{r} \in V \quad (11.14)$$

### 11.2.2 Hybrid Volume-Surface Integral Equation (VSIE)

If the scattering target consists of perfect conductors as well as dielectrics, the scattered field can also be solved using the integral equation techniques. In this case, a surface integral equation is formed for the conducting surfaces, and a volume integral equation is formed for the dielectrics. We first concentrate on nonmagnetic material case so that $\mu = \mu_0$ for all regions. By the equivalence principle, the total electric field in space consists of the primary field $\mathbf{E}^i$ and the scattered field. The latter is made up of the radiation from the induced surface current $\mathbf{J}_S$ on the conducting surfaces, and the radiation from the induced volume current $\mathbf{J}_V$ in the dielectric region. Again, these two currents radiate in the background medium which is assumed to be homogeneous and of infinite extent. Hence the scattered field can be formally written as

$$\mathbf{E}^s(\mathbf{r}) = i\omega \mu_0 \int_S \overline{\mathbf{G}}(\mathbf{r}, \mathbf{r}'; k_0) \cdot \mathbf{J}_S(\mathbf{r}') \, d\mathbf{r}' + i\omega \mu_0 \int_V \overline{\mathbf{G}}(\mathbf{r}, \mathbf{r}'; k_0) \cdot \mathbf{J}_V(\mathbf{r}') \, d\mathbf{r}' \quad (11.15)$$
The surface integral equation is formed by imposing the zero-tangential electric component on the conducting surfaces, which is given by

\[
\mathbf{E}(\mathbf{r}) + j\omega\mu_0 \int_S \mathbf{G}(\mathbf{r}, \mathbf{r}'; k_b) \cdot \mathbf{J}_S(\mathbf{r}') \, d\mathbf{r}'
\]

\[
+ j\omega\mu_0 \int_V \mathbf{G}(\mathbf{r}, \mathbf{r}'; k_b) \cdot \mathbf{J}_V(\mathbf{r}') \, d\mathbf{r}' \bigg|_{\tan} = 0, \quad \mathbf{r} \in S
\]

Equations (11.16) and (11.17) are called the hybrid volume-surface integral equation (or combined volume-surface integral equations). They must be solved simultaneously in order to determine the surface current \( \mathbf{J}_S \) and the volume current \( \mathbf{J}_V \). Since the dielectric volume region is considered part of the solution domain, the volume can assume arbitrary shape, and hence this hybrid integral equation approach can be applied to materials of arbitrary shape as well as of inhomogeneous dielectric permittivity. This is in contrast to the surface integral equation methods, in which the material has to be homogeneous.

### 11.3 NUMERICAL SOLUTION OF THE HYBRID VSIE

In many practical applications, problems usually involve complicated object geometries, and hence numerical methods are needed to solve the integral equations. We will follow the general steps of the method of moments [20] to discretize the integral equations. In general this consists of three steps: (1) selecting a set of basis functions, and expanding the unknown function in terms of the basis function, (2) testing the resultant integral equation by a testing procedure to convert the integral equation into a matrix equation, and (3) solving the matrix equation to find the numerical values of the expansion coefficient. Our interest is in solving the integral equation formed over complex scattering objects; hence we will use the subdomain basis function to expand the unknown currents.

#### 11.3.1 Mesh Generating

The solution domains are first subdivided into small patches (for the conducting surface) and small volumes (for the dielectrics). The specific shapes of the cells used
depend on applications as well as on the availability of the CAD models. In general, the following shapes for the surface patch are considered:

(1) Flat triangular patch;
(2) Flat rectangular patch;
(3) Curvilinear triangle;
(4) Curvilinear quadrangle.

For volume cells, we also have a number of options. Typical shapes are

(1) Flat-faced tetrahedron;
(2) Flat-faced hexahedron;
(3) Curvilinear-faced tetrahedron;
(4) Curvilinear-faced hexahedron.

In theory, the surface and the volume can be discretized independently. However, for the convenience of singular integral processing as well as for accurate geometrical representation, we choose to impose a connection condition of the surface patch and the volume cells, as shown in Figure 11.1. To satisfy this condition, an external face of a volume cell and a surface patch are either fully overlapped or not overlapped at all (in other words, partial overlap is not allowed under the connection condition). While this will burden the mesh generation process, it removes the integration difficulty when a conducting patch cuts through the dielectric due to mesh errors. As a result, the above listed shapes must be selected in pairs to satisfy the connection condition. The possible pairs are listed below:

- Flat triangle for surface and flat-faced tetrahedron for volume;
- Flat quadrangle for surface and flat-faced hexahedron for volume;
- Curvilinear-faced tetrahedron for surface and the same order curvilinear-faced tetrahedron for volume;
- Curvilinear-faced hexahedron for surface and the same order curvilinear-faced hexahedron for volume.

Though there are essentially many choices of mesh type, practical selection is usually restricted by a number of factors such as availability of original data or limited computer resources. This is because a different mesh generally results in a different number of unknowns. For example, the difference between a tetrahedron mesh and a hexahedron mesh of the same edge length can be more than five times. ¹

¹The volume for an equilateral tetrahedron is \( \frac{a^3}{6\sqrt{2}} \) if the edge length is \( a \), and the volume for an equilateral hexahedron is \( a^3 \). The number of unknowns for a tetrahedron mesh is approximately proportional to \( 2N_1 \) and that for hexahedron mesh is about \( 3N_2 \). Here, \( N_1 \) and \( N_2 \) are the number of volume cells for tetrahedron and hexahedron shapes. Since \( \frac{N_1}{N_2} = \frac{6\sqrt{2}}{4\sqrt{2}} \approx 5.6 \), we have \( 2N_1/3N_2 = 4\sqrt{2}/\sqrt{2} = 5.6 \).
Figure 11.1  (a) The correct selection of surface and volume cells: the conducting (PEC) patch lies right on top of a tetrahedron face.  (b) Incorrect selection of surface and volume cells: the conducting patch partially overlaps with a face of the tetrahedron.

Figure 11.2  The triangle-tetrahedron mesh of a coated sphere (left), and the triangle-hexahedron mesh of an antenna-radome structure (right).

However, the hexahedron mesh is more difficult to generate and is not as flexible for representing some shapes, such as the tip region of a sharp cone.  Figure 11.2 shows the mesh examples of a coated sphere and an antenna radome with plate antenna. It can be seen that arbitrarily oriented hexahedron cells can model curved dielectric layers accurately, and yet the number of unknowns is much smaller than using the tetrahedron shapes of equal sizes.
11.3.2 Discretization of the Hybrid Integral Equation

We will follow the general steps of the method of moments to discretize the hybrid volume-surface integral equation. To illustrate the discretization process, we choose to use the quadrangle-hexahedron pair for the surface and volume mesh. We will use the four-point quadrangle and eight-point hexahedron to derive the discretized equation. It should be seen that by increasing the order of the polynomials in the following equations, one can easily extend the method to curvilinear quadrangle-hexahedron cases.

In the surface discretization, each quadrangle cell is determined by four vertices, as shown in Figure 11.3, and are denoted by \( r_i \), \( i = 1, 2, 3, 4 \). Then, any point inside the quadrangle can be written in terms of two parameters \( u \) and \( v \):

\[
\mathbf{r} = (1-u)(1-v)\mathbf{r}_1 + u(1-v)\mathbf{r}_2 + uv\mathbf{r}_3 + (1-u)uv\mathbf{r}_4, \quad u, v \in [0,1] \tag{11.18}
\]

In the above, we have mapped \( \mathbf{r}_1, \mathbf{r}_2, \mathbf{r}_3, \mathbf{r}_4 \) to \( (u,v) = (0,0), (1,0), (1,1), \) and \( (0,1) \), respectively. For this type of mesh, the basis function used most often is the roof-top basis function, which is defined on two adjacent patches that share a common edge. If we denote \( \mathbf{r}_1, \mathbf{r}_2 \) as the common edge for both patches, then the basis function can be defined as

\[
f^S_j(\mathbf{r}) = \frac{\pm l_j}{g} u \frac{\partial \mathbf{r}}{\partial u}, \quad \mathbf{r} \in \Omega_j^\pm, \quad j = 1, 2, \ldots, N_S \tag{11.19}
\]

where \( g \) is the surface Jacobian for the mapping in (11.18) and is given by \( g = \det(g_{ij}) \), and \( \Omega_j^\pm \) stands for the first and the second patch associated with the \( j \)th surface basis function, as shown in Figure 11.3. The metric length variable \( g_{ij} \) is defined as

\[
g_{ij} = \frac{\partial \mathbf{r}}{\partial u^i} \cdot \frac{\partial \mathbf{r}}{\partial u^j}, \quad i, j = 1, 2, \quad u^1 = u, u^2 = v \tag{11.20}
\]

The surface current is then expressed as the superposition of the basis functions by

\[
\mathbf{J}_S(\mathbf{r}) = \sum_{j=1}^{N_S} a_j^S f^S_j(\mathbf{r}) \tag{11.21}
\]

where \( N_S \) is the total number of surface basis functions.

In the volume integral discretization, each hexahedron cell is determined by its eight vertices. By allowing the hexahedron cells to assume arbitrary orientation, a collection of these cells can easily represent any complex shape. Moreover, the number of unknowns corresponding to this cell selection is much smaller than for the tetrahedron cells. For this type of cell shape, the most frequently used basis functions include the pulse basis function and the roof-top basis function. The pulse basis function has the advantage of accepting not-well-connected meshes. We will use the roof-top basis function as it gives much higher solution accuracy than the pulse basis...
Figure 11.3 (a) Two adjacent quadrangles in the \((x, y, z)\) system, and (b) their maps in \((u, v)\)-space. Note that the common edge is indicated by \(u = 1\) for both patches.

function for the same grid density. Since a roof-top basis function is defined on two adjacent cells that share a common face, the mesh for this selection must be well connected.

Since \(J_y\) and the total electric field \(E\) is related by (11.9), in theory either vector can be used as the unknown function in the integral equation. However, it is preferable to choose a vector that is proportional to \(D(r) = \epsilon(r)E(r)\) as a distribution function. Here, we have used \(i\omega\epsilon(r)E(r)\) as the distribution function, which is approximated by the following expansion:

\[
i\omega\epsilon(r)E(r) = \sum_{j=1}^{N_x} a_j^s f_j^s(r), \quad r \in V
\]  

(11.22)

As a result, the volume electric current is given by

\[
J_y(r) = \left[\frac{\epsilon_b}{\epsilon(r)} - 1\right] i\omega\epsilon(r)E(r) = \chi(r) \sum_{j=1}^{N_x} a_j^s f_j^s(r), \quad r \in V
\]  

(11.23)

Assume that the eight vertices for a cell are denoted \(r_i, i = 1, 2, \ldots, 8\) and are ordered as shown in Table 11.1. Then any point inside the cell is given by

\[
r = \sum_{i=1}^{8} P_i(u, v, w)r_i, \quad u, v, w \in [0,1]
\]  

(11.24)

where

\[
\begin{align*}
P_1 &= (1-u)(1-v)(1-w) & P_2 &= u(1-v)(1-w) \\
P_3 &= (1-u)v(1-w) & P_4 &= uv(1-w) \\
P_5 &= u(1-v)w & P_6 &= (1-u)vw \\
P_7 &= (1-u)vw & P_8 &= uvw
\end{align*}
\]
Table 11.1  Map of Hexahedron Vertices in \((u, v, w)\) Space.

<table>
<thead>
<tr>
<th>(r_1)</th>
<th>(r_2)</th>
<th>(r_3)</th>
<th>(r_4)</th>
<th>(r_5)</th>
<th>(r_6)</th>
<th>(r_7)</th>
<th>(r_8)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(u)</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>(v)</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>(w)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

The \(j\)th basis function \(f_j^V\), defined on two adjacent hexahedrons that share a common face, can be written as

\[
f_j^V(r) = \frac{\pm S_j}{\sqrt{g^3}} u \frac{\partial r}{\partial u}, \quad r \in \Omega_j^V, \quad j = 1, 2, \cdots, N_V \tag{11.25}
\]

In (11.25), \(S_j\) is the center Jacobian of the face that is shared by the two hexahedrons. This face is indicated by \(u = 1\), and \(\sqrt{g}\) is the volume Jacobian defined as \(g = \det(g_{ij})\), where

\[
g_{ij} = \frac{\partial r}{\partial u^i} \frac{\partial r}{\partial u^j}, \quad i, j = 1, 2, 3, \quad u^1 = u, u^2 = v, u^3 = w \tag{11.26}
\]

Comparing the hybrid integral (11.16) and (11.17), we found that both equations have the scattered electric field, which consists of the radiation from surface current \(J_s\) and the volume current \(J_V\). Using the mixed potential notation, they are

\[
\mathbf{E}(\mathbf{J}_s) = i\omega \mu_b \int_S \mathbf{G} \mathbf{J}_s dS' - \frac{\nabla}{i\omega \varepsilon_b} \int_S \mathbf{G} \mathbf{V} \cdot \mathbf{J}_s dS' = i\omega \mathbf{A}^S - \nabla \Phi^S \tag{11.27}
\]

\[
\mathbf{E}(\mathbf{J}_V) = i\omega \mu_b \int_V \mathbf{G} \mathbf{J}_V dV' - \frac{\nabla}{i\omega \varepsilon_b} \int_V \mathbf{G} \mathbf{V} \cdot \mathbf{J}_V dV' = i\omega \mathbf{A}^V - \nabla \Phi^V \tag{11.28}
\]

In the above, \(G = \exp(i k R)/4\pi R\) is the scalar Green’s function, and \(R\) is the distance \(|\mathbf{r} - \mathbf{r}'|\) from source point to field point. Using the mixed potential expression in (11.16) and (11.17), the hybrid volume-surface integral equation can be rewritten as

\[
[i\omega \mathbf{A}^S - \nabla \Phi^S + i\omega \mathbf{A}^V - \nabla \Phi^V]_{\tan} = -E_{\tan}^{inc}, \quad \mathbf{r} \in S \tag{11.29}
\]

\[
-\mathbf{E} + [i\omega \mathbf{A}^S - \nabla \Phi^S + i\omega \mathbf{A}^V - \nabla \Phi^V] = -E_{inc}, \quad \mathbf{r} \in V \tag{11.30}
\]

Using the approximate expression for \(\mathbf{J}_s\) from (11.21) and \(\mathbf{J}_V\) from (11.23), the potentials can be written as the weighted summation of the elemental potentials (the contribution from single basis function):

\[
\mathbf{A}^\Omega(\mathbf{r}) = \mu_b \sum_j a_j^\Omega \int_{\Omega_j} \mathbf{G} \mathbf{A}^\Omega_j(\mathbf{r}') d\Omega' = \sum_j a_j^\Omega \mathbf{A}^\Omega_j(\mathbf{r}) \tag{11.31}
\]
\[
\phi^\Omega(r) = \sum_j \frac{a_j^\Omega}{i\omega e_b} \int_{\Omega_j} G \nabla' \cdot \left[ \chi^\Omega \Phi_j^\Omega(r') \right] \, d\Omega' = \sum_j a_j^\Omega \Phi_j^\Omega(r) \quad (11.32)
\]

In (11.31) and (11.32), \( \Omega = S \) or \( V \), and the range of the indices is not shown because the summation here is a formal notation. The actual range will depend on which domain the summation is running. In order to use a uniform basis index, we arrange the basis function such that the surface basis functions are ordered from 1 to \( N_S \), and the volume basis functions from \( N_S + 1 \) to \( N_S + N_V \), where \( N_S \) and \( N_V \) are the total number of surface basis functions and the volume basis functions, respectively. Now we test (11.29) using the surface basis function and test (11.30) using the volume basis function. This is called the extended Galerkin’s method. After testing, the hybrid integral equations are converted into a matrix equation that is formally written as
\[
\begin{bmatrix}
Z_{SS} & Z_{SV} \\
Z_{VS} & Z_{VV}
\end{bmatrix}
\begin{bmatrix}
a^S \\
a^V
\end{bmatrix}
= \begin{bmatrix}
U^S \\
U^V
\end{bmatrix} \quad (11.33)
\]

where \( a^S \) and \( a^V \) stand for the vectors of the expansion coefficients for the surface current and volume current, respectively. The excitation vectors are given by
\[
U^\Omega_i = - \int_{\Omega_i} \bar{E}(r) \cdot \mathbf{E}^{inc}(r) \, d\Omega, \quad i = 1, 2, \ldots, N_\Omega, \Omega \in \{ S, V \} \quad (11.34)
\]

The elements of the block matrices are given by
\[
Z_{SS}^{\Omega} = \int_{S_i} \mathbf{f}_i^S(r) \cdot \left[ i\omega \mathbf{A}_j^\Omega(r) - \nabla \Phi_j^\Omega(r) \right] \, dS, \quad i = 1, 2, \ldots, N_S \quad (11.35)
\]
\[
Z_{SV}^{\Omega} = - \delta_{V\Omega} \int_{V_i} \mathbf{f}_i^V(r) \cdot \mathbf{f}_j^S(r) \, dV + \int_{V_i} \mathbf{f}_i^V(r) \cdot \left[ i\omega \mathbf{A}_j^\Omega(r) - \nabla \Phi_j^\Omega(r) \right] \, dV \quad (11.36)
\]
\[
i = N_S + 1, N_S + 2, \ldots, N_S + N_V
\]

In (11.36), \( \delta_{V\Omega} = 1 \) when \( \Omega = V \), and \( \delta_{V\Omega} = 0 \) when \( \Omega = S \). One advantage of using the mixed potential formulation is that the gradient operation on the scalar potential can be transferred to the testing function. This is done by applying the identity
\[
\mathbf{f}_i \nabla \Phi_j = \nabla \cdot (\Phi_j \mathbf{f}_i) - \Phi_j \nabla \cdot \mathbf{f}_i \quad (11.37)
\]
to both equations, and then using the divergence theorem to convert the integral of the divergence term into a contour integral (for surface testing function) or surface integral (for volume testing function). This results in alternative forms that have reduced order of singularity for the matrix elements:
\[
Z_{SS}^{\Omega} = \int_{S_i} \left[ i\omega \mathbf{f}_i^S \mathbf{A}_j^\Omega + \Phi_j^\Omega \mathbf{f}_i^S \right] \, dS - \int_{\partial S_i} \Phi_j^\Omega \mathbf{f}_i^S \cdot d\mathbf{a}, i = 1, 2, \ldots, N_S \quad (11.38)
\]
In (11.38) and (11.39), $\partial S_i$ stands for the boundary of $S_i$ that is a closed contour, and $\partial V_i$ stands for the boundary of $V_i$ that is a closed surface enclosing the combined volume region of $V_i^+$ and $V_i^-$. From (11.38) and (11.39) we can see that the calculation of the matrix elements is straightforward. Both the vector potentials $A^\Omega_j$ and the scalar potentials $\Phi^\Omega_j$ are generally smooth in the nonzero region of the test function (which are usually about $0.1\lambda$). As a result, the integrals in (11.38) and (11.39) can be easily evaluated by numerical integration schemes. For quadrangle and hexahedron cell shapes, the cell can be transformed into a unit cell (unit square in $u$-$v$ space for quadrangle, and unit cubic in $u$-$v$-$w$ space for hexahedron). One of the best numerical integration schemes is by the Gaussian quadrature. For triangle and tetrahedron shapes, the integraton rules can be found in [23, 24]. Singular integrals occurred in the calculation of the vector or scalar potentials will be discussed in the next section.

The matrix equation (11.33) can be solved by many numerical matrix equation solvers such as the Gauss elimination method, the lower-upper triangle decomposition method, and conjugate gradient method (which solves for the unknown vector iteratively with a finite number of iterations). Once the equation is solved, the expansion coefficients $a^s$ and $a^v$ can be used to calculate the scattered field and radar cross-sections. In circuit modeling, the coefficients can also be used to extract various circuit parameters such as the S-parameters. Since the dielectric substrate is considered part of the solution domain, it can be of arbitrary shape and thickness, and finite (in the layered media model of printed circuit, the dielectric has to be flat and of infinite extent). In antenna analysis problems, the coefficients can be used to retrieve the antenna’s input impedance and calculate the antenna’s radiation pattern. For example, when a radome is applied to an antenna, the combined system consists of both dielectrics and conductors; hence the hybrid surface-volume integral equation is ideal for this problem. In Section 11.8, some numerical examples will be presented to demonstrate the applications of the hybrid surface-volume integral equation approaches.

11.3.3 Mesh Termination

Now we want to point out that special attention should be given to the integral on volume cells. Recall that in the surface integral equation processing, each surface basis function is associated with two surface cells. In the volume integral equation, when we select $i\omega\mathbf{e}\mathbf{E}$ as the unknown vector and expand it by volume basis functions, we realize that this vector is generally nonzero outside the scattering object. Theoretically speaking, in order to represent this vector, we must extend the mesh to cover
all background media (except for the interior of the conductors where the vector is zero). Since we are only interested in its value in the dielectric, it is necessary to truncate the mesh. To this end, we divide all the volume cells into two categories: background cells and dielectric cells. Then only basis functions that contain at least one dielectric cell are retained. Thus some volume basis functions are defined on two dielectric cells, and the others are defined on one dielectric cell and one background cell. The background cell is called the auxiliary cell, as shown in Figure 11.4.

It is clear that the auxiliary cells are introduced to truncate the mesh. The existence of auxiliary cells introduces several difficulties: (1) it extends the source integration in (11.27), and the field integration in (11.28) to outside the true dielectric object, (2) it slightly increases the computation time because of the extra integral regions, and (3) it needs extra mesh generating tasks, which may not always be possible. As a result, in practical implementation of the algorithm, the auxiliary cells are eliminated by, for example, taking the limit of \( h \rightarrow 0 \). This is possible because there is no limit to the size of the auxiliary cell as long as it shares a face with a cell in the dielectric region. As a result, a boundary basis function that is originally associated with a dielectric cell and an auxiliary cell now is defined on the dielectric cell only. This basis function is called “half” basis as it is associated with one cell.

Another point that is worth mentioning is the numerical process of the integrand in (11.32). Here, we assume that the dielectric permittivity \( \varepsilon(r) \) is constant within each small volume cell. Hence if the permittivities in the two adjacent cells are different in values, and hence \( \chi(r) \) are different, then there will be a discontinuity in the normal component of the induced volume current \( \mathbf{J}_V \) since \( \mathbf{J}_V = \chi(r) \hat{\omega} \varepsilon(r) \mathbf{E} \) and the \( u \)-dependence of \( \hat{\omega} \varepsilon(r) \mathbf{E} \) is continuous across the dielectric interface. The continuity of \( \hat{\omega} \varepsilon(r) \mathbf{E} \) is ensured by the roof-top basis function for rectangular cells and the RWG basis function [25] for triangular cells. This is explained by the fact

\[ \text{Figure 11.4} \quad \text{Cells in dielectrics (shaded) and auxiliary cells introduced to terminate the mesh.} \]
that an electric charge distribution exists on the interface. In fact, if we denote the 
$u$-dependence of $\chi(r)$ by $\chi(u) = \chi_j[U(u) - U(u - 1)], u \in [0, 1]$, then 

$$
\nabla' \cdot [\chi(u')f_j] = \nabla' \chi(u') \cdot f_j(r') + \chi(u') \nabla' \cdot f_j \\
= [\delta(u') - \delta(u' - 1)] \chi_j \hat{u} \cdot f_j(r') + \chi(u') \nabla' \cdot f_j 
$$

(11.40)

From (11.19), $f_j(r') = 0$ when $u' = 0$. Hence the term containing $\delta(u')$ on the 
right-hand side of the above vanishes. For the term with $\delta(u' - 1)$, we can show that 

$$
\int_{V^+_j} G\delta(u' - 1) \chi_j \hat{u} \cdot f_j dV' = \int_0^1 \int_0^1 \int_0^1 G\delta(u' - 1) \chi_j \hat{u} \cdot f_j \sqrt{\gamma} du' dv' dw' \\
= \int_0^1 \int_0^1 G\chi_j \hat{u} \cdot f_j(r') \sqrt{\gamma} \Big|_{u'=1} dv' dw' \\
= \int_0^1 \int_0^1 G\chi_j (\pm S_j) dv' dw' 
$$

(11.41)

It can be seen that the volume integral for this term is converted to an integral over 
the face. Combining the two volume integrals in $V^+_j$ and $V^-_j$, we have 

$$
\int_{V^+_j + V^-_j} G\delta(u' - 1) \chi_j \hat{u} \cdot f_j(r') dV' = \int_0^1 \int_0^1 (\chi^+_j - \chi^-_j) S_j G dv' dw' 
$$

(11.42)

The result in (11.42) indicates that the induced surface charge density is proportional to 
$\chi^+_j - \chi^-_j$, the difference in the permittivities of the two volume cells. As 
is expected, if the two adjacent cells have the same permittivity, leading to the same 
$\chi$ value for both cells, then there is no net surface charge. The above result is also 
obtained by Schaubert [14] for the tetrahedron cells.

**11.3.4 Enforcing the Continuity Condition**

Material mesh termination can be made simpler if the material is terminated by 
conducting surfaces. This is true for the material external faces that are in exact 
contact with a perfectly conducting surface. The exact contact is necessary because 
this termination applies the continuity condition: $\nabla \cdot J_S - \imath \omega \rho_s = 0$. Here $\rho_s$ is the 
surface charge density on the conducting patch. Since $\rho_s = \hat{n} \cdot D$ on a conducting 
patch that is on dielectric, we have $\hat{n} \cdot D = \nabla \cdot J_S / \imath \omega$. This equation is used to 
calculate $D$ on conducting patches which lie on dielectric. To this end, assuming that 
patch $p$ is an exterior face of a tetrahedron, then the volume basis associated with 
this face is $f_p^X(r)$, and hence, according to (11.22), the normal component of electric 
flux density vector $D$ over this surface is given by $\hat{n} \cdot D(r) = a_n^X \hat{n} \cdot f_p^X(r) / \imath \omega$. On 
the other hand, if this face $S_p$ is overlaid with a conducting patch $S_q$ (in fact, $S_q$ and
$S_p$ indicate exactly the same geometrical surface region), then the surface current on patch $S_q$ is given by

$$J_s(r) = \sum_{m \in M_q} a_m^S f_m^S(r), \quad r \in S_q$$

where $M_q$ is a set of indices for the basis functions that are associated with patch $S_q$. As a result, applying the continuity condition implies

$$a_m^V = \frac{1}{\hat{n} \cdot f_m^V} \sum_{m \in M_q} a_m^S \nabla \cdot f_m^S$$

Note that though $f_m^V$ and $f_m^S$ are functions of space, $\hat{n} \cdot f_m^V$ and $\nabla \cdot f_m^S$ are constants [25, 26].

The advantage of using the continuity condition is that the number of unknowns can be reduced. The number of basis functions that can be removed is equal to the number of basis functions on the conducting surface that is in direct contact with material. For thin material coating when the coating is full, this saving can be significant. On the other hand, this causes implementation complexity, especially if the integral equation is to be solved by fast solvers. It should be pointed out that it is not necessary to enforce the continuity condition explicitly as shown above. The condition is automatically satisfied if the shared basis function is not removed. Hence for the purpose of easier implementation of the fast solvers, one usually chooses not to apply the continuity condition explicitly.

### 11.3.5 Other Cell Shapes

It can be seen that the derivation from (11.29) through (11.42) does not depend on the choice of mesh cell shapes and the choice of basis functions. Hence it applies to any allowable mesh shapes and basis functions. In the following, we will briefly discuss some other mesh choices: the triangle-tetrahedron pair, and the curvilinear-quadrangle and curvilinear-hexahedron pair.

#### 11.3.5.1 Triangle Patch and Tetrahedron Volume Cell

In this case, the triangle is specified by three points $r_1$, $r_2$, and $r_3$. The position vector $r$ inside the triangle is given in terms of two parameters $u$ and $v$ such that

$$r = (1 - u - v)r_1 + ur_2 + vr_3, \quad u, v \in [0, 1], \quad u + v \leq 1 \quad (11.43)$$

It can be seen that the three vertices $r_1$, $r_2$, and $r_3$ are mapped into the $u$-$v$ space as $(0, 0)$, $(1, 0)$, and $(0, 1)$, respectively. In general, there is no restriction on the order of the three vertices for solving the electric field (surface) integral equation. However, if the magnetic field integral equation (MFIE) or the combined field integral equation
(CFIE) is to be solved, then the normal of each triangle cell must be defined. Usually
the normal directions of the triangles are pointing to the external direction. To enforce
this condition, it is necessary to order the three vertices in each triangle such that the
vector \((\mathbf{r}_2 - \mathbf{r}_1) \times (\mathbf{r}_3 - \mathbf{r}_1)\) points toward outward normal direction. For this type of
surface patch, the most frequently used basis function is the RWG basis function [25]
that is defined on two triangles that share a common edge. The RWG basis function
is defined as
\[
f_j^\pm(\mathbf{r}) = \frac{\pm l_j}{\sqrt{g^\pm}} (\mathbf{r} - \mathbf{r}_{3,4}), \quad \mathbf{r} \in S_j^\pm
\]  
(11.44)

In the above, \(l_j\) is the length of the common edge, \(\sqrt{g^\pm}\) is the Jacobian of the trans-
formation given in (11.43), and \(S_j^+\) and \(S_j^-\) stand for two triangles specified by \(\mathbf{r}_1, \mathbf{r}_2, \mathbf{r}_3,\) and \(\mathbf{r}_1, \mathbf{r}_4, \mathbf{r}_2,\) respectively, as shown in Figure 11.5. Since the transformation
given in (11.43) is a first-order polynomial of variables \(u\) and \(v,\) the Jacobian is a
constant. It can be shown that \(\sqrt{g^\pm} = 2A_j^\pm,\) where \(A_j^\pm\) is the area of \(S_j^\pm\).

A tetrahedron is specified by four vertices \(\mathbf{r}_1, \mathbf{r}_2, \mathbf{r}_3,\) and \(\mathbf{r}_4.\) The position vector
\(\mathbf{r}\) inside the tetrahedron is given in terms of three parameters \(u, v,\) and \(w\) such that
\[
\mathbf{r} = (1 - u - v - w) \mathbf{r}_1 + u \mathbf{r}_2 + v \mathbf{r}_3 + w \mathbf{r}_4, \quad u, v, w \in [0, 1], \text{ and } u + v + w \leq 1
\]  
(11.45)

It can be seen that the four vertices \(\mathbf{r}_1, \mathbf{r}_2, \mathbf{r}_3,\) and \(\mathbf{r}_4\) are mapped into \(u-v-w\) space
as \((0, 0, 0), (1, 0, 0), (0, 1, 0),\) and \((0, 0, 1),\) respectively. There are four faces in a
tetrahedron. We use face-\(i\) to indicate the face that is opposite to the vertex-\(i.\) For
numerical implementation purposes, the four vertices in a tetrahedron are ordered
such that the normal direction of the face 2-3-4 calculated using the right-hand rule
is directed outward.

The 3D version of the RWG basis vector basis function is defined over two adjacent
tetrahedrons that share a common face. If \(V_j^+\) and \(V_j^-\) are two such tetrahedrons,

\[\text{Figure 11.5} \quad \text{Two adjacent triangles that form the domain of an RWG basis function.}\]
then the corresponding basis function is defined as

\[ f_j^V(r) = \frac{\pm S_j}{\sqrt{g^\pm}} (r - r_{1,5}), \quad r \in V_j^\pm \]  

(11.46)

where \( S_j \) is the area of the common face, \( \sqrt{g^\pm} \) is the volume Jacobian for tetrahedron \( V_j^\pm \), and \( r_1 \) and \( r_5 \) are the two vertices that are not shared by the two tetrahedrons (called free nodes in a basis function), as shown in Figure 11.6. Since the transformation given in (11.45) is a first-order polynomial of variables \( u, v, \) and \( w \), the Jacobian is a constant. Again, one can show that the Jacobian is related to the volume of the tetrahedron by \( \sqrt{g^\pm} = 3V_j^\pm \).

11.3.5.2 Curvilinear Quadrangle and Curvilinear Hexahedron

Using curvilinear mesh to solve surface integral equation and volume integral equation separately has been studied previously [26–28]. The curvilinear mesh is most useful for higher-order basis functions where the basis function domain is much larger than \( \lambda \). However, for some cases where small and rapidly varying geometries occur, a curvilinear mesh is also very useful. Here we use a curvilinear quadrangle to explain the formulation.

An \( m \)th order curvilinear quadrangle is specified by \((m+1)^2\) points. For example, the second-order curvilinear quadrangle is specified by nine-points, as shown in Figure 11.7.

We will build the mapping of the \( u-v \) space to the points on the surface using the interpolatory polynomial. To this end, consider the second-order quadrangle first. The three independent Lagrange interpolatory polynomials of order 2 over the nodes of \( u = 0, 0.5, \) and 1, are

\[ L^1_1(u) = (1 - 2u)(1 - u), \quad L^1_2(u) = 4u(1 - u), \quad L^1_3(u) = u(2u - 1) \]  

(11.47)

![Figure 11.6](image-url)  

**Figure 11.6** Two adjacent tetrahedrons that form the domain of a 3D RWG basis function.
where the superscript "2" in $L_j^2$ indicates that the order is 2. Using these polynomials, the position vector on the second-order curvilinear quadrangle can be written as

$$\mathbf{r}(u, v) = \sum_{j=1}^{3} \sum_{i=1}^{3} L_j^2(u) L_j^2(v) \mathbf{r}_{i+3(j-1)}, \quad u, v \in [0, 1] \quad (11.48)$$

In general, for $n$th order curvilinear quadrangle, the position vector is

$$\mathbf{r}(u, v) = \sum_{j=1}^{m+1} \sum_{i=1}^{m+1} L_j^m(u) L_j^m(v) \mathbf{r}_{i+(m+1)(j-1)}, \quad u, v \in [0, 1] \quad (11.49)$$

where the interpolatory polynomials $L_j^m$ are given by

$$L_j^m(u) = \prod_{k=1 \atop k \neq j}^{m+1} \frac{u - u_k}{a_j - a_k}, \quad j = 1, 2, \cdots, m + 1, \quad u_k = (k - 1)/m \quad (11.50)$$

In the same manner, the $n$th order curvilinear hexahedron is specified by $(m+1)^3$ points, $\mathbf{r}_i, i = 1, 2, \cdots, (m+1)^3$, and the position vector $\mathbf{r}$ inside the hexahedron is

$$\mathbf{r}(u, v, w) = \sum_{k,j,i=1}^{m+1} L_i^m(u) L_j^m(v) L_k^m(w) \mathbf{r}_{i+(m+1)[(j-1)+(m+1)(k-1)]}, \quad u, v, w \in [0, 1] \quad (11.51)$$

For the curvilinear surface patches and volume cells, the basis functions are defined in the same way as in the lower-order mesh shape given by (11.19) and (11.25), respectively. And hence the difference in the implementation between using lower-order

![Figure 11.7](image) A second-order curvilinear quadrilateral defined by nine-points.
Figure 11.8 The RCS of a coated sphere calculated using first order mesh (QUAD-4, circles) and second-order mesh (QOAD-9, dots). The radius of the sphere has radius 0.3m, coating thickness is 0.1m, and the dielectric permittivity is \( \varepsilon_r = 2.5 - 0.9i \). The exact solution using Mie series is also shown as reference (solid line).

mesh and high-order mesh is in the position vector calculation. Using curvilinear mesh allows more accurate representation of the object geometry, and in general will give rise to a more accurate solution, especially for objects that contain small but curved faces, such as small spheres and thin rods. Figure 11.8 shows the comparison of RCSs calculated for a coated small sphere (\( R = 0.3m \)) using first-order and second-order meshes (the number of patches is 96 for both meshes). It can be seen that the second-order mesh gives more accurate solution. Here the solution accuracy difference is mostly attributed to error in representing the sphere’s surface.

11.4 COMBINED FIELD INTEGRAL EQUATION

The combined field integral equation (CFIE) [29] can be applied to the closed conducting surfaces to increase the rate of convergence if the iterative method is used to solve the matrix equation. CFIE is also useful for cases with large grid disparities (such as large aspect ratio in a triangle patch) and very small grid sizes (corresponding to low-frequency break down). The CFIE for the hybrid surface-volume integral
Volume-Surface Integral Equation

The magnetic field integral equation (MFIE) is formed using the condition

\[ \mathbf{H}(\mathbf{r}) = \nabla \times \int_S \mathbf{GJ}^S(\mathbf{r}')dS' + \nabla \times \int_V \mathbf{GJ}^V(\mathbf{r}')dV' \]  

Hence the magnetic field integral equation in terms of the induced electric currents \( \mathbf{J}^S \) and \( \mathbf{J}^V \) is

\[ -\eta_b \mathbf{J}^S + \eta_b \mathbf{n} \times \nabla \times \int_S \mathbf{GJ}^S(\mathbf{r}')dS' + \eta_b \mathbf{n} \times \nabla \times \int_V \mathbf{GJ}^V(\mathbf{r}')dV' = -\eta_b \mathbf{n} \times \mathbf{H}^{inc}, \quad \mathbf{r} \in S \]  

The wave impedance \( \eta_b \) is multiplied on both sides of the equation to balance the units between the EFIE and MFIE. In numerical implementation, the singular surface integral in (11.55) is usually processed analytically so that the surface integral is written as a sum of the singular integral and a primary integral. The singular integral can be evaluated into closed form for continuous surface to \( (\mathbf{J}^S/2) \) [30]; hence, (11.55) is usually rewritten in the following form:

\[ -\frac{\eta_b}{2} \mathbf{J}^S + \eta_b \mathbf{n} \times \nabla \times \left[ \int_S \mathbf{GJ}^S(\mathbf{r}')dS' + \int_V \mathbf{GJ}^V(\mathbf{r}')dV' \right] = -\eta_b \mathbf{n} \times \mathbf{H}^{inc}, \quad \mathbf{r} \in S \]  

When this integral equation is discretized using the Galerkin’s method, the matrix elements are given by

\[ Z_{ij}^{MFIE} = -\frac{\eta_b}{2} \sum_{\alpha,\beta} \delta_{\alpha,\beta} \int_\alpha \mathbf{f}_i^\alpha \cdot \mathbf{f}_j^\alpha dS + \eta_b \int_\alpha \mathbf{f}_i^\alpha \cdot \mathbf{n} \times \nabla \mathbf{G} \times \mathbf{f}_j^\beta dS' dS, \quad j = 1, 2, \ldots, N_S \]
\[ Z_{ij}^{\text{MFIE}} = \eta_0 \int_{\alpha} \mathbf{f}_i^\alpha \cdot \mathbf{n} \times \int_{\beta} \nabla G \times \mathbf{f}_j^\beta dV' dS, \]

\[ j = N_S + 1, \ldots, N_S + N_V \]

In (11.57), \( \alpha = S_j^\pm, \beta = S_j^\pm \). The Dirac function \( \delta_{\alpha \beta} \) is multiplied to the leading term so that only integration on self cells is accounted for.

### 11.5 SINGULAR INTEGRAL TREATMENTS

Because of the \( 1/R \) terms in the integrand, the integrals in (11.31) and (11.32) are singular if a testing point \( \mathbf{r} \) is inside a source cell. It can be shown that the \( 1/R \) terms are integrable. However, one cannot use the regular numerical scheme to obtain accurate results. In other words, the singular integrals must be processed by special methods. There are many methods that can be used to evaluate the singular integrals that occurred in the method of moment matrix elements calculation, such as the singularity extraction method \[31\text{–}33\] and the Duffy’s transform method \[34\].

For example, the singularity extraction method is very useful for the singular integration on a flat surface cell or over a flat-faced volume cell. In this method, the asymptotic singular function is first identified by taking the limit of the integral, and then the singular integral is rewritten as

\[ \int_{\Omega} \frac{F(R, \mathbf{r}, \mathbf{r}')}{R \sqrt{g}} d\mathbf{r}' = \int_{\Omega} \frac{F(R, \mathbf{r}, \mathbf{r}') - F(0, \mathbf{r}, \mathbf{r}')}{R \sqrt{g}} d\mathbf{r}' + \int_{\Omega} \frac{F(0, \mathbf{r}, \mathbf{r}')}{R \sqrt{g}} d\mathbf{r}' \quad (11.59) \]

where \( \Omega \) stands for either a surface domain \( S \) or a volume domain \( V \), and \( F(R, \mathbf{r}, \mathbf{r}') \) is a regular function of \( \mathbf{r}' \). In the above, the first term to the right of the equation is a regular integral and can be evaluated by a proper numerical integral scheme. The second integral can be evaluated into closed form if the domain is a flat polygon or flat-faced volume cell (in these cells, the Jacobian are constants). Interested readers can refer to \[22\] and \[23\] for details.

A more general and useful singular integral processing is the Duffy’s transformation method \[35\]. The advantage of this method is that it applies to singular integrals on general curvilinear faces and/or volume cells with curvilinear faces. In the following, we will consider the integration of

\[ I_S^{\text{EFFIE}}(\mathbf{r}) = \int_S \frac{F(R, \mathbf{r}, \mathbf{r}')}{R \sqrt{g}} dS', \quad \mathbf{r} \in S \quad (11.60) \]

The superscript “EFFIE” is used to distinguish the singular integral that occurred in the magnetic field integral equation (MFIE) that will be discussed shortly. If the integral domain \( S \) in (11.60) is a quadrangle (or curvilinear quadrangle), then (11.18) or (11.48) can be used to map the quadrangle into a square in \( u-v \) space. Since
Let us consider one of the four integrals:

\[ ds = \sqrt{y} \, d\beta' \, d\alpha' \]

the above integral can be written as

\[ I_s^{\text{EFIE}}(r) = \int \int \frac{F(R, \mathbf{r}, \mathbf{r}')}{|R|} \, d\beta' \, d\alpha' \quad \mathbf{r} \in S \quad (11.61) \]

From (11.49), the position vector \( \mathbf{r} \) in the above is written in terms of variables \( u' \), \( v' \) as

\[ \mathbf{r}' = \sum_{j=1}^{m+1} \sum_{i=1}^{m+1} L_i^m(u') L_j^m(v') \mathbf{r}_{i+(m+1)(j-1)} \quad (11.62) \]

Since \( \mathbf{r} \in S \), we can find \( u_0, v_0 \in [0, 1] \) such that

\[ \mathbf{r} = \sum_{j=1}^{m+1} \sum_{i=1}^{m+1} L_i^m(u_0) L_j^m(v_0) \mathbf{r}_{i+(m+1)(j-1)} \quad (11.63) \]

Then the source to field vector \( \mathbf{R} \) is

\[ \mathbf{R} = \mathbf{r} - \mathbf{r}' = \sum_{j=1}^{m+1} \sum_{i=1}^{m+1} \left[ L_i^m(u_0) L_j^m(v_0) - L_i^m(u') L_j^m(v') \right] \mathbf{r}_{i+(m+1)(j-1)} \]

(11.64)

Since \( L_i^m(u') \) and \( L_j^m(v') \) are both polynomials of order \( m \), \( \mathbf{R} \) can be expressed in the polynomial form of variables \( u' \) and \( v' \):

\[ \mathbf{R} = \sum_{l,k=0}^{m} (u' - u_0)^l (v' - v_0)^k \mathbf{P}_{lk} \quad (11.65) \]

where the vector coefficients \( \mathbf{P}_{lk} \) for \( l, k = 0, 1, \cdots, m \), are given by

\[ \mathbf{P}_{lk} = \sum_{j=1}^{m+1} \sum_{i=1}^{m+1} \frac{\partial^l L_i^m(u_0) \partial^k L_j^m(v_0)}{l! \partial u_0^l k! \partial v_0^k} \mathbf{r}_{i+(m+1)(j-1)} \quad (11.66) \]

Note that in (11.65) we have applied the condition \( \mathbf{P}_{00} = 0 \) because \( \mathbf{R} = 0 \) when \( u' = u_0, \, v' = v_0 \). Now we divide the integral domain in \( u-v \) space (a unit rectangle) into four triangles that share the same vertex \( (u_0, v_0) \), as shown in Figure 11.9.

As a result, the integral in (11.61) can be expressed as the sum of four integrals:

\[ I_s^{\text{EFIE}} = I_1^{\text{EFIE}} + I_2^{\text{EFIE}} + I_3^{\text{EFIE}} + I_4^{\text{EFIE}} \]

Let us consider one of the four integrals:

\[ I_j^{\text{EFIE}} = \int \int_{S_j} \frac{F(R, \mathbf{r}, \mathbf{r}')}{|R|} \, d\beta' \, d\alpha' \quad (11.67) \]
The domain is shown in Figure 11.10 in which the values of $u_a$, $v_a$, $u_b$, and $v_b$ for the four triangles are given in Table 11.2.

By a transformation of $(u', v') \to (u_1, v_1)$ such that

$$u' = u_0 + (u_a - u_0)u_1 + (u_b - u_a)v_1 = u_0 + a_{11}u_1 + a_{12}v_1$$ \hspace{1cm} (11.68)

$$v' = v_0 + (v_a - v_0)u_1 + (v_b - v_a)v_1 = v_0 + a_{21}u_1 + a_{22}v_1$$ \hspace{1cm} (11.69)

the integral in (11.67) is converted to

$$I_j^{EFIE} = \int_{S_j} \frac{F(R, \mathbf{r}, \mathbf{r}')}{R} \, dh' \, du' = \int_0^1 \int_0^{u_1} \frac{F(R, \mathbf{r}, \mathbf{r}')}{R} \sqrt{g_j} \, dv_1 \, du_1$$

Since the transformation from the $u'-v'$ system to the $u_1-v_1$ system is linear, the Jacobian is a constant. In fact, it is proportional to the area of $S_j$ in the $u'-v'$ system:

$$\sqrt{g_j} = \begin{vmatrix} u_a - u_0 & u_b - u_a \\ v_a - v_0 & v_b - v_a \end{vmatrix} = (u_a - u_0)(v_b - v_a) - (u_b - u_a)(v_a - v_0)$$
Figure 11.10  The mapping from the $u' - v'$ system in (a) to the $u_1 - v_1$ system in (b)

Using the transformation in (11.68) and (11.69), the source-to-field vector $\mathbf{R}$ given in (11.65) is expressed in the $u_1 - v_1$ system as

$$
\mathbf{R} = \sum_{l, k = 0}^{m} \frac{(u' - u_0)^l (v' - v_0)^k}{l + k \neq 0} \mathbf{P}_{lk}
$$

$$
= \sum_{l, k = 0}^{m} \frac{(a_{11} u_1 + a_{12} v_1)^l (a_{21} u_1 + a_{22} v_1)^k}{l + k \neq 0} \mathbf{P}_{lk}  \quad \text{(11.70)}
$$

The last step we need is to introduce a new variable $t$ such that $v_1 = tu_1$ and $dv_1 = tdv_1$. This leads to $a_{11} u_1 + a_{12} v_1 = (a_{11} + a_{12} t) u_1$, $a_{21} u_1 + a_{22} v_1 = (a_{21} + a_{22} t) u_1$. Hence,

$$
\mathbf{R} = \sum_{l, k = 0}^{m} \frac{(a_{11} + a_{12} t)^l (a_{21} + a_{22} t)^k}{l + k \neq 0} \frac{u_1^{l+k}}{u_1^{l+k}} \mathbf{P}_{lk} = u_1 \mathbf{R}_0 = u_1 \mathbf{R}_0 \quad \text{(11.71)}
$$

where

$$
\mathbf{R}_0 = \sum_{l, k = 0}^{m} \frac{(a_{11} + a_{12} t)^l (a_{21} + a_{22} t)^k}{l + k \neq 0} \frac{u_1^{l+k-1}}{u_1^{l+k-1}} \mathbf{P}_{lk}  \quad \text{(11.72)}
$$

Note that $\mathbf{R}_0 \neq 0$ for all $t \in [0,1]$, $u_1 \in [0,1]$ since $l + k \neq 0$. From the transformation $v_1 = tu_1$, when $v_1$ varies from 0 to $u_1$, $t$ varies from 0 to 1. Hence
the integral in (11.67) is finally transformed to a form that can be evaluated using a numerical method:

$$I_{j}^{\text{EFIE}} = \int_{0}^{1} \int_{0}^{1} \int_{0}^{1} \frac{F(R, \mathbf{r}, \mathbf{r}')}{{u_1}R_0} \sqrt{g_j} \, du_1 \, dv_1 \, dr_1 = \sqrt{g_j} \int_{0}^{1} \int_{0}^{1} \int_{0}^{1} \frac{F(u_1 R_0, \mathbf{r}, \mathbf{r}')}{{R_0}} du_1 \, dv_1 \, dr_1$$  
(11.73)

For a singular integral over a curvilinear volume cell, the process is similar to the above. The idea is to partition the domain in the \(u'\)-\(u'\)-\(w'\) system (a unit cubic) into six tetrahedrons that share a common vertex \((u_0, v_0, w_0)\), where \(\mathbf{r} = \mathbf{r}'(u_0, v_0, w_0)\). Then use the two steps of transformations to transfer the integration in a tetrahedron to a regular integration that can be calculated with a numerical method. The transformation needed is

$$
\begin{bmatrix}
    u' - u_0 \\
    v' - v_0 \\
    w' - w_0
\end{bmatrix} =
\begin{bmatrix}
    u_a - u_0 & u_b - u_a & u_c - u_b \\
    v_a - v_0 & v_b - v_a & v_c - v_b \\
    w_a - w_0 & w_b - w_a & w_c - w_b
\end{bmatrix} \begin{bmatrix}
    u_1 \\
    v_1 \\
    w_1
\end{bmatrix}
$$  
(11.74)

and

$$u_1 = u_1, \quad v_1 = t u_1, \quad w_1 = s u_1$$  
(11.75)

where the parameters \(u_a, v_a,\) etc., are listed in Table 11.3. After applying (11.74) and (11.75), we get

$$I_{j}^{\text{EFIE}} = \int_{0}^{1} \int_{0}^{1} \int_{0}^{1} \frac{F(R, \mathbf{r}, \mathbf{r}'(u_0, v_0, w_0))}{R_0} \sqrt{g_j} \, du_1 \, dv_1 \, dr_1$$  
(11.76)

where the Jacobian \(\sqrt{g_j}\) is a constant and it is the determinant of the transformation matrix in (11.74), and \(R_0\) is given by

$$\sum_{\alpha, \beta, \gamma = 0}^{m+1} \sum_{\alpha + \beta + \gamma = 0} Q_1(\alpha, t, s) Q_2(\beta, t, s) Q_3(\gamma, t, s) u_1^{\alpha+\beta+\gamma-1} P_{\alpha\beta\gamma}$$

where

$$Q_1(\alpha, t, s) = (a_{11} + a_{12} t + a_{13} s)^{\alpha}$$

$$Q_2(\beta, t, s) = (a_{21} + a_{22} t + a_{23} s)^{\beta}$$

$$Q_3(\gamma, t, s) = (a_{31} + a_{32} t + a_{33} s)^{\gamma}$$

and

$$P_{\alpha\beta\gamma} = \sum_{i,j,k=1}^{m+1} \frac{\partial^\alpha L_i^m(u_0)}{\alpha! u_0^\alpha} \frac{\partial^\beta L_i^m(v_0)}{\beta! v_0^\beta} \frac{\partial^\gamma L_i^m(w_0)}{\gamma! w_0^\gamma} F_i^{(m+1)}(j-1)+(m+1)(k-1)$$
### Table 11.3  The Parameters in Matrix $\mathbf{X}$ of (11.74)

<table>
<thead>
<tr>
<th></th>
<th>$u_a$</th>
<th>$v_a$</th>
<th>$w_a$</th>
<th>$u_b$</th>
<th>$v_b$</th>
<th>$w_b$</th>
<th>$u_c$</th>
<th>$v_c$</th>
<th>$w_c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_1$</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$V_2$</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$V_3$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$V_4$</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$V_5$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$V_6$</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

### 11.6 Solution of VSIE by Fast Multipole Method

The fast multipole method (FMM) for solving the SIE has been discussed in previous chapters. Here, we will show that the FMM can also be applied to solve the VIE. Recall that in FMM, the matrix elements are calculated differently depending on the distance between a testing function and a basis function. For near-neighbor matrix elements, the calculation remains unchanged. The well-separated elements is calculated by

$$Z_{ij} = \hat{\omega} \mu_0 \int_{Q_h} \int_{Q_h} \hat{f}_i^{1j} (\mathbf{r}) \cdot \left( \mathbf{g} + \frac{\nabla \nabla}{k^2} \right) G(\mathbf{r}, \mathbf{r}') \chi(\mathbf{r}') |f_j^{1j}| d\mathbf{r}' d\mathbf{r} \tag{11.77}$$

If the above equation is compared to that for the SIE case, one finds that the only difference is the factor $\chi(\mathbf{r}')$, which is equal to unit for SIE and is defined by (11.23) for VIE. Hence (11.77) can be expanded as

$$Z_{ij} = \eta_0 (\frac{i h_0}{4\pi})^2 \int d^2 \hat{k} \mathbf{V}_{fmi}(\hat{k}) \cdot \mathbf{T}_{mn}(\hat{k}) \mathbf{V}_{sj}(\hat{k}) \tag{11.78}$$

where the integration over $\hat{k}$ is on a unit sphere, and

$$\mathbf{V}_{fmi}(\hat{k}) = \int_{Q_h} \left( \mathbf{I} - \hat{k} \hat{k} \right) \cdot \hat{f}_i^{1j} (\mathbf{r}) e^{i\mathbf{k} \cdot (\mathbf{r} - \mathbf{r}_m)} d\mathbf{r} \tag{11.79}$$

$$\mathbf{T}_{mn}(\hat{k}) = \sum_{l=0}^{L} (2l + 1) h_l^m (k r_{mn}) P_l(\hat{k} \cdot \hat{r}_{mn}) \tag{11.80}$$

$$\mathbf{V}_{sj}(\hat{k}) = \int_{Q_h} \left( \mathbf{I} - \hat{k} \hat{k} \right) \cdot \hat{f}_j^{1j} (\mathbf{r}') \chi(\mathbf{r}') e^{-i\mathbf{k} \cdot (\mathbf{r}' - \mathbf{r}_n)} d\mathbf{r}' \tag{11.81}$$

In the surface integral equation case, $\mathbf{V}_{fmi}$ and $\mathbf{V}_{sj}$ are complex conjugates to each other if the Galerkin’s test is applied. This allows one to store only one of $\mathbf{V}_{fmi}$ or $\mathbf{V}_{sj}$. However with material presenting, these two vectors are no longer related.
and storage spaces must be allocated for both of them. Other implementations of MLFMA for VIE will be almost identical to that for SIE. The CPU time and memory requirements as functions for the number of unknowns for solving the VSIE for one-layer coated sphere is shown in Figure 11.11. It can be found that the slopes of the two curves are very close to unit.

To demonstrate the performance of the MLFMA for the hybrid surface-volume integral equation, we calculate the RCS of a conducting plate with rim coating on its four sides, as shown in Figure 11.12 and Figure 11.13. The conducting plate is modeled by 3,862 quadrangles, and the coating material is modeled by 1,062 hexahedrons. The total number of unknowns is 11,799. The calculation used five-level MLFMA to perform the matrix-vector multiplication. The RCS is calculated for every $0.5^\circ$ angle in $\phi$ on the $\theta = 90^\circ$ plane, and the average number of iterations needed to reduce the relative residue error of 0.002 is six. This small number of iteration is due to the use of CFIE and a right-hand-side updating technique that uses the phase-corrected previous solution as the initial guess for the next iteration. If the initial guess technique is not used, or if angles are picked randomly, the average iteration number would be more than 50. Without using CFIE, the iteration would not converge in 500 iterations.

### 11.7 Numerical Examples

In this section, we will present a number of numerical examples to demonstrate the validity and the application of the volume integral equation and the hybrid surface-volume integral equation.
11.7.1 Results by Volume Integral Equation

In this section, we present calculated results for (a) the RCS of a homogeneous dielectric sphere, (b) the near-field of dielectric spherical shell, and (c) the RCS of dielectric plates. For the spherical symmetric objects, the Mie series solutions are used for comparison. For other homogeneous dielectric objects, the surface integral equation is used as comparison.

First we show the RCS at 300 MHz for a dielectric sphere of radius 0.5 m and \( \varepsilon_r = 4.5 + 9i \). The sphere is subdivided into 2,592 first-order hexahedrons (a first-order hexahedron is specified by eight points at the vertices). The bistatic RCSs for both vertical (V) and horizontal (H) polarization incidences are plotted in Figure 11.14.

To model objects with edges and corners, it is necessary to use a denser mesh than that used for smoothing regions or to use a nonuniform mesh. This is to ensure that the rapid current variations are accurately represented. It is found in our numerical simulation that for comparable solution accuracy, the volume integral equation technique needs coarser grids compared to the surface integral equation approach (using the PMCHW formulation). In the next example, we show the mesh convergence tests using the two methods for a rectangular dielectric box of size \( 0.72\lambda_0 \times 0.36\lambda_0 \times 0.24\lambda_0 \) at 300 MHz. Four meshes of different grid size are constructed for this model. They are \( \Delta = 0.027 \text{m}, 0.04 \text{m}, 0.06 \text{m}, \) and \( 0.08 \text{m} \), respectively. The calculated RCS using the SIE and the VIE are shown in Figure 11.15. The solutions from the VIE for the four models are very close, and hence only one curve is drawn for the VIE. However, the SIE solutions converge much slower than that of the VIE.

To further demonstrate the grid convergence property for the SIE and VIE, another dielectric plate of size \( 3.5\lambda_0 \times 2.0\lambda_0 \times 0.25\lambda_0 \) is investigated. For this plate, three meshes are constructed and the RCSs for the plate are shown in Figure 11.16. (There are only two SIE results due to the limited computer memory and the finest mesh has not been applied to the SIE.) The faster grid convergence for VIE solution is probably
due to the fact that the volume current distribution is generally smoother than that of the surface current.

Using the tetrahedron mesh or the hexahedron mesh also has an advantage over the structured cubic mesh. A structured grid is the one with grid line parallel to the coordinate lines. Hence, using a structured grid to model curved boundaries the staircase cannot be avoided. In an unstructured grid, however, the grid line can be of arbitrary orientation. Hence it is very flexible for modeling curved boundaries. In the inverse scattering algorithms, the forward scattering is most often solved by the CGFFT method in which pulse or roof-top basis functions are used. However, because of the staircase geometry error in modeling curved objects, accurate solution often requires much denser grid points than with the unstructured tetrahedron/hexahedron meshes. This is especially true when strong dielectric contrast presents in the object. As an example, Figure 11.17 shows the RCSs of a dielectric sphere with structured cubic mesh and tetrahedron mesh. It can be seen that very fine meshes are needed.
Figure 11.14  The RCS of V-polarized incidence (left) and H-polarized incidence (right), of a homogeneous dielectric sphere calculated by the volume integral equation (dotted line) and the series solution (solid line).

for the structured cubic mesh to reach an accuracy similar to that of the tetrahedron mesh.

Similarly, unstructured hexahedron meshes represent a curved object more accurately than the structured cubic mesh for the same grid size. Figure 11.18 shows the RCSs for a spherical dielectric shell when the dielectric constant varies from $\varepsilon_r = 1.1$ to 8.8. It can be seen that for low dielectric contrasts, the structured cubic mesh gives solution accuracy comparable to that of the unstructured hexahedron meshes. However, for high dielectric contrast ($\varepsilon_r = 8.8$) the solution from even the refined cubic mesh does not agree with the exact solution.

The volume integral equation has also been applied to the two-layer problem. In this problem, we have two layers of spherical shells. The inner radius of the inner shell is 1.2m, and each layer is 0.1m thick. The dielectric constants are $\varepsilon_r = 2.0 + 0.5i$ for the inner layer and $1.5 + 0.0i$ for the outer layer. The incident wave is from the $\theta = 0$ direction, and the frequency is 300 MHz. The results are shown in Figure 11.19.

11.7.2 Results by Hybrid Volume-Surface Integral Equation

In this section, we present calculated results for (1) the RCS of a coated sphere, and (2) the RCS of a coated ogive. Again, for the spherically symmetric objects, the Mie series solutions are used for comparison. For other homogeneous coated objects, the surface integral equation is used as comparison.

Figure 11.20 shows the RCS of a coated sphere at $f = 300$ MHz. The conducting core has a radius of 0.3m, and the coating is uniform around the sphere with a thickness of 0.05m. The dielectric permittivity of the coating material is $\varepsilon_r = 4.0 + 0.1i$. The
conducting surface is modeled by 600 quadrilaterals, and the coating dielectric is modeled by 600 hexahedrons. The calculated RCS is compared with the Mie-series solution, and the results are shown in Figure 11.20. The results of another coated sphere model that has larger radius is shown in Figure 11.21.

Next we show the RCS of a coated ogive object in Figure 11.22. The object is formed by combining two identical cones in a base-to-base manner. The cone base radius is 0.24m, and the height is 1m. The coating thickness is 0.07m. The profile of the cone is a parabolic line. The results from the SIE are also shown in the figure for comparison.

One application of the volume integral equation is to simulate the indoor radio wave propagation where the near field is needed. In the next section we will have an example for simulating the radio wave propagation in site-specific environments. Here, we present an example to show the near-field calculation for a dielectric shell of spherical shape. For this structure, there is analytical solution by Mie series. Hence in Figure 11.23, we show the calculated near field using the VIE and Mie series. The excitation is a plane wave travelling in the \( \theta = 0 \) direction. The cross view of the shell geometry and the observation points are shown in Figure 11.23(a). The near-field distribution is shown in Figure 11.23(b).

### 11.8 OTHER APPLICATIONS

In addition to the calculation of radar cross-section of coated targets, the hybrid volume-surface integral equation technique has a number of other applications such as the radar antenna radome analysis, printed circuit modeling, radio wave simulation in complex environments, and electromagnetic wave interaction with biomedical materials. In this section we will present selected numerical examples to demonstrate the application.

#### 11.8.1 Indoor Radio Wave Propagation Simulation

A big advantage of using the volume integral equation for analyzing the site-specific wave propagation is that it is able to accurately consider the small structural features that are comparable to or smaller than a wavelength. The first example considers a dipole radiation in the presence of a dielectric shell structure made of four piece of dielectric walls [Figure 11.24(a)]. The radiated total field is calculated and is shown in Figure 11.24(b) (also shown in the figure are the results by the surface integral equation). It can be seen that the two results agree very well. Next we consider small dielectric poles within the rooms in a three-room structure (this example is designed to demonstrate the capability of the VSIE technique for modeling large sized structures with small features). The rooms are 3m \( \times \) 3m in floor size with a height of 2.4m (no ceiling and floor is considered here). A dipole is put in one
room and the total electric field distributions are calculated for all the rooms in the 
h = 1.5m plane. To compare the results from the dielectric pole, the calculation is 
done for two cases: (1) without the pole, and (2) with pole. The results are shown 
in Figures 11.25 and 11.26. It can be seen that the poles have a significant effect on 
the field distributions for x- and z-directed antennas. More simulation results can be 
found in [35].

11.8.2 Microwave Thermal Effect Simulation

When an electromagnetic wave is applied to lossy dielectrics, the EM energy will be 
converted to thermal energy, which will be absorbed by the dielectrics. Figure 11.27 
is an example configuration of realizing the EM to thermal energy conversion. The 
absorption of EM energy causes the temperature of the dielectrics to rise. During a 
short time period in which the heat conduction can be ignored, the rate of temperature 
rise is approximately proportional to $\sigma |\mathbf{E}|^2/2$. Here $\sigma$ is the effective conductivity 
of the dielectrics, and $\mathbf{E}$ is the electric field vector. If the application time of the EM 
field is long and the heat conduction effect cannot be ignored, then the temperature 
rise in the dielectric must be determined through a combined electromagnetic and 
heat transfer analysis [36]. To illustrate the combined analysis process, consider a 
dielectric sample in a microwave cavity. The process starts with the initial temperature 
of the tissue. The electromagnetic field distribution inside the sample is determined 
first by solving hybrid surface-volume integral equations. This solution provides a 
thermal source term for the heat transfer equation:

$$\rho C \frac{\partial T}{\partial t} = \nabla \cdot (k \nabla T) + \frac{1}{2} \sigma |\mathbf{E}|^2$$

where $k$ is the specific heat coefficient, $\rho$ is the mass of the sample, and $C$ is the heat 
conduction coefficient. Then a finite difference scheme is applied to solve the heat 
transfer equation, which determines the temperature distribution inside the tissue for 
the next time step. Since the tissue’s electrical characteristics ($\varepsilon$ and $\sigma$) are functions of 
temperature, their values are then updated based on the new temperature distribution. 
The iteration continues until a termination condition is satisfied. This combined 
itative solution of wave equation and heat transfer equation allows us to model the 
complex rewarming process. Figure 11.28 shows the temperature distribution in a 
dielectric sample in a circular microwave cavity (detailed configuration parameters 
can be found in [36]).

11.8.3 Antenna Radome Modeling

The presence of radomes will generally affect the radiation characteristics of antennas. 
Techniques for analyzing the antenna pattern deformation by radomes include high-
frequency methods such as GTD and PO, and numerical methods such as the method
of moments. The numerical methods provide accurate solutions to the problem, as demonstrated in [37]. However, because the number of unknowns increases rapidly with the electrical size of the antenna-radome structure, the numerical methods were either applied to two-dimensional problems or to 3D problems with electrically small sized radomes. In practical characterization of electrically larger sized radomes, the ray tracing methods based on high-frequency techniques are necessary. An important assumption to high-frequency methods is that the structures have smooth surfaces and electrically large radii of curvature. For most portions of a realistic radome, this assumption is valid. However, for some radome types that have sharp tips, such as the ogive or cone type, the radius of curvature may be comparable to or smaller than a wavelength; the high-frequency approximation is not valid in that region, and hence the solution accuracy by high-frequency methods is reduced.

Now we present the calculation of radome effects by the hybrid volume-surface integral equation techniques. The hybrid VSIE can be applied to efficiently and accurately analyze dielectric radomes of sizes much larger than that can be analyzed by a numerical method, and yet VSIE provides much higher solution accuracy than a high-frequency method in general.

Figure 11.29 shows the radiation pattern of a dipole array with the presence of differently shaped radomes. Three types of radomes are considered: (1) tangent ogive with height $6.67\lambda_0$ and base diameter $5.33\lambda_0$ (modeled by 76,914 tetrahedrons), (2) straight cone with the same dimension as the ogive (modeled by 55,308 tetrahedrons), (3) hemisphere of base diameter of $5.33\lambda_0$ (modeled by 45,000 tetrahedrons). The thickness and the permittivity of all three radomes are the same. They are $t = 0.008\lambda_0$ and $\varepsilon_r = 2 + 1i$. The dipole array is on the $z$-axis and is made of three dipole elements of equal amplitude and phase. The locations of the elements are $-1\lambda_0$, 0, and $1\lambda_0$. The calculated results for $\phi = 0$ and $\theta$ from $0^\circ$ to $180^\circ$ are shown in Figure 11.29. As expected, the interferences by the ogive- and cone-shaped radomes are much more severe than those by the hemisphere.

It should be pointed out that for the same grid size (which results in the same order of accuracy), using a hexahedron mesh can significantly reduce the number of unknowns and hence can increase the electrical size of the radome that can be analyzed by MLFMA. In the last example, if the hexahedron model is used, the number of cells is only 6,912, and the memory is about 80 MB (compared to the memory for the tetrahedron model, which is about 690 MB). To demonstrate the efficiency of using the hexahedron mesh, Figure 11.30 shows the radiations of a dipole array in the presence of hemisphere radomes of one, two, and three layers. The three-layer radome problem is modeled by 72,900 hexahedrons and the memory needed for generating the result for the three-layer radome in Figure 11.30 is 1,088 MB.

It is known that radome will generally affect the performance of the antenna covered by it. Knowing the radome’s influence in advance is important to make appropriate compensations in antenna design. The algorithm introduced in this
chapter can be used to simulate antenna beam’s pointing error due to dielectric radomes. As the last example, consider three dielectric radomes: a tangent ogive radome, a cone radome, and a hemisphere radome. The three radomes are of the same size, same thickness, and made of same dielectrics ($\epsilon_r = 2 + 1i$). The antenna is a dipole array of eight dipoles with triangular amplitude distribution and varying progressive phase. The dipoles are equally spaced on the $z$-axis in $z = -1.75\lambda_0$ to $z = 1.75\lambda_0$. Figure 11.31 shows the calculated beam pointing error (the reference beam is the beam of the same array in free-space).

Figure 11.15 The backscattered RCS of a rectangular dielectric box for the $\phi = 0$ cutting plane: (a) V-polarized incidence, (b) H-polarized incidence.
Figure 11.16 The RCS (vertical polarization incident case) of a dielectric plate of dimension $3.5\lambda_0 \times 2.0\lambda_0 \times 0.25\lambda_0$ at frequency of 1 GHz. The dielectric constant is $\varepsilon_r = 3.0 + 0.09i$. 
Figure 11.17  The volume meshes of a dielectric sphere and the RCS solved using different meshes: tetrahedron mesh (top left), structured cubic mesh ($\Delta = 0.05\lambda$) (top middle), structured cubic mesh (dense) ($\Delta = 0.03\lambda$) (top right), and the RCS comparison for different meshes (bottom) (the cubic mesh for $\Delta = 0.015\lambda$ is not shown).
Figure 11.18 The volume meshes of a dielectric spherical shell and the RCS solved using different meshes: hexahedron mesh (top left), structured cubic mesh 1 (top middle), a denser structured cubic mesh 2 (top right), and the RCS comparison for different meshes and different dielectric constants (bottom).
Figure 11.19  The RCS for two layers of spherical dielectric shells: (a) V-polarized incidence; (b) H-polarized incidence.
Figure 11.20 The RCS of a coated sphere calculated by hybrid integral equation (dotted line), surface integral equation (dash-line), and the series solution (solid line).
Figure 11.21 The RCS (V-polarized) of a coated conducting sphere calculated by analytic series (solid line), and by the multilevel fast multipole algorithm (MLFMA) for the hybrid surface-volume integral equation. The radius of the sphere is $R = 2$ m, and the thickness of the coating material is $t = 0.05$ m. The dielectric material of the coating is $\epsilon_r = 4.0 + 9i$. 
Figure 11.22 The tetrahedron mesh of a coated double cone (top), and the monostatic RCS (bottom) of a coated double cone calculated using surface integral equation (solid line), and hybrid volume-surface integral equation (dotted line).
Figure 11.23
(a) The cross-sectional view of the dielectric shell (shaded area) and the observation points (dotted line). (b) The near-field comparison of VIE and Mie series along the observation line.
Figure 11.24  (a) The mesh of a three-dimensional dielectric object formed by four pieces of dielectric walls. The inner dimensions are 1.5m, 1.0m, and 0.5m, respectively. The thickness is 0.25m. (b) The electric fields inside the object calculated by the volume integral equation approach (solid), and by the surface integral equation approach (dotted). The fields are calculated over a planar region specified by $-1.3 \leq x \leq 1.3$, $-0.8 \leq y \leq 0.8$, and $z = 0$ (all units here are in meters). The step sizes in the $x$- and $y$-directions are both 0.1m.
Figure 11.25  The field distribution in three rooms without poles (the symbol “x” indicates the location of the dipole antenna): (a) $x$-directed dipole, (b) $y$-directed dipole, (c) $z$-directed dipole.
Figure 11.26 The field distribution in three rooms with poles (the symbol “x” indicates the location of the dipole antenna): (a) x-directed dipole, (b) y-directed dipole, (c) z-directed dipole.
**Figure 11.27**  The geometry of a circular cylindrical cavity and dielectric sample inside the cavity to be processed.
Figure 11.28 The temperature distribution in the sample at various time instances.
Figure 11.29 The comparison of the normalized radiation of a dipole array in the presence of three types of radome shapes: (a) ogive (dashed line), (b) straight cone (dotted line), and (c) hemisphere (dots). The radiation of the same dipole array in free space is also plotted for reference. (The cross-sectional view of the radome generating curves are shown on top of the plot.) The array axis is perpendicular to the radome axis and is located on the base plane of the radome. The radiation pattern is calculated in the plane containing the radome axis and the array axis and the zero angle refers to the tip direction of the radome.
The radiation of a dipole array in the presence of three hemisphere radomes. The base diameter is $10\lambda_0$ and the permittivities are $2 + 1\imath$ for layer 1 and $3.3 + 0.1\imath$ for the middle layer. The dipole array consists of $16$ z-axis oriented dipoles with equal amplitude and equal phase. The dipole elements are equally spaced with inter-element space of $0.5\lambda_0$. The frequency of operation is 7.49475 GHz.
Figure 11.31  The beam pointing error or a dipole array in three types of radomes: (a) a tangent ogive radome (the solid line), (b) a cone radome (cross), and (c) a hemisphere radome (circles). The horizontal axis is the beam direction $\theta$ of the array in free-space, with $\theta = 0$ being the array axis. The dots in the above figures indicate the dipole elements.
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Finite Element Analysis of Complex Axisymmetric Problems

Andrew D. Greenwood and Jian-Ming Jin

12.1 INTRODUCTION

Axisymmetric objects, also known as bodies of revolution (BOR), are important both as radar targets and as radiating structures. Thus, their scattering and radiation properties are the subject of extensive studies. The rotational symmetry present in both problems allows a solution with a two-dimensional (2D) computational technique. The primary method is the method of moments (MOM) based on integral equation formulations [1–8]. This method works well for problems consisting of perfectly conducting or homogeneous materials, but the computational complexity increases rapidly when inhomogeneous materials are present. The computational complexity increases because a volume formulation, rather than a surface formulation, is required for inhomogeneous materials and an integral equation generates a dense system of equations. Another popular method for BOR problems is the finite difference method (FDM) [9]. This method results in a sparse matrix and hence is computationally efficient. However, it relies on rectangular, cylindrical, or spherical computational grids, making it difficult to model arbitrarily shaped geometries.

The finite element method (FEM) is an effective method both for BOR scattering and radiation problems because the FEM can remove all of the difficulties associated
with the MOM and the FDM [10–14]. For example, the FEM is much more versatile than the MOM because the same formulation is used for conducting, homogeneous, and inhomogeneous geometries. Also, the FEM always generates a sparse system of equations, which can be solved using much less computer memory and CPU time than a dense MOM matrix. Furthermore, the FEM conveniently and accurately models arbitrary shapes using triangular elements and has a great material handling capability [15–18]. As a result, the FEM has significant computational advantages for the electromagnetic problems involving an arbitrary, inhomogeneous BOR.

In both scattering and radiation problems, the main issues involving the FEM arise from two sources. First, the FEM formulation must be accurate and free of spurious modes. Second, because both problems involve an open-region domain, it is necessary to truncate the FEM mesh with an appropriate absorbing boundary condition (ABC). The mixed-basis formulation that uses vector (edge) basis functions for the transverse field components and scalar (nodal) basis functions for the angular component is accurate and free of spurious modes [13,14] and is described in Section 12.2 of this chapter. The use of cylindrical perfectly matched layers (PML) as an effective mesh truncation is the subject of Section 12.3. Numerical results to validate the method are given in Section 12.4. Section 12.5 describes an approximate method to deal with a BOR with small appendages, and finally a conclusion is given in Section 12.6.

12.2 FORMULATION

Past FEM formulations for axisymmetric problems employ either the coupled azimuth potential (CAP) formulation [9–11, 15, 16] or the three-component, node-based formulation [12]. Both formulations make use of a cylindrical \((\rho, \phi, z)\) coordinate system. In the CAP formulation, the problem is formulated in terms of the angular electric field \((E_\phi)\) and the angular magnetic field \((H_\phi)\). All other components are found in terms of \(E_\phi\), \(H_\phi\), and their derivatives. The main advantage of this formulation is that it requires approximately one-third fewer unknowns than other formulations. Further, because \(E_\phi\) and \(H_\phi\) are everywhere continuous in a rotationally symmetric problem, they can be represented by traditional node-based basis functions without the problem of spurious modes. However, an imperfect cancelation problem limits the accuracy when computing the transverse field components from \(E_\phi\) and \(H_\phi\) [19]. In the three-component, node-based formulation, the problem is formulated in terms of the entire electric field \((E)\) or the entire magnetic field \((H)\). Each component of \(E\) or \(H\) is expanded in terms of node-based, scalar basis functions. The main advantage of this formulation is that it yields all components of either the electric field or the magnetic field directly and therefore avoids the imperfect cancelation problem associated with the CAP formulation. However, the expansion scheme makes it difficult to enforce the proper boundary conditions at
material discontinuities and sharp conductor edges. This limits the kinds of material that can be conveniently considered. Further, the problem of spurious modes can be overcome only by the use of a penalty term [12], and it is difficult to choose the proper penalty factor.

The use of vector finite elements, also known as edge elements, eliminates many of the disadvantages of the three-component, node-based formulation while retaining the advantage of computing directly either the electric or the magnetic field. In the 2D FEM for axisymmetric problems, a mixed edge-node formulation is developed by expanding the transverse ($\phi, \zeta$) field components using a 2D edge (vector) basis, and expanding the angular ($\phi$) field component using a 2D nodal (scalar) basis. At a material discontinuity, this expansion scheme automatically constrains the tangential field components to be continuous without similarly constraining the normal field component. Thus, the proper, physical boundary condition is automatically satisfied at both electric and magnetic material interfaces, allowing both material types in the same problem. Further, this expansion scheme is free of spurious modes without requiring a penalty factor.

12.2.1 Problem Definition

The computational domain for a typical problem is shown in Figure 12.1. The figure shows a slice of a rotationally symmetric geometry. For an electromagnetic scattering problem, the geometry is illuminated by an incident plane wave, and for a radiation problem, it contains nonrotationally symmetric current sources that are modeled as a Fourier series. Before discussing the derivation of the FEM equations, the form of the constitutive parameters of the media is considered. As shown in Figure 12.1, the outer boundary of the mesh is lined with an absorbing PML. The PML can be conveniently interpreted as an anisotropic medium [20,21]. Using this interpretation, the constitutive parameters take the form

\[ \mathbf{\epsilon} = \epsilon_0 \epsilon_r \mathbf{I} \]

where \( \mathbf{I} \) is a diagonal tensor which can be written as

\[ \mathbf{I} = \hat{\rho} \hat{\phi} L_\rho + \hat{\phi} \hat{\rho} L_\phi + \hat{\zeta} \hat{\zeta} L_z \]

(12.2)

The tensor \( \mathbf{I} \) contains information about the PML, and except in the PML itself, \( \mathbf{I} = \mathbf{I} \) where \( \mathbf{I} \) denotes the unit dyad. Note also that in the PML, \( \mu_r = \epsilon_r = 1 \).

12.2.2 Variational Formulation

The vector wave equation, which follows from the constitutive parameters in (12.1), is given by

\[ \nabla \times \frac{1}{\mu_r} \mathbf{L}^{-1} \cdot \nabla \times \mathbf{E} - k_0^2 \epsilon_r \mathbf{L} \cdot \mathbf{E} = -jk_0 \eta_0 \mathbf{J} \]

(12.3)
Figure 12.1 Slice of a typical geometry with the PML enclosure.

where \( k_0 = \omega \sqrt{\mu_0 \varepsilon_0} \) is the free-space wave number, \( r_0 = \sqrt{\mu_0 / \varepsilon_0} \) denotes the free-space wave impedance, and \( \mathbf{J} \) represents a source current. The boundary conditions are [22]

\[
\hat{n} \times \mathbf{E} = 0 \quad \text{on } S_1 \quad (12.4)
\]
\[
\hat{n} \times (\nabla \times \mathbf{E}) = 0 \quad \text{on } S_2 \quad (12.5)
\]
\[
\frac{1}{\mu_r} \hat{n} \times \mathbf{E} - \mathbf{J} \times \hat{n} \times \mathbf{E} = 0 \quad \text{on } S_3 \quad (12.6)
\]

where \( S_1 \) denotes a perfect electric conductor (PEC) surface, \( S_2 \) denotes a perfect magnetic conductor (PMC) surface, \( S_3 \) denotes a surface with an impedance boundary condition, and \( \hat{n} \) denotes the unit normal to the surface. Note that \( S_1 + S_2 + S_3 \) makes up the surface of an impenetrable region as shown in Figure 12.1.
According to the generalized variational principle [22], the functional for this problem is written as

$$
F(E) = \frac{1}{2} \iint_V \left[ \frac{1}{\mu_r} (\nabla \times E) \cdot \nabla^{-1} (\nabla \times E) - k_0^2 \epsilon_r E \cdot \nabla \cdot E \right] dV + \frac{1}{2} \int_{S_3} \gamma_\epsilon [E \cdot E - (\hat{n} \cdot E)(\hat{n} \cdot E)] dS + jk_0\eta_0 \iint_V E \cdot J dV
$$

(12.7)

For scattering problems, the source current \( J \) is typically zero, and the excitation is a known incident plane wave. To model an incident plane wave, the known incident field (denoted \( E^i \)) is separated from the remainder of the electric field, which is denoted \( E^s \). For radiation problems, \( E^i = 0 \) and \( E^s \) is used to denote the radiated field. Thus, \( E = E^i + E^s \) is substituted into (12.7), and terms that do not depend on \( E^s \) are dropped. This yields

$$
F(E^s) = \frac{1}{2} \iint_V \left[ \frac{1}{\mu_r} (\nabla \times E^s) \cdot \nabla^{-1} (\nabla \times E^s) - k_0^2 \epsilon_r E^s \cdot \nabla \cdot E^s \right] dV + \iint_{V^sc} \left[ \frac{1}{\mu_r} (\nabla \times E^s) \cdot \nabla^{-1} (\nabla \times E^i) - k_0^2 \epsilon_r E^s \cdot \nabla \cdot E^i \right] dV + \frac{1}{2} \int_{S_3} \gamma_\epsilon [E^s \cdot E^s - (\hat{n} \cdot E^s)(\hat{n} \cdot E^s)] dS
$$

(12.8)

$$
- \int_{S_3} [E^s \cdot (\hat{n} \times \nabla \times E^i)] dS + jk_0\eta_0 \iint_V E^s \cdot J dV
$$

where \( V^{sc} \) is a penetrable region with \( \mu_r \neq 1 \) and/or \( \epsilon_r \neq 1 \), and \( S^{sc} \) is its boundary, as shown in Figure 12.1. Note that \( \hat{n} \) on \( S^{sc} \) points inside, and in the derivation of (12.8), the fact that \( \nabla \times \nabla \times E^i - k_0^2 E^i = 0 \) is used. To take advantage of the rotational symmetry of the problem, the fields and source current densities are expanded in Fourier modes as

$$
E^{i,s} = \sum_{m=-\infty}^{\infty} \left[ E^{i,s}_{l,m}(\rho, z) \hat{e} e^{jlm} + \hat{e} E^{i,s}_{l,m}(\rho, z) \hat{e} e^{jlm} \right](\rho, z)
$$

$$
J = \sum_{m=-\infty}^{\infty} \left[ J_{l,m}(\rho, z) \hat{e} e^{jlm} + \hat{e} J_{l,m}(\rho, z) \hat{e} e^{jlm} \right](\rho, z)
$$

(12.9)
The expansions in (12.9) are substituted into (12.8), and the integrations with respect to $\phi$ are then performed, yielding

$$F(E^s) = 2\pi \sum_{m=-\infty}^{\infty} F_m(E^s)$$

(12.10)

where

$$F_m(E^s) = \frac{1}{2} \int_{\Omega} \left\{ \frac{\rho}{\mu_r} \left[ \frac{1}{L_{\phi}} (\nabla \times E^s_{t,-m}) \cdot (\nabla \times E^s_{t,m}) \right] + \frac{1}{\rho} \left[ \nabla \times (\rho E^s_{\phi,-m} + j m E^s_{t,-m}) \right] \cdot \nabla^{-1} \left[ \nabla \times (\rho E^s_{\phi,m} - j m E^s_{t,m}) \right] - k_0^2 \varepsilon_r \rho \left[ E^s_{t,-m} \cdot \nabla^{-1} \left[ \nabla \times (\rho E^s_{\phi,m} + j m E^s_{t,m}) \right] \right] \right\} d\Omega$$

$$+ \int_{\Omega} \left\{ \frac{\rho}{\mu_r} \left[ (\nabla \times E^s_{t,-m}) - \frac{\dot{\phi}}{\rho} \times \left[ \nabla \times (\rho E^s_{\phi,-m} + j m E^s_{t,-m}) \right] \right] \cdot \left[ \nabla \times E^s_{t,m} + L_{\phi} E^s_{\phi,-m} E^s_{\phi,m} \right] \right\} d\Omega$$

$$+ \frac{1}{2} \int_{C_3} \gamma_{\alpha} \rho \left[ E^s_{t,-m} \cdot E^s_{t,m} - (\hat{n} \cdot E^s_{t,-m})(\hat{n} \cdot E^s_{t,m}) + E^s_{\phi,-m} E^s_{\phi,m} \right] d\ell$$

$$+ \int_{C_3} \gamma_{\alpha} \rho \left[ E^s_{t,-m} \cdot E^s_{t,m} - (\hat{n} \cdot E^s_{t,-m})(\hat{n} \cdot E^s_{t,m}) + E^s_{\phi,-m} E^s_{\phi,m} \right] d\ell$$

$$- \int_{C_{\infty}} \rho \left[ E^s_{t,-m} + \phi E^s_{\phi,-m} \right] \cdot [\hat{n} \times (\nabla \times E^s_{m})] d\ell$$

$$+ j k_0 \eta_0 \int_{\Omega} \rho \left[ E^s_{t,-m} \cdot J_{t,m} + E^s_{\phi,-m} J_{\phi,m} \right] d\Omega$$

(12.11)

in which $\Omega$ is the 2D slice of $V$, $C_3$ is the 2D slice of $S_3$, and so forth, and

$$\nabla_t = \hat{\rho} \frac{\partial}{\partial \rho} + \hat{z} \frac{\partial}{\partial z}$$

(12.12)

$$\nabla_t = \hat{\rho} \hat{\rho} L_{\rho} + \hat{z} \hat{z} L_{z}$$

(12.13)

$$\hat{\nabla}_t = \hat{\rho} \hat{\rho} L_{\rho} + \hat{z} \hat{z} L_{z}$$

(12.14)

The problem defined by (12.3)–(12.6) is now solved by seeking the stationary point of (12.10) subject to (12.4). To accomplish this task, an FEM expansion is substituted into (12.10). An appropriate FEM expansion must consider the conditions the field must satisfy at points along the $z$-axis because an improper expansion results in nonintegrable singularities in the functional. All field values must be continuous when the $z$-axis is approached along any $\phi = \text{constant line}$. The conditions along
the \( z \)-axis that ensure this are

\[
E_{\rho,0} = E_{\phi,0} = (\nabla \times \mathbf{E})_{\rho,0} = (\nabla \times \mathbf{E})_{\phi,0} = 0
\]  

(12.15)

for \( m = 0 \),

\[
E_{\rho,\pm1} = \mp j E_{\phi,\pm1}\\
(\nabla \times \mathbf{E})_{\rho,\pm1} = \mp j (\nabla \times \mathbf{E})_{\phi,\pm1}\\
E_{z,\pm1} = (\nabla \times \mathbf{E})_{z,\pm1} = 0
\]  

(12.16)

for \( m = \pm1 \), and

\[
E_{\rho,m} = E_{\phi,m} = E_{z,m} = (\nabla \times \mathbf{E})_{\rho,m} = (\nabla \times \mathbf{E})_{\phi,m} = (\nabla \times \mathbf{E})_{z,m} = 0
\]  

(12.17)

for \( |m| > 1 \). In each element of the FEM mesh, expansions which, together with a homogeneous Dirichlet condition on \( E_{\phi} \) for \( m \neq \pm1 \), satisfy these \( z \)-axis conditions are [23]

\[
E_{\phi,0}^s = \sum_{i=1}^{3} e_{\phi,i}^s N_i^c\\
E_{\phi,0}^s = \sum_{i=1}^{3} e_{\phi,i}^s N_i^e
\]  

(12.18)

for \( m = 0 \),

\[
E_{\phi,\pm1}^s = \sum_{i=1}^{3} e_{\phi,i}^s N_i^c\\
E_{\phi,\pm1}^s = \sum_{i=1}^{3} [\mp j \hat{\rho} e_{\phi,i}^s N_i^c + e_{\phi,i}^s \rho N_i^c]
\]  

(12.19)

for \( m = \pm1 \), and

\[
E_{\phi,m}^s = \sum_{i=1}^{3} e_{\phi,i}^s N_i^c\\
E_{\phi,m}^s = \sum_{i=1}^{3} e_{\phi,i}^s N_i^e
\]  

(12.20)

for \( |m| > 1 \), where \( N_i^c \) is a standard 2D nodal-element basis function, and \( N_i^e \) is a standard 2D edge-element basis function [22]. When the FEM expansions are
substituted into (12.10), a system of the form

\[ F(E^m) = \sum_{m=-\infty}^{\infty} \left( \frac{1}{2} \begin{bmatrix} e^m_t \\ e^m_\phi \end{bmatrix}^T \begin{bmatrix} \mathbf{A}^m_{tt} & \mathbf{A}^m_{t\phi} \\ \mathbf{A}^m_{\phi t} & \mathbf{A}^m_{\phi\phi} \end{bmatrix} \begin{bmatrix} e^m_t \\ e^m_\phi \end{bmatrix} - \begin{bmatrix} e^m_t^- \\ e^m_\phi^- \end{bmatrix}^T \begin{bmatrix} B^m_t \\ B^m_\phi \end{bmatrix} \right) \]

(12.21)

results, where \( \mathbf{A}^m_{tt} \), \( \mathbf{A}^m_{t\phi} \), \( \mathbf{A}^m_{\phi t} \), \( \mathbf{A}^m_{\phi\phi} \), \( \{B^m_t\} \), and \( \{B^m_\phi\} \) are all assembled from the elemental matrices and vectors, which are obtained directly from the substitution of (12.18)–(12.20) into (12.10). Note that \( \mathbf{A}^m_{tt} \) and \( \mathbf{A}^m_{\phi\phi} \) are symmetric and \( \mathbf{A}^m_{\phi t} = [\mathbf{A}^m_{t\phi}]^T \) so that the entire matrix in (12.21) is symmetric in addition to being sparse.

The stationary point of the functional is found by differentiating (12.21) with respect to

\[ \begin{bmatrix} e^m_t^- \\ e^m_\phi^- \end{bmatrix}^T \]

and setting the result to zero, giving systems of the form

\[ \begin{bmatrix} \mathbf{A}^m_{tt} & \mathbf{A}^m_{t\phi} \\ \mathbf{A}^m_{\phi t} & \mathbf{A}^m_{\phi\phi} \end{bmatrix} \begin{bmatrix} e^m_t \\ e^m_\phi \end{bmatrix} = \begin{bmatrix} B^m_t \\ B^m_\phi \end{bmatrix}, \quad m = 0, \pm 1, \pm 2, \ldots \]  

(12.22)

For plane wave incidence, it can be shown that

\[ E_{t,m}^i = \begin{cases} E_{t,-m}^i & \text{V-pol incidence} \\ -E_{t,-m}^i & \text{H-pol incidence} \end{cases} \]

\[ E_{\phi,m}^i = \begin{cases} -E_{\phi,-m}^i & \text{V-pol incidence} \\ E_{\phi,-m}^i & \text{H-pol incidence} \end{cases} \]

\[ (\nabla \times E_i)_{t,m} = \begin{cases} - (\nabla \times E_i)^{t,-m} & \text{V-pol incidence} \\ (\nabla \times E_i)^{t,-m} & \text{H-pol incidence} \end{cases} \]

\[ (\nabla \times E_i)_{\phi,m} = \begin{cases} (\nabla \times E_i)^{\phi,-m} & \text{V-pol incidence} \\ - (\nabla \times E_i)^{\phi,-m} & \text{H-pol incidence} \end{cases} \]

(12.23)

where V-pol and H-pol represent vertically polarized and horizontally polarized, respectively. Using (12.23) and symmetry properties of the FEM equations, it follows that

\[ \{e^m_t\} = \begin{cases} \{e^m_t^-\} & \text{V-pol incidence} \\ -\{e^m_t^-\} & \text{H-pol incidence} \end{cases} \]

\[ \{e^m_\phi\} = \begin{cases} -\{e^m_\phi^-\} & \text{V-pol incidence} \\ \{e^m_\phi^-\} & \text{H-pol incidence} \end{cases} \]

(12.24)
for all \( m \neq 0 \). When source currents are present in the problem, the Fourier series can be separated into even and odd functions of \( m \) such that a relation similar to (12.24) can be derived. Thus, the solution of the FEM equations is needed for positive numbered modes only.

### 12.2.3 Solution of the Equations

The solution of a scattering or radiation problem by the FEM involves the assembly and solution of the system of equations of the form of (12.22). As mentioned in Section 12.2.2, the matrix of (12.22) is sparse and symmetric. Also, in (12.22), the FEM matrix \( [A_m] \) is independent of the excitation of the system. Thus, if the solution is computed by matrix decomposition techniques, the decomposition of the matrix is computed only once, even if the solution corresponding to multiple excitations (for example, multiple incident angles or polarizations in a scattering problem) is required. Finally, when the unknowns are ordered according to the reverse Cuthill-McKee (RCM) ordering, the FEM matrix is highly banded. The RCM algorithm is discussed in [24], and a typical result for a case with 5,000 unknowns is shown in Figure 12.2.

The first step in solving the FEM equations is to use the RCM ordering to assemble the FEM matrix for a given mode number \( (m) \). In each row of the matrix, the first nonzero element through the diagonal element are stored in an array. This storage scheme facilitates the second step of the solution, the efficient decomposition of the matrix by a band solver. The band solver employed computes the \( LDL^T \) decomposition of the matrix using Crout decomposition techniques of \( O(NB^2) \) computational complexity, where \( N \) is the number of unknowns and \( B \) is the matrix half-bandwidth [22]. After factoring the matrix, the third solution step is to assemble an excitation vector; then, the fourth step is the solution of triangular systems using forward and back substitutions of \( O(NB) \) computational complexity. The contribution of mode \( m \) to the far-field result is then computed, and the next step is to repeat the assembly of an excitation vector, the forward and back substitutions, and the far-field calculation for each electromagnetic excitation. The final step is the repetition of the whole process for each mode number required. For scattering problems, a rule of thumb for the number of modes required is \( M_{\text{max}} = k_0 \rho_{\text{max}} \sin \theta + 6 \) [1], where \( \rho_{\text{max}} \) is the maximum radius of the scatterer. This rule of thumb is valid for \( k_0 \rho_{\text{max}} \sin \theta > 3 \). For radiation problems, the number of modes is set by the accuracy with which the Fourier series is required to represent the original source current density.

It is noteworthy that a minimum degree ordering of the unknowns, which seeks to minimize the number of nonzeros in the factored matrix, may offer improved efficiency in the matrix solution. For example, some preliminary experiments show that the matrix storage can be reduced to about half of the current banded storage. Further, the incorporation of partial pivoting into the matrix decomposition step seriously disrupts the computation by spoiling the symmetry of the matrix and increasing
Figure 12.2  Sparsity pattern of an FEM matrix with 5,000 unknowns: (a) original ordering and (b) RCM ordering [13].
12.2.4 Far-Field Calculations

The solution of the FEM equations yields the near-zone electric field in the solution domain. For scattering problems, the far-field radar cross-section (RCS) of the target is often of interest. Similarly, for radiation problems, the far-field radiation pattern is usually of interest. Thus, the electric field far from the geometry is computed from near-field values. Consider an infinitesimal dipole, located at the observation point, oriented in the \( \hat{u} \) direction, and excited such that it produces a plane wave of unit amplitude at the coordinate origin. Denoting the far-zone electric field as \( \mathbf{E}^d(\mathbf{r}) \) and the field radiated by the dipole as \( \mathbf{E}^d \), by reciprocity

\[
\mathbf{E}^d(\mathbf{r}) \cdot \hat{u} = \frac{e^{-jk_0r}}{4\pi r} \int \mathbf{E}^d \cdot (\hat{n} \times \nabla \mathbf{E}^d) + (\nabla \times \mathbf{E}^d) \cdot (\hat{n} \times \mathbf{E}^d) \, dS'
\]

(12.25)

where \( S' \) is any rotationally symmetric surface that encloses the entire non-free-space region of the geometry. The fields in (12.25) are expanded in Fourier modes as in (12.9), and the \( \phi \) integration is performed, giving

\[
\mathbf{E}^d(\mathbf{r}) \cdot \hat{u} = \frac{e^{-jk_0r}}{2r} \sum_{m=-\infty}^{\infty} j^m e^{jm\phi} \int_{C'} \rho' e^{jk_0z' \cos \theta'} \mathbf{E}^d_{-m} \cdot (\hat{n} \times \nabla \mathbf{E}^d_{m}) + (\nabla \times \mathbf{E}^d_{-m}) \cdot (\hat{n} \times \mathbf{E}^d_{m}) \, d\ell'
\]

(12.26)

where \( \theta' \) and \( \phi' \) denote the observation direction. The components of \( \mathbf{E}^d(\mathbf{r}) \) that are of interest are the vertically polarized component \( E^d_{\theta}(\mathbf{r}) \) and the horizontally polarized component \( E^d_{\phi}(\mathbf{r}) \). For \( \hat{u} = \hat{\theta} \) and \( \hat{u} = \hat{\phi} \), expressions for \( \mathbf{E}^d_{\theta m} \) and \( \nabla \times \mathbf{E}^d_{\phi m} \) are found and substituted into (12.26), giving

\[
E^d_{\theta}(\mathbf{r}) = \frac{e^{-jk_0r}}{2r} \sum_{m=-\infty}^{\infty} j^m e^{jm\phi} \int_{C'} \rho' e^{jk_0z' \cos \theta'} \left\{ (\hat{n} \times \nabla \mathbf{E}^d_{m}) \right. \\
- \frac{\rho' \cos \theta' j J_m(k_0 \rho' \sin \theta')}{- \rho' \cos \theta' \frac{m J_m(k_0 \rho' \sin \theta')}{k_0 \rho' \sin \theta'}} - \frac{\rho' \sin \theta' J_m(k_0 \rho' \sin \theta')}{- \rho' \sin \theta' \frac{m J_m(k_0 \rho' \sin \theta')}{k_0 \rho' \sin \theta'}} \\
+ \left[ \frac{\rho' j J_m(k_0 \rho' \sin \theta')}{k_0 \rho' \sin \theta'} + k_0 (\hat{n} \times \mathbf{E}^d_{m}) : \frac{\rho' m J_m(k_0 \rho' \sin \theta')}{k_0 \rho' \sin \theta'} \right] \, d\ell'
\]

(12.27)
and

\[ E_\phi^s(r) = \frac{e^{-jk_0 r}}{2r} \sum_{m=-\infty}^{\infty} j^m e^{im\phi} \int_{C'} \rho' e^{jk_0 z'} \cos \theta' \left\{ \hat{n} \times \nabla \times E_m^s \right\} \]

\[ \cdot \left[ \frac{\hat{\rho} m J_m(k_0 \rho' \sin \theta')}{k_0 \rho' \sin \theta'} - \hat{\phi} j J_m'(k_0 \rho' \sin \theta') \right] + k_0 (\hat{n} \times E_m^s) \]

\[ \cdot \left[ -\hat{\rho} \cos \theta' J_m^s(k_0 \rho' \sin \theta') + \hat{\phi} \cos \theta' j \frac{m J_m(k_0 \rho' \sin \theta')}{k_0 \rho' \sin \theta'} \right] \]

\[ + \hat{\rho} \sin \theta' j J_m(k_0 \rho' \sin \theta') \right\} d\ell' \]

(12.28)

where \( J_m(x) \) denotes the Bessel function of order \( m \) and \( J_m'(x) \) denotes the derivative of \( J_m(x) \) with respect to its argument. For scattering problems, the RCS is found from the definition

\[ \sigma = \lim_{r \to \infty} 4\pi r^2 \frac{|E_\phi^s(r)|^2}{|E_i^s(r)|^2} \]

(12.29)

The dimension of the RCS is inverse length squared, and it is commonly expressed in decibels per square meter, abbreviated dBsm.

### 12.3 CYLINDRICAL PML

Both exact and approximate FEM mesh truncations for axisymmetric problems are found in the literature. The unimoment method uses the CAP formulation with a spherical harmonic expansion for mesh truncation [11]. Although the spherical harmonic expansion is an exact mesh truncation, it requires a spherical mesh boundary. Hence, it is not efficient for arbitrarily shaped geometries. ABCs derived from the Wilcox expansion theorem are also used [9, 12]. These ABCs approximate the radiation condition, requiring the outer mesh boundary to be placed far from the geometry of interest. While some of these ABCs also require a spherical mesh boundary, others can be applied at a cylindrical boundary. However, the ABCs that can be applied at a cylindrical boundary require an increase in the FEM matrix bandwidth for accurate implementation [9].

A more recent method of mesh truncation is to line the inside of the FEM mesh with a lossy PML. A PML is an artificial medium designed such that, first, waves propagating through the PML are attenuated and, second, the reflection coefficient at the air-to-PML interface is zero for all incidence angles and all frequencies. A PML that satisfies both of these conditions is available in cylindrical coordinates [20, 21, 25]. Hence, the mesh is truncated with a cylindrical boundary, which is much more efficient for arbitrarily shaped geometries than is a spherical boundary.
Further, because any reflection from the outer mesh boundary is attenuated by the PML, any convenient boundary condition can be applied there. There is no need for an increase in the bandwidth of the FEM matrix, and the air-to-PML interface can be placed very close to the scatterer or the antenna. Although PML is an approximate mesh truncation, it can be made very accurate because reflection errors can be systematically controlled. For a more accurate mesh truncation, one needs only increase the thickness of the PML region.

12.3.1 Parameter Definitions

The diagonal tensor \( \mathbf{L} \) contains the properties of the PML. In order to effectively eliminate artificial reflections, the air-to-PML interface must be reflectionless in cylindrical coordinates, and waves that propagate through the PML must be attenuated. These conditions are satisfied when the elements of \( \mathbf{L} \) are given by [20, 21, 25]

\[
L_\phi = \frac{S_\phi \hat{\rho}}{S_\phi \rho} \quad L_\psi = \frac{S_\psi S_\rho \rho}{\hat{\rho}} \quad L_z = \frac{S_z \hat{\rho}}{S_z \rho}
\]

in which

\[
S_\rho = S_\rho(\rho) = \begin{cases} 
1 & 0 \leq \rho \leq \rho_m \\
1 - j \alpha \left( \frac{\rho - \rho_m}{t_\rho} \right)^2 & \rho > \rho_m
\end{cases}
\]

\[
S_z = S_z(z) = \begin{cases} 
1 & z_{ml} \leq z \leq z_{mu} \\
1 - j \alpha \left( \frac{z - z_{mu}}{\hat{t}_z} \right)^2 & z > z_{mu}
\end{cases}
\]

\[
\hat{\rho} = \begin{cases} 
\rho & 0 \leq \rho \leq \rho_m \\
\rho - j \alpha \left( \frac{\rho - \rho_m}{3t_\rho} \right)^3 & \rho > \rho_m
\end{cases}
\]

where \( t_\rho, t_{z\psi}, \) and \( t_{zu} \) are the PML thicknesses; \( \rho = \rho_m, z = z_{ml}, \) and \( z = z_{mu} \) are the locations of the air-to-PML interfaces (see Figure 12.1), and \( \alpha \) is a real parameter to be selected. While the air-to-PML interface is reflectionless for all incidence angles and all frequencies in continuous space, some spurious reflection results from the discretization of the FEM mesh [26]. Smaller values of \( \alpha \) lower the contrast at the air-to-PML interface, thus reducing this spurious reflection, while larger values of \( \alpha \) increase the attenuation of waves propagating through the PML. Thus, there is a trade-off in the selection of the PML loss parameter \( \alpha \).
Table 12.1  Memory and CPU Requirements (the values listed are those required to compute monostatic scattering for two polarizations and 181 incidence angles on a 44-Mflop DEC Alpha workstation).

<table>
<thead>
<tr>
<th>Target</th>
<th>Number of unknowns</th>
<th>Matrix half-bandwidth</th>
<th>Memory (Mbytes)</th>
<th>CPU time (min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ogive</td>
<td>18,429</td>
<td>197</td>
<td>13</td>
<td>25.5</td>
</tr>
<tr>
<td>Double ogive</td>
<td>15,348</td>
<td>201</td>
<td>11</td>
<td>21.3</td>
</tr>
<tr>
<td>Conesphere with gap</td>
<td>42,848</td>
<td>379</td>
<td>33</td>
<td>135.1</td>
</tr>
</tbody>
</table>

12.3.2 Systematic Error Reduction

Reflection errors from the PML are systematically reduced by keeping the thickness of the PML fixed and finding the value of $\alpha$ that produces the minimum reflection error. If this reflection error is too large for a given application, the thickness of the PML is increased and the process is repeated.

As an example, the selection of $\alpha$ is investigated by exciting a current loop in a free-space FEM mesh and examining the relative error in the fields computed by the FEM code, and by computing the far field bistatic RCS of a conducting sphere of radius $2\lambda$ and comparing to the exact Mie series result. In both cases, it is found that for a mesh length of $\lambda/20$ and a PML thickness of $0.25\lambda$, the optimum value of $\alpha$ is around $5.5 \sim 6.0$.

12.4 NUMERICAL RESULTS

A number of numerical results are presented to show the validity and capability of the mixed-element FEM technique. Results from scattering problems are presented first, and then results from radiation problems are considered. Unless otherwise stated, mesh length for each example is $\lambda/20$, and the air-to-PML interface is placed $0.25\lambda$ from the geometry.

12.4.1 Scattering

A number of Electromagnetic Code Consortium (EMCC) benchmark targets are considered, and the FEM results are compared to measurements first published in [27], where detailed descriptions of the targets are also found. To establish a reference on the capability of the code, information is presented in Table 12.1 about the memory and CPU time required to generate the monostatic scattering results for two polarizations and 181 incidence angles on a DEC Alpha workstation with an average throughput of 44 million floating point operations per second (44 Mflop). For the
EMCC benchmark targets, the mesh is truncated with a PML $0.5\lambda$ thick with $\alpha = 10$.

The first EMCC benchmark target is a metallic ogive. The ogive has a length of 25.4 cm, maximum diameter of 5.08 cm, and half-angle of $22.62^\circ$ at each tip. The monostatic RCS of the ogive at 9 GHz is computed and compared to measurements in Figure 12.3. The agreement is generally good; however, some error is observed around $15^\circ$ elevation for both polarizations. This error must be caused by errors in measurement as the target is symmetric about the $0^\circ$ elevation plane.

The second EMCC benchmark target is a metallic double ogive. The double ogive is formed by joining two different half-ogives. The top piece has a half-length of 12.7 cm, maximum diameter of 5.08 cm, and half-angle of $22.62^\circ$ at the tip; the bottom has a half-length of 6.35 cm, maximum diameter of 5.08 cm, and half-angle of $46.4^\circ$ at the tip. The computed monostatic RCS of the double ogive at 9 GHz is compared to measurements in Figure 12.4, and except for some discrepancy near the bottom of the dynamic range, the agreement is generally good.

The third EMCC benchmark is a metallic conesphere. The sphere has a radius of 7.485 cm; the cone tip has a half-angle of $7^\circ$; the cone is 60.505 cm long, and the cone is tangent to the sphere at the junction. There is a 0.635-cm-wide $\times$ 0.635-cm-deep gap located at the junction between the cone and the sphere. The monostatic RCS at 9 GHz is computed, and a comparison to measured values is shown in Figure 12.5. In computing the result for this target, portions of the mesh between the conesphere and the PML interface are coarsened to a mesh length of $X\lambda$. This reduces the number of unknowns in the problem, which becomes large because the target is over 20$\lambda$ long.

As a final example, consider the electromagnetic scattering from a spherical dielectric Luneburg lens [28], which is characterized by a permittivity profile of

$$\epsilon_r(r) = 2 - \left(\frac{r}{a}\right)^2 \quad (0 \leq r \leq a) \quad (12.34)$$

where $a$ is the radius of the lens. This lens is commonly analyzed using Fermat’s principle from geometrical optics (GO). According to the GO, when a beam of parallel rays is incident upon this lens, it is focused to a point on the other side of the lens. By reciprocity, when a point source is placed on the surface of the lens, the lens transforms the rays into parallel rays. Although the GO ray picture gives some understanding of the lens, field pictures from the FEM can improve the understanding, especially in the vicinity of the focal point, where GO fails to provide an accurate picture [29]. The bistatic scattering patterns for Luneburg lenses with diameters of $4\lambda$, $7\lambda$, and $10\lambda$ where $\lambda$ denotes the free-space electromagnetic wavelength are shown in Figure 12.6. The scattering patterns are normalized by $\pi a^2$ where $a$ is the radius of the lens, and because the patterns are symmetric, one half of the E-plane and one half of the H-plane pattern are shown on the same polar plot. Note the low level of the backscatter and the similarity between the E-plane and the H-plane patterns when the size of the lens increases, indicating the diminishing role of the
Figure 12.3  RCS of a metallic ogive at 9 GHz: (a) VV-pol; (b) HH-pol [13]. The ogive has a height of 25.4 cm (7.63λ), maximum diameter of 5.08 cm (1.53λ), and half-angle of 22.62° at each tip.
Figure 12.4  RCS of a metallic double ogive at 9 GHz: (a) VV-pol; (b) HH-pol [13]. The top piece of the double ogive has a half-height of 12.7 cm (3.8\lambda), maximum diameter of 5.08 cm (1.53\lambda), and half-angle of 22.62° at the tip; the bottom has a half-height of 6.35 cm (1.91\lambda), maximum diameter of 5.08 cm (1.53\lambda), and half-angle of 46.4° at the tip.
Figure 12.5  RCS of a metallic conesphere with a gap at 9 GHz: (a) VV-pol; (b) HH-pol [13]. The sphere has a radius of 7.485 cm (2.247λ), and the cone has a half-angle of 7° at the tip and a length of 60.505 cm (18.164λ). At the junction between the cone and the sphere, there is a 0.635-cm-wide × 0.635-cm-deep (0.19λ × 0.19λ) gap.
Figure 12.6 Normalized bistatic scattering from a Luneburg lens: (a) $4\lambda$ diameter; (b) $7\lambda$ diameter; (c) $10\lambda$ diameter [29].
Figure 12.7  Snapshot of the electric field near a 10λ-diameter Luneburg lens excited by an incident plane wave from −90° elevation [29].

field polarization. The field distribution for the 10λ case is shown in Figure 12.7, where the absolute value of the real part of the electric field is shown.

12.4.2 Radiation

To show the validity and capability of the method for radiation problems, radiation patterns from a corrugated horn antenna are computed. Waveguides and horn antennas with corrugated boundaries are extensively investigated in [30] as antennas that can radiate circularly polarized waves over a wide beamwidth and wide bandwidth. As part of the investigation, measurements on several corrugated horn antennas are presented. A diagram showing one such antenna is shown in Figure 12.8. The antenna is constructed by bolting together metal washers with thicknesses alternating between 0.07938 and 0.3175 cm. In the section of the waveguide in front of the
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Figure 12.8 Diagram of the corrugated horn antenna. Reproduced from [39].
Figure 12.9  Photo of the corrugated horn antenna. Reproduced from [30].

20° flare, the washers have inner radii of 3 and 4.8 cm, respectively. A photograph of the antenna is shown in Figure 12.9. Measurements of the radiation pattern of this antenna are given in [30] at 4.5, 5.0, 5.2, 5.5, 6.0, and 6.5 GHz. The radiation pattern is computed by the FEM at these same frequencies, and some of the FEM and measured results are shown in Figures 12.10 through 12.12. The agreement between the FEM results and the measured results is excellent. At power levels above −30 dB, note the agreement between the FEM and measurement in predicting slight offsets in the E-plane and H-plane patterns with respect to each other. The similar
Figure 12.10 Radiation pattern of the corrugated horn antenna at 4.5 GHz: (a) FEM [14]; (b) measured results reproduced from [30].
Figure 12.11  Radiation pattern of the corrugated horn antenna at 5.2 GHz: (a) FEM [14]; (b) measured results reproduced from [30].
Figure 12.12  Radiation pattern of the corrugated horn antenna at 6.0 GHz: (a) FEM [14]; (b) measured results reproduced from [30].
E-plane and H-plane patterns indicate that, when properly fed, this antenna can be used to radiate circular polarization.

The Luneburg lens, discussed in connection with the scattering examples above, exhibits interesting and useful properties as a directional radiator. It has the property that the transmitting beam can be steered by moving the antenna feed. The radiation patterns of a Hertzian dipole placed on the surface of 4λ-, 7λ-, and 10λ-diameter Luneburg lenses are shown in Figure 12.13. Clearly, the radiation pattern becomes more directive as the size of the lens increases. Note that the side lobe level is at −15 dB. The field distribution in the 10λ-diameter lens is displayed in Figure 12.14. The figure shows how a spherical wave emitted by the dipole is converted into a wave with a locally planar phase front. However, the plane wave generated by the Luneburg lens is imperfect. This is due to the split field focus observed in the Luneburg lens scattering example.

### 12.5 BOR WITH APPENDAGES

In BOR scattering problems, the computational efficiency is achieved by exploiting the rotational symmetry of the problem. The rotational symmetry is the property that allows the problem to be solved using a 2D computational method. There is, however, a class of problems in which the geometry consists of a large BOR with one or more small appendages. An example of such a problem is shown in Figure 12.15. In the geometry shown in the figure, the rotational symmetry of the problem is broken by the presence of two small fins. Thus, a 3D computational method is required to rigorously compute the electromagnetic scattering from this target. A 3D computational method is much more expensive than the BOR methods discussed in the preceding sections. Because of the increased computational complexity of a 3D method, a hybrid method is developed which allows the scattering from small appendages to be approximately combined with the scattering from a large BOR [31–34]. The rotational symmetry can then be exploited in the computation of the scattering from the large BOR.

The basis of the hybrid method is the integral equation given by

\[
\mathbf{E}(\mathbf{r}) = \mathbf{E}_{\text{BOR}}^i(\mathbf{r}) - j k_0 \eta_0 \int_{S_{\text{App}}} \mathbf{G}_{\text{BOR}}(\mathbf{r}, \mathbf{r}') \cdot \mathbf{J}(\mathbf{r}') dS'
\]

(12.35)

where \( \mathbf{E}_{\text{BOR}}^i \) represents the incident field on the appendages in the presence of the BOR, \( S_{\text{App}} \) represents the surface of the appendages, \( \mathbf{J} \) denotes the induced surface current density, and \( \mathbf{G}_{\text{BOR}} \) represents the dyadic Green’s function in the presence of the BOR. The solution of (12.35) requires the discretization of \( S_{\text{App}} \) rather than the surface of the entire object, and thus is much less computationally intensive. The incident field \( \mathbf{E}_{\text{BOR}}^i \) is calculated using the FEM. The Green’s function \( \mathbf{G}_{\text{BOR}} \) is, in general, unknown, and is here approximated by the GO [35]. The scattered field is
Figure 12.13  Radiation from a Luneburg lens excited by a Hertzian dipole: (a) $4\lambda$ diameter; (b) $7\lambda$ diameter; (c) $10\lambda$ diameter [29].
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Figure 12.14  Snapshot of the electric field near a 10\(\lambda\)-diameter Luneburg lens excited by a Hertzian dipole [29].

Figure 12.15  Example of a large BOR with small appendages.

computed using the reciprocity theorem, which gives

\[
E^\theta(r) \cdot \hat{u} = -j k_0 \frac{e^{-j k_0 r}}{4\pi r} \iint_{S_{app}} E_{BOR}(r') \cdot J(r') dS' \tag{12.36}
\]
where $\mathbf{E}_{\text{BOR}}$ is the field radiated by the dipole in the presence of the large BOR. Recall that this field can be computed by the FEM. In fact, when backscattering is being computed, $\mathbf{E}_{\text{BOR}}$ is the same as $\mathbf{E}_{\text{BOR}}$ that is used in (12.35).

The validity of the hybrid technique is tested by computing the scattering from a metallic cylinder with four wings. The scattering is compared with computations from the Fast Illinois Solver Code (FISC) [36], which is an MOM program that uses a multilevel fast multipole algorithm to speed up the matrix solution. The cylinder considered has a radius of $1.25\lambda$ and height of $5\lambda$, where $\lambda$ is the free-space electromagnetic wavelength. The attached wings are $1\lambda \times 0.5\lambda \times 0.025\lambda$. The monostatic RCS is shown in Figure 12.16, where the agreement between FISC and the hybrid method is rather good.

### 12.6 CONCLUSION

The FEM with the mixed edge-node formulation and cylindrical PML is efficient, accurate, and flexible in solving both BOR scattering problems and axisymmetric radiation problems. Rotational symmetry allows these 3D problems to be solved using a 2D numerical method. The mixed edge-node formulation expands the transverse field component using an edge-based vector basis and the angular field component using a node-based scalar basis. This expansion scheme allows easy treatment of boundary conditions on both material interfaces and conductor edges, and makes the method free of spurious solutions. In addition, the FEM has very flexible material handling capabilities, and an FEM mesh of triangular elements easily conforms to arbitrary geometries. The use of PML for FEM mesh truncation also permits an efficient computational domain for almost any problem geometry. Further, PML can be made very accurate so it can be placed near the problem geometry, and by changing the PML thickness and loss parameter, reflection errors can be systematically reduced.

This chapter shows the efficiency and accuracy of the mixed edge-node FEM with cylindrical PML for BOR scattering and axisymmetric radiation problems. This is done by first developing the FEM equations and showing that the resulting system of equations is sparse, symmetric, and efficiently solved using banded matrix techniques. It is further seen that PML mesh truncation requires no special handling during the matrix solution process. After developing the FEM equations, numerical examples are presented which show that the FEM agrees very well with benchmark measured results. Additional numerical results show that the method can handle realistic-size radar targets and antennas. The method can be hybridized with an MOM to approximately deal with BORs with small appendages.
Figure 12.16 RCS of a metallic cylinder with four wings: (a) VV-pol; (b) HH-pol. The cylinder has a radius of $1.25\lambda$ and height of $5\lambda$, and the wings are $1\lambda \times 0.5\lambda \times 0.025\lambda$. 
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Hybridization in Computational Electromagnetics

Jian-Ming Jin and Jian Liu

13.1 INTRODUCTION

The word “hybridization” in computational electromagnetics refers to the procedure of combining two or more different numerical or asymptotic methods to expand their capabilities and enhance their efficiency in handling large-scale, complex electromagnetic problems. The resulting numerical tools are often referred to as hybrid techniques.

The need for hybridization arises from practical problems that are usually so large and so complex that no single numerical or asymptotic method can provide an accurate and efficient solution. Consider the problem of electromagnetic scattering from a realistic airplane as an example (Figure 13.1). The airplane is not only electrically very large, but also contains many small features that contribute significantly to its overall backscatter radar cross-section (RCS). For instance, it has a radome, made of a frequency selective surface, at its nose, and behind the radome there is a slot array antenna. It has one or two engine inlets, which are often deep and terminated with rotating engine blades. The airplane’s surface has many small gaps/grooves formed by imperfect connections of panels, and there are many antennas used for a variety of different purposes. To reduce the RCS, some portions of the surface are coated with
radar absorbing materials (RAMs). Because of these complex structures, the ray-based high-frequency asymptotic methods cannot provide accurate results for the RCS prediction, and because of its electrically large size, numerical methods are simply too time-consuming and memory-intensive for any existing powerful supercomputers. However, if all the small features on the airplane can be removed (with the radome and RAMs replaced by perfectly conducting surfaces, the inlets and gaps filled with perfect conductors, and the antennas removed), the airplane would become a simple large object with conducting surfaces. It is well known that the RCS of such an object can be calculated very efficiently and accurately using a ray-based high-frequency asymptotic method. Furthermore, if the scattering of each individual small feature can be characterized using a suitable numerical method and then added to the scattering of the large object with their major interactions included, the RCS of the airplane can be predicted efficiently with reasonable accuracy. This example clearly demonstrates the importance of hybridization for large-scale, complex problems.

There are two classes of hybrid techniques. The first combines different numerical methods to form a more powerful hybrid numerical technique. For example, the finite element method (FEM) [1–3] is known for its excellent capability to model arbitrary geometries and ability to deal with complex inhomogeneous materials. Its system matrix is sparse, which leads to a very low computational complexity. However, the method is not suited for open-region problems because it cannot incorporate the radiation condition efficiently. To use the FEM for open-region problem, one has to discretize a large region truncated using an approximate boundary condition. On the other hand, the method of moments (MOM) [4–7] based on integral equations

![Illustration of a typical airplane.](image)
is very well suited for dealing with open-region problems because integral equations are formulated using appropriate Green’s functions that incorporate the radiation conditions. As a result, the discretization is limited to either the surface or the volume of the object. However, because of the use of Green’s functions, the MOM produces a fully populated, dense matrix, which is very expensive to store and solve. This is especially true for an inhomogeneous object that requires a volume discretization. Therefore, given an inhomogeneous volumetric object, an ideal solution would be to use the FEM to formulate the solution inside the object and to use the MOM to formulate the solution outside the object. Such a combination would give an accurate and efficient solution to the problem.

The second class of hybrid techniques combines a numerical method (such as the FEM and MOM) with an asymptotic method to deal with very large objects with small features. The example of Figure 13.1 has clearly illustrated its importance. The asymptotic method can range from simple geometrical optics (GO) and physical optics (PO) to more complicated geometrical theory of diffraction (GTD), uniform theory of diffraction (UTD), physical theory of diffraction (PTD), and uniform asymptotic theory (UAT) [8–13]. One very practical asymptotic method is the shooting-and-bouncing-ray (SBR) method [14–17], which combines the GO, PO, and some useful features of the GTD and UTD. Two practically very important problems that can be handled by this class of hybrid techniques are (1) scattering by large bodies having small features such as cracks, cavities, and conformal antennas on their surfaces, and (2) scattering by large bodies with small protruding objects.

In this chapter, we describe several hybrid techniques to demonstrate the basic principles, formulations, and power of hybrid techniques. The first combines the FEM and an absorbing boundary condition (ABC) [18–24] for an approximate analysis of scattering by an arbitrary object. The second combines the FEM and a boundary integral equation (BIE) for a more accurate analysis of scattering by a complex volumetric object [25–40]. The third is a recently developed novel hybridization of the FEM and BIE, which can be considered as an improvement of the hybrid FEM/ABC and FEM/BIE techniques [41]. It is based on a concept called adaptive absorbing boundary condition (AABC) derived iteratively from BIE [42–45]. The fourth is the hybrid FEM/SBR technique for scattering by a large object with small indentations such as cracks, gaps, and cavities [46,47]. The fifth is the hybrid MOM/SBR technique for scattering by a large object with small protrusions [48–50].

13.2 HYBRID FEM/ABC TECHNIQUE

This section describes an approximate analysis of scattering problems using the FEM. Its main purpose is to describe the basic formulation of the FEM to facilitate the presentation of the hybrid FEM/BIE, FEM/AABC, and FEM/SBR techniques. Of
course, the approximate method itself is also useful for problems that do not require an exact solution.

13.2.1 Problem Statement

The problem to be considered is that of electromagnetic scattering by a free-standing arbitrarily shaped object in free space. The permittivity and permeability of the object are denoted by $\varepsilon$ and $\mu$; they revert to their free-space values $\varepsilon_0$ and $\mu_0$ outside the object. Since in this case the solution domain is the entire infinite space and the FEM is only applicable to a finite domain, we must first truncate the solution domain into a finite domain. This can be done by introducing an artificial surface $S$ to enclose the scatterer (Figure 13.2). The electric field inside $S$ satisfies Maxwell’s equations, which lead to the second-order vector wave equation

$$\nabla \times \left( \frac{1}{\mu_r} \nabla \times \mathbf{E} \right) - k_0^2 \varepsilon_r \mathbf{E} = 0 \quad \text{in} \quad V \quad (13.1)$$

where $V$ denotes the volume enclosed by $S$. In the above, $\varepsilon_r = \varepsilon / \varepsilon_0, \mu_r = \mu / \mu_0$, and $k_0$ is the free-space wave number. To uniquely define the boundary-value problem, a boundary condition has to be prescribed on $S$. Assuming that $S$ is placed sufficiently far away from the scatterer, the scattered field $\mathbf{E}^{\text{scat}}$ satisfies approximately the Sommerfeld radiation condition

$$n \cdot (\nabla \times \mathbf{E}^{\text{scat}}) + jk_0 n \times (n \times \mathbf{E}^{\text{scat}}) = 0 \quad \text{on} \quad S \quad (13.2)$$

where $n$ denotes the outward normal unit vector. Since $\mathbf{E}^{\text{scat}} = \mathbf{E} - \mathbf{E}^{\text{inc}}$ where $\mathbf{E}^{\text{inc}}$ denotes the incident field, (13.2) can be written as

$$n \times (\nabla \times \mathbf{E}) + jk_0 n \times (n \times \mathbf{E}) = \mathbf{U} \quad \text{on} \quad S \quad (13.3)$$

where $\mathbf{U} = n \times (\nabla \times \mathbf{E}^{\text{inc}}) + jk_0 n \times (n \times \mathbf{E}^{\text{inc}})$.

13.2.2 Finite Element Analysis

One of the approaches to formulate FEM is to start from the variational expression. In accordance with the variational principle, the solution to the boundary-value problem defined by (13.1) and (13.3) can be obtained by solving the equivalent variational problem

$$\delta F(\mathbf{E}) = 0 \quad (13.4)$$

where $F$ denotes the functional given by

$$F(\mathbf{E}) = \frac{1}{2} \iiint_V \left[ \frac{1}{\mu_r} (\nabla \times \mathbf{E}) \cdot (\nabla \times \mathbf{E}) - k_0^2 \varepsilon_r \mathbf{E} \cdot \mathbf{E} \right] dV$$

$$+ \iint_S \left[ \frac{jk_0}{2} (n \times \mathbf{E}) \cdot (n \times \mathbf{E}) + \mathbf{E} \cdot \mathbf{U} \right] dS \quad (13.5)$$
This variational expression can be derived from (13.1) and (13.3) using the generalized variational principle described in [2]. It can also be proven by taking the first variation of the functional $F$. Here, we take the second approach to better understand the nature of the variational solution to (13.4).

Taking the first variation of (13.5), one obtains

$$
\delta F(E) = \iiint_V \left[ \frac{1}{\mu_r} (\nabla \times E) \cdot (\nabla \times \delta E) - k_0^2 \varepsilon_r \cdot \delta E \right] dV \\
+ \iint_S \left[ j k_0 (\hat{n} \times E) \cdot (\hat{n} \times \delta E) + \delta E \cdot \mathbf{U} \right] dS \quad (13.6)
$$

Application of the vector identity

$$
\frac{1}{\mu_r} (\nabla \times E) \cdot (\nabla \times \delta E) = \nabla \cdot \left[ \delta E \times \left( \frac{1}{\mu_r} (\nabla \times E) \right) \right] + \delta E \cdot \nabla \times \left( \frac{1}{\mu_r} \nabla \times E \right) 
$$

yields

$$
\delta F(E) = \iiint_V \left[ \nabla \times \left( \frac{1}{\mu_r} \nabla \times E \right) - k_0^2 \varepsilon_r \cdot \delta E \right] \cdot \delta E \ dV \\
+ \iiint_V \nabla \cdot \left[ \delta E \times \left( \frac{1}{\mu_r} (\nabla \times E) \right) \right] dV \\
+ \iint_S \left[ j k_0 (\hat{n} \times E) \cdot (\hat{n} \times \delta E) + \delta E \cdot \mathbf{U} \right] dS \quad (13.8)
$$
Using the divergence theorem, one has
\[
\iiint_V \nabla \cdot \left[ \delta \mathbf{E} \times \frac{1}{\mu_r} (\nabla \times \mathbf{E}) \right] \, dV = \iint_S [\delta \mathbf{E} \times (\nabla \times \mathbf{E})] \cdot \hat{n} \, dS = -\iint_S [\hat{n} \times (\nabla \times \mathbf{E})] \cdot \delta \mathbf{E} \, dS \quad (13.9)
\]
where \(1/\mu_r\) is dropped from the right-hand side since \(\mu_r = 1\) on \(S\). Substituting this into (13.8), one obtains
\[
\delta F(\mathbf{E}) = \iiint_V \left[ \nabla \times \left( \frac{1}{\mu_r} \nabla \times \mathbf{E} \right) - k_0^2 \epsilon_r \mathbf{E} \right] \cdot \delta \mathbf{E} \, dV
- \iint_S \left[ \hat{n} \times (\nabla \times \mathbf{E}) + j k_0 \hat{n} \times (\hat{n} \times \mathbf{E}) - \mathbf{U} \right] \cdot \delta \mathbf{E} \, dS \quad (13.10)
\]
Since \(\delta \mathbf{E}\) is an arbitrary variation, the necessary condition for \(\delta F(\mathbf{E}) = 0\) is that
\[
\nabla \times \left( \frac{1}{\mu_r} \nabla \times \mathbf{E} \right) - k_0^2 \epsilon_r \mathbf{E} = 0 \quad \text{in } V \quad (13.11)
\]
\[
\hat{n} \times (\nabla \times \mathbf{E}) + j k_0 \hat{n} \times (\hat{n} \times \mathbf{E}) = \mathbf{U} \quad \text{on } S \quad (13.12)
\]
which are recognized as the original vector wave equation and the boundary condition that define the boundary-value problem.

Having established the equivalence between the original boundary-value problem and the variational problem, we now consider the solution of the variational problem using the FEM. The first step of FEM is to subdivide the solution domain into small elements such as tetrahedral elements. We then construct basis functions for each element to represent the electric field \(\mathbf{E}\) within the element. Many types of basis functions have been developed in the past. It is found that for vector electric and magnetic fields, the best choice is to use the vector basis functions that can guarantee the continuity of the tangential component of the represented field [51–56]. Once the basis functions are constructed, the field in the entire volume \(V\) can be expressed as
\[
\mathbf{E} = \sum_{i=1}^{N} E_i \mathbf{N}_i \quad (13.13)
\]
where \(\mathbf{N}_i\) denotes the basis function associated with the unknown expansion coefficient \(E_i\) and \(N\) denotes the total number of such basis functions.

Substituting (13.13) into (13.5), one obtains
\[
F = \frac{1}{2} \{E\}^T [K] \{E\} - \{E\}^T \{b\} \quad (13.14)
\]
where \( \{E\} = \{E_1, E_2, \ldots, E_N\}^T \) denotes a column vector, \([K]\) is a symmetric square matrix with the elements given by

\[
K_{ij} = \iiint_V \left[ \frac{1}{\mu r} (\nabla \times \mathbf{N}_i) \cdot (\nabla \times \mathbf{N}_j) - k_0^2 \varepsilon \mathbf{N}_i \cdot \mathbf{N}_j \right] dV + jk_0 \iint_S (\hat{n} \times \mathbf{N}_i) \cdot (\hat{n} \times \mathbf{N}_j) dS \tag{13.15}
\]

and finally, \( \{b\} \) is a column vector with the elements given by

\[
b_i = -\iint_S \mathbf{N}_i \cdot \mathbf{U} dS \tag{13.16}
\]

Clearly, the functional \( F \) is now a quadratic function of \( E_i \). It is well known that the necessary condition for \( F = 0 \) is that

\[
\frac{\partial F}{\partial E_i} = 0 \quad (i = 1, 2, \ldots, N) \tag{13.17}
\]

When this is applied to (13.14), one obtains the matrix equation

\[
[K] \{E\} = \{b\} \tag{13.18}
\]

The solution of this matrix equation yields the numerical values of the expansion coefficients, from which the electric field everywhere can be calculated from (13.13).

The FEM described above has several important advantages. First, it can model arbitrarily shaped geometries. Theoretically, there is no limitation on the complexity of geometries to be modeled provided that the solution domain can be subdivided or meshed into small elements. Of course, in reality most mesh generators have a limited capability, which is often the bottleneck for the application of the FEM. Second, the FEM can easily handle inhomogeneous and anisotropic materials, which is important because of the widespread use of materials in engineering applications. Third, the method can be implemented easily on computers, and general-purpose computer codes can be developed for different electromagnetics problems. Fourth, and probably most important, the FEM matrix is symmetric and sparse; hence, it can be generated, stored, and solved very efficiently. The symmetry of the matrix \([K]\) can be seen easily from (13.15). The sparsity of the matrix can be recognized from the local nature of \( \mathbf{N}_i \) and \( \mathbf{N}_j \). Since \( \mathbf{N}_i \) and \( \mathbf{N}_j \) are formed by the basis functions defined over each element, they overlap with each other (thus, leading to a nonzero \( K_{ij} \)) only when they belong to the same element or the neighboring elements that share a common edge. As a result, \( K_{ij} \) is always zero when \( \mathbf{N}_i \) and \( \mathbf{N}_j \) do not belong to the same element or the neighboring elements that share a common edge. No matter how large the solution domain or what the size of \([K]\), each row and column of \([K]\) contains only a few nonzero elements. Hence, the memory required to
store $[K]$ is $O(N)$ and the computational cost to generate $[K]$ and perform a matrix product of $[K]$ with a vector is also $O(N)$, where $N$ denotes the dimension of $[K]$. This property allows the simulation of a very large electromagnetic problem that may require millions of unknowns from its numerical discretization.

It is evident that the FEM is most suited for a bounded problem with a finite solution domain. In that kind of problem, the differential equation and boundary conditions are often defined accurately and the only error in the FEM solution would be the numerical error introduced by the FEM discretization. However, for scattering problems, the solution obtained using an ABC is approximate, and to reduce its error, the truncation surface must be placed at some distance away from the scatterer and must have a convex shape so that it does not intercept multiple bounces of the scattered field. These two constraints on the truncation surface result in a large computational domain, which not only produces more unknowns, but also requires a finer mesh to suppress the dispersion error of the FEM solution [57]. Even when the truncation surface is placed sufficiently far away from the scatterer, the solution accuracy is still unpredictable because of its dependence on many factors such as the incidence angle and polarization of the excitation and the shape and material composition of the scatterer. Although in general the solution accuracy can be improved using a higher-order ABC [21–24], a method has yet to appear that can quantify and subsequently control the accuracy of the final solution.

### 13.2.3 Numerical Results

We consider the scattering by a finite circular conducting cylinder having a length of $10\lambda$ and a diameter of $2\lambda$, where $\lambda$ denotes the free-space wavelength. The truncation surface is placed $0.4\lambda$ away from the scatterer’s surface. The backscatter RCS calculated by the FEM/ABC method is compared to the more accurate MOM calculation in Figure 13.3. The comparison shows that the FEM/ABC result agrees generally with the MOM solution; however, there is about 5-dB error in the low RCS region.

### 13.3 HYBRID FEM/BIE TECHNIQUE

As stated in the preceding section, the ABC for scattering analysis is approximate, which produces a solution with an unpredictable accuracy, and to use the ABC the truncation surface must be placed sufficiently far away from the scatterer. In this section, we describe a method that can alleviate these two disadvantages. This method replaces the ABC with the exact BIE representation for the field outside the truncation surface. Since the BIE is exact, the truncation surface can be placed as close to the scatterer as possible and it can take an arbitrary shape.
Figure 13.3  Monostatic RCS of a conducting cylinder having a length of $10\lambda$ and a diameter of $2\lambda$: (a) HH-polarization; (b) VV-polarization.
13.3.1 Formulation

Consider the problem of electromagnetic wave scattering by an arbitrarily shaped, inhomogeneous body characterized by relative permittivity and permeability \((\varepsilon_r, \mu_r)\). To solve this problem using the FEM/BIE method, we first introduce an artificial surface \(S\) (which can be the surface of the body) to enclose the body and divide the problem into an interior and an exterior one. The field inside \(S\) satisfies the vector wave equation (13.1). On the truncation surface \(S\), we assume a boundary condition

\[
\hat{n} \times \left( \frac{1}{\mu_r} \nabla \times \mathbf{E} \right) = -j k_0 \hat{n} \times \mathbf{H}
\]  

which comes from one of Maxwell’s equations, where \(\mathbf{H} = \eta_0 \mathbf{H}\) and \(\eta_0\) is the free-space wave impedance. The boundary-value problem defined by (13.1) and (13.19) can be formulated into an equivalent variational problem with the functional

\[
F(\mathbf{E}) = \frac{1}{2} \int \int_V \left[ \frac{1}{\mu_r} (\nabla \times \mathbf{E}) \cdot (\nabla \times \mathbf{E}) - k_0^2 \varepsilon_r \mathbf{E} \cdot \mathbf{E} \right] dV + j k_0 \int_S (\mathbf{E} \times \mathbf{H}) \cdot \hat{n} \; dS
\]

This functional can be discretized using the FEM described in the preceding section. Since in this case, \(\mathbf{H}\) is unknown, we expand it using the vector basis functions defined for the surface elements on \(S\):

\[
\mathbf{H} = \sum_{i=1}^{N_S} \tilde{H}_i \mathbf{N}_i^S
\]

where \(\mathbf{N}_i^S\) denotes the surface vector basis function associated with the unknown expansion coefficient \(\tilde{H}_i\) and \(N_S\) denotes the total number of such basis functions. Following the standard procedure, we obtain the matrix equation

\[
\begin{bmatrix}
K_{VV} & K_{VS} & 0 \\
K_{SV} & K_{SS} & B_{SS}
\end{bmatrix}
\begin{bmatrix}
E_V \\
E_S \\
\tilde{H}_S
\end{bmatrix}
= \begin{bmatrix}
0 \\
0
\end{bmatrix}
\]  

(13.22)

where \(\{E_V\}\) is a vector containing the discrete electric fields inside \(V\), \(\{E_S\}\) and \(\{\tilde{H}_S\}\) are the vectors containing the discrete electric and magnetic fields on \(S\), respectively. Furthermore, \([K_{VV}],[K_{VS}],[K_{SV}],[K_{SS}],[B_{SS}]\) are sparse matrices and, in particular, \([K_{VV}]\) and \([K_{SS}]\) are symmetric and \([K_{VS}] = [K_{SV}]^T\). For the convenience of description, we assumed that for the electric field, the interior unknowns are numbered first and then the unknowns on the surface \(S\).

Equation (13.22) cannot be solved unless a relation between \(\{E_S\}\) and \(\{\tilde{H}_S\}\) is established. Such a relation is provided by BIE for the exterior field. Outside \(S\), the
field $E$ satisfies the vector wave equation

$$\nabla \times \nabla \times E(r) - k_0^2 E(r) = -j k_0 \eta_0 J_i(r) \quad r \in V_\infty$$  \hspace{1cm} (13.23)

where $J_i$ denotes the electric current density of the source that produces the incident field and $V_\infty$ denotes the exterior region.

To derive an integral equation for $E$ and $H$, we introduce the three-dimensional, free-space dyadic Green’s function $G_{eo}$ that satisfies the vector equation

$$\nabla \times [\nabla \times G_{eo}(r, r')] - k_0^2 G_{eo}(r, r') = I_0(r - r')$$  \hspace{1cm} (13.24)

and the Sommerfeld radiation condition. This function has a well-known solution [58]

$$G_{eo}(r, r') = \left( I - \frac{1}{k_0^2} \nabla \nabla' \right) g(r, r')$$ \hspace{1cm} (13.25)

with

$$g(r, r') = \frac{e^{-j k_0|r - r'|}}{4\pi|r - r'|}$$ \hspace{1cm} (13.26)

Next, we make use of the vector-dyadic Green’s second identity [59]

$$\iiint_{V_o} [(\nabla \times \nabla \times A) \cdot \nabla - \nabla \cdot (\nabla \times \nabla D)] dV = \iint_{S_o} (\hat{n} \times A) \cdot (\nabla \times \nabla D) + (\hat{n} \times \nabla A) \cdot \nabla D dS$$  \hspace{1cm} (13.27)

where $V_o$ is an arbitrary volume enclosed by $S_o$. By letting $V_o = V_\infty$, $A = E$, and $D = G_{eo}$ in (13.27), we find

$$E(r) = E^{inc}(r)$$

$$+ \iint_S \left[ \nabla \times G_{mo}(r, r') \cdot \hat{n}' \times E(r') \right] - j k_0 \nabla \times G_{eo}(r, r') \cdot \hat{n}' \times H(r') dS'$$ \hspace{1cm} (13.28)

where

$$G_{mo}(r, r') = \nabla \times G_{eo}(r, r') = \nabla g(r, r') \times \hat{I}$$ \hspace{1cm} (13.29)

and

$$E^{inc}(r) = -j k_0 \eta_0 \iiint_{V_i} G_{eo}(r, r') \cdot J_i(r') dV'$$ \hspace{1cm} (13.30)
which represents the electric field produced by $J_i$ in the infinite space without the object, where $V_s$ denotes the volume occupied by $J_i$. Similarly, we obtain

$$\mathbf{H}(\mathbf{r}) = \mathbf{H}^{inc}(\mathbf{r}) + \oint_S \{ \mathbf{G}_{m0}(\mathbf{r}, \mathbf{r}') \cdot \hat{n} \times \mathbf{H}(\mathbf{r}') \} + j k_0 \mathbf{G}_{e0}(\mathbf{r}, \mathbf{r}') \cdot [\hat{n} \times \mathbf{E}(\mathbf{r}')] \, dS'$$

$$\mathbf{r} \in V_\infty$$

(13.31)

where

$$\mathbf{H}^{inc}(\mathbf{r}) = \eta_0 \iiint_{V_\infty} \mathbf{G}_{m0}(\mathbf{r}, \mathbf{r}') \cdot J_i(\mathbf{r}') dV'$$

(13.32)

which represents the magnetic field produced by $J_i$ in the infinite space without the object.

To write (13.28) and (13.31) in compact form and in terms of more familiar scalar Green’s function, we define the operators

$$\mathbf{L}(\mathbf{X}) = j k_0 \iiint_S \left[ \mathbf{X}(\mathbf{r}') g(\mathbf{r}, \mathbf{r}') + \frac{1}{k_0^2} \nabla' \cdot \mathbf{X}(\mathbf{r}') \nabla' g(\mathbf{r}, \mathbf{r}') \right] dS'$$

(13.33)

$$\mathbf{K}(\mathbf{X}) = \iint_S \mathbf{X}(\mathbf{r}') \times \nabla g(\mathbf{r}, \mathbf{r}') \, dS'$$

(13.34)

and introduce the equivalent surface currents

$$\mathbf{J}_s = \hat{n} \times \mathbf{H} = \eta_0 \hat{n} \times \mathbf{H} \quad \mathbf{M}_s = \mathbf{E} \times \hat{n}.$$ 

(13.35)

As a result, (13.28) and (13.31) can be written as

$$\mathbf{E}(\mathbf{r}) = \mathbf{E}^{inc}(\mathbf{r}) - \mathbf{L}(\mathbf{J}_s) + \mathbf{K}(\mathbf{M}_s) \quad \mathbf{r} \in V_\infty$$

(13.36)

and

$$\mathbf{H}(\mathbf{r}) = \mathbf{H}^{inc}(\mathbf{r}) - \mathbf{K}(\mathbf{J}_s) - \mathbf{L}(\mathbf{M}_s) \quad \mathbf{r} \in V_\infty$$

(13.37)

These two equations provide the foundation to derive integral equations for $\mathbf{J}_s$ and $\mathbf{M}_s$. Taking the cross product of these with $\hat{n}$ and letting $\mathbf{r}$ approach $S$, we have

$$-\frac{1}{2} \mathbf{M}_s(\mathbf{r}) + \hat{n} \times \mathbf{L}(\mathbf{J}_s) - \hat{n} \times \mathbf{K}(\mathbf{M}_s) = \hat{n} \times \mathbf{E}^{inc}(\mathbf{r}) \quad \mathbf{r} \in S$$

(13.38)

$$\frac{1}{2} \mathbf{J}_s(\mathbf{r}) + \hat{n} \times \mathbf{K}(\mathbf{J}_s) + \hat{n} \times \mathbf{L}(\mathbf{M}_s) = \hat{n} \times \mathbf{H}^{inc}(\mathbf{r}) \quad \mathbf{r} \in S$$

(13.39)

where $\mathbf{K}$ is the same integral as in (13.34), except that the singular point $\mathbf{r} = \mathbf{r}'$ is now removed. Equation (13.38) is known as the electric field integral equation (EFIE) and (13.39) is called the magnetic field integral equation (MFIE).
Any of the EFIE and MFIE can be used to obtain a relation between $\mathbf{J}_s$ and $\mathbf{M}_s$, which can be discretized to give a relation between $\{E_S\}$ and $\{H_S\}$. However, for a given $S$, $L$ and $K$ can be singular at certain frequencies when the exterior medium is lossless. Consequently, both EFIE and MFIE may give an erroneous solution at these frequencies. This is known as the problem of interior resonance [7] and the singular frequencies correspond to the resonant frequencies of a cavity formed by filling the interior of $S$ with the exterior medium. To eliminate this problem, we can combine (13.38) and (13.39) to find

$$\sigma \mathbf{n} \times \left[ \mathbf{n} \times \mathbf{L} \left( \mathbf{J}_s \right) - \frac{1}{2} \mathbf{M}_s - \mathbf{n} \times \mathbf{K} \left( \mathbf{M}_s \right) \right]$$

$$+ (1 - \sigma) \left[ \frac{1}{2} \mathbf{J}_s + \mathbf{n} \times \mathbf{K} \left( \mathbf{J}_s \right) + \mathbf{n} \times \mathbf{L} \left( \mathbf{M}_s \right) \right]$$

$$= \sigma \mathbf{n} \times \mathbf{n} \times \mathbf{E}^{\text{inc}} \left( \mathbf{r} \right) + (1 - \sigma) \mathbf{n} \times \mathbf{H}^{\text{inc}} \left( \mathbf{r} \right) \quad \mathbf{r} \in S$$

which is known as the combined field integral equation (CFIE) [60,61]. This combination results in an integral operator corresponding to that for a cavity with a resistive wall whose resonant frequencies are complex. As a result, it cannot be singular for a real frequency. The combination parameter $\sigma$ is usually chosen anywhere between 0.2 and 0.8.

To discretize (13.40), we can expand $\mathbf{J}_s$ and $\mathbf{M}_s$ as

$$\mathbf{J}_s = \sum_{i=1}^{N_S} \mathbf{J}_i \mathbf{g}_i$$

$$\mathbf{M}_s = -\sum_{i=1}^{N_S} \mathbf{E}_i \mathbf{g}_i$$

where $\mathbf{g}_i$ denote the vector basis functions that are related to $\mathbf{N}_i^S$ in (13.21) by

$$\mathbf{g}_i = \mathbf{n} \times \mathbf{N}_i^S$$

Substituting (13.41) and (13.42) into (13.40), we obtain

$$\sum_{j=1}^{N_S} \mathbf{H}_j \left\{ \sigma \mathbf{n} \times [\mathbf{n} \times \mathbf{L} (\mathbf{g}_j)] + (1 - \sigma) \left[ \frac{1}{2} \mathbf{g}_j + \mathbf{n} \times \mathbf{K} (\mathbf{g}_j) \right] \right\}$$

$$+ \sum_{j=1}^{N_S} \mathbf{E}_j \left\{ \sigma \mathbf{n} \times \left[ \frac{1}{2} \mathbf{g}_j + \mathbf{n} \times \mathbf{K} (\mathbf{g}_j) \right] - (1 - \sigma) \mathbf{n} \times \mathbf{L} (\mathbf{g}_j) \right\}$$

$$= \sigma \mathbf{n} \times \mathbf{n} \times \mathbf{E}^{\text{inc}} \left( \mathbf{r} \right) + (1 - \sigma) \mathbf{n} \times \mathbf{H}^{\text{inc}} \left( \mathbf{r} \right) \quad \mathbf{r} \in S$$

To convert this into a matrix equation, we choose a set of testing functions $\mathbf{t}_i$ to obtain

$$[P_{S,S}] \{E_S\} + [Q_{S,S}] \{H_S\} = \{b_S\}$$

(13.45)
where \([P_{SS}]\) and \([Q_{SS}]\) are square matrices with the elements given by

\[
[P_{SS}]_{ij} = \int_S t_i \cdot \left\{ \alpha \hat{n} \times \left[ \frac{1}{2} \mathbf{g}_j + \hat{n} \times \hat{\mathbf{K}}(\mathbf{g}_j) \right] - (1 - \alpha)\hat{n} \times \mathbf{L}(\mathbf{g}_j) \right\} dS
\]

(13.46)

\[
[Q_{SS}]_{ij} = \int_S t_i \cdot \left\{ \alpha \hat{n} \times [\hat{n} \times \mathbf{L}(\mathbf{g}_j)] + (1 - \alpha) \left[ \frac{1}{2} \mathbf{g}_j + \hat{n} \times \hat{\mathbf{K}}(\mathbf{g}_j) \right] \right\} dS
\]

(13.47)

and \(\{b_S\}\) is a column vector with the elements given by

\[
{b_S}_i = \int_S t_i \cdot \left\{ \alpha \hat{n} \times [\hat{n} \times \mathbf{E}^{\text{inc}}] + (1 - \alpha)\hat{n} \times \mathbf{H}^{\text{inc}} \right\} dS
\]

(13.48)

From the expressions of \(\mathbf{L}\) and \(\mathbf{K}\), it is clear that \(\mathbf{g}_i\) is a good testing function for \(\mathbf{L}(\mathbf{g}_j)\) and a poor testing function for \(\mathbf{K}(\mathbf{g}_j)\). On the other hand, \(\hat{n} \times \mathbf{g}_i\) is a good testing function for \(\mathbf{K}(\mathbf{g}_j)\) and a poor testing function for \(\mathbf{L}(\mathbf{g}_j)\). Hence, using \(\mathbf{g}_i\) for \(t_i\) would result in a well conditioned \([Q_{SS}]\) and an ill conditioned \([P_{SS}]\), and using \(\hat{n} \times \mathbf{g}_i\) for \(t_i\) would result in a well conditioned \([P_{SS}]\) and an ill conditioned \([Q_{SS}]\). Therefore, to test both \(\mathbf{L}\) and \(\mathbf{K}\) well and make both \([P_{SS}]\) and \([Q_{SS}]\) well conditioned, we can use the combination of \(\mathbf{g}_i\) and \(\hat{n} \times \mathbf{g}_i\) for testing. For relatively small problems, one can first solve (13.22) to find

\[
\{E_S\} = -[K_{SS} - K_{SV} K_{VV}^{-1} K_{VS}]^{-1} [B_{SS}] \{\hat{H}_S\}
\]

(13.51)

and then substitute this into (13.45) to obtain

\[
([Q_{SS}] - [P_{SS}] [K_{SS} - K_{SV} K_{VV}^{-1} K_{VS}]^{-1} [B_{SS}]) \{\hat{H}_S\} = \{b_S\}
\]

(13.52)

Note that the calculation of (13.51) is independent of the excitation vector \(\{b_S\}\) and can make full use of the symmetry and sparsity of the FEM matrices. For large problems, iterative solvers applied directly to (13.50) are usually the method of choice.
13.3.2 Application of MLFMA

The FEM/BIE method described above has a bottleneck, which is the dense matrices generated by the BIE. This bottleneck severely limits the capability of the FEM/BIE method in dealing with large objects since the dense matrices \([P_{SS}]\) and \([Q_{SS}]\) have a memory requirement of \(O(N_S^2)\) and a computational complexity of \(O(N_S^2)\) to compute a matrix-vector product.

One solution to the problem discussed above is to compute the matrix-vector products using FMM [63–65]. The basic idea of FMM is first to divide the surface subscatterers into groups. The addition theorem is then used to translate the scattered field of different scattering centers within a group into a single center, and this process is called aggregation. Doing this, the number of scattering centers is reduced significantly. Similarly, for each group, the field scattered by all the other group centers can be first received by the group center, and then redistributed to the subscatterers belonging to the group. This process is called disaggregation. It has been shown that FMM can reduce the memory requirement and computational complexity to \(O(N_S^{1.5})\).

The memory requirement and computational complexity can be further reduced to \(O(N_S \log N_S)\) using MLFMA [66–68]. To implement MLFMA, the entire object is first enclosed in a large cube, which is divided into eight smaller cubes. Each subcube is then recursively subdivided into smaller cubes until the edge length of the finest cube is about half a wavelength. For two points in the same or nearby finest cubes, their interaction is calculated in a direct manner. However, when the two points reside in different nonnearby cubes, their interaction is calculated by FMM, as described above. The level of cubes on which FMM is applied depends on the distance between the two points. The detailed description of MLFMA is given in [66] and is not repeated here although the equations to be treated are different.

The basic formulas, derived with the addition theorem, to calculate the matrix elements for nonnearby groups are given by

\[
[P_{SS}]_{ij} = \left(\frac{k_0}{4\pi}\right)^2 \oint_S V_{im}^p T_{mm'}(k \cdot \hat{r}_{mm'}) \cdot V_{jm'} d^2 \hat{k} \tag{13.53}
\]

\[
[Q_{SS}]_{ij} = \left(\frac{k_0}{4\pi}\right)^2 \oint_S V_{im}^q T_{mm'}(k \cdot \hat{r}_{mm'}) \cdot V_{jm'} d^2 \hat{k} \tag{13.54}
\]

where

\[
V_{im}^p = \iint_S e^{-jk_0 r_{im}} [\alpha \hat{k} \times (\mathbf{g}_i + \hat{n} \times \mathbf{g}_i) - (1 - \alpha)(\hat{1} - \hat{k}) \cdot (\mathbf{g}_i - \hat{n} \times \mathbf{g}_i)] dS \tag{13.55}
\]

\[
V_{im}^q = \iint_S e^{-jk_0 r_{im}} [-\alpha(\hat{1} - \hat{k}) \cdot (\mathbf{g}_i + \hat{n} \times \mathbf{g}_i) - (1 - \alpha) \hat{k} \times (\mathbf{g}_i - \hat{n} \times \mathbf{g}_i)] dS \tag{13.56}
\]
\[ \mathbf{V}_{jm'} = \int_S e^{i\mathbf{k}_0 \cdot \mathbf{r}_{jm'}} \mathbf{g}_j dS \] (13.57)

and

\[ T_{mm'}(\hat{k} \cdot \hat{r}_{mm'}) = \sum_{l=0}^{L} (-j)^l (2l + 1) h_l^{(2)}(kr_{mm'}) P_l(\hat{r}_{mm'} \cdot \hat{k}) \] (13.58)

In the above, the integrals in (13.53) and (13.54) are over the unit spherical surface, \( g_i \) resides in a group \( G_{m'} \) centered at \( r_{m} \), \( g_j \) resides in a group \( G_{m'} \) centered at \( r_{m'} \), \( r_{im} = r_i - r_m \), \( r_{jm'} = r_j - r_{m'} \), and \( r_{mm'} = r_m - r_{m'} \). Also in (13.58), \( h_l^{(2)} \) denotes the spherical Hankel function of the second kind, \( P_l \) denotes the Legendre polynomial of degree \( l \), and \( L \) denotes the number of multipole expansion terms, whose choice is discussed in [66].

As described earlier, MLFMA converts the direct interaction component \( [P_{SS}]_{ij} \) or \( [Q_{SS}]_{ij} \) between two “far-away” points \( i \) and \( j \) into three indirect components: the radiation component from the point \( j \) to the group center \( m' \), which is represented by \( \mathbf{V}_{jm'} \); the translation component from the group center \( m' \) to another group center \( m \), represented by \( T_{mm'} \); and the receiving component from the group center \( m \) to the point \( i \), which is represented by \( \mathbf{V}_{im} \). Among these three components, only the receiving component is different for different formulations; the other two components, the translation and the radiation components, are the same.

### 13.3.3 Numerical Results

Figure 13.4 shows the bistatic RCS of a conducting sphere having a diameter \( d \) and coated with a lossy dielectric layer having a thickness \( t \). The results are compared to those obtained using the Mie series and good agreement is observed. The memory requirement and the total CPU time on one processor of an SGI Power Challenge (R8000) are given in Table 13.1. These results are obtained without using a pre-conditioner. Figure 13.5 shows the result for a sphere coated with two dielectric layers.

### 13.4 HYBRID FEM/AABC TECHNIQUE

In the preceding two sections, we described the hybrid FEM/ABC and FEM/BIE methods. Both methods have their advantages and disadvantages. The major advantage of the FEM/ABC method is that it produces a purely sparse matrix that can be stored and solved efficiently using a variety of well-developed sparse matrix solvers. However, the solution obtained using an ABC is approximate, and to reduce its error, the truncation surface must be placed at some distance away from the scatterer and must have a convex shape. These two constraints on the truncation surface result in a
Figure 13.4  Bistatic RCS of a coated sphere: (a) $d = 3\lambda$; (b) $d = 6\lambda$ [40]. The conducting sphere has a diameter $d$ and the coating has a thickness $t = 0.05\lambda$, a relative permittivity $\varepsilon_r = 4.0 - j1.0$, and a relative permeability $\mu_r = 1$. 
Table 13.1  Memory Requirement and CPU Time for the FEM/MLFMA Solution of Scattering from a Coated Sphere [40]

<table>
<thead>
<tr>
<th>Sphere diameter</th>
<th>Number of unknowns</th>
<th>Level of MLFMA</th>
<th>Memory requirement</th>
<th>CPU time per iteration</th>
<th>Total CPU time</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.75λ</td>
<td>3,330</td>
<td>2</td>
<td>14.7 MB</td>
<td>0.424 s</td>
<td>683 s</td>
</tr>
<tr>
<td>1.5λ</td>
<td>11,704</td>
<td>3</td>
<td>37.6 MB</td>
<td>3.343 s</td>
<td>3,750 s</td>
</tr>
<tr>
<td>3λ</td>
<td>46,802</td>
<td>4</td>
<td>132.9 MB</td>
<td>18.46 s</td>
<td>20,728 s</td>
</tr>
<tr>
<td>6λ</td>
<td>187,202</td>
<td>5</td>
<td>522.5 MB</td>
<td>87.84 s</td>
<td>130,501 s</td>
</tr>
</tbody>
</table>

Figure 13.5  Bistatic RCS of a sphere coated with two dielectric layers [40]. The conducting sphere has a diameter $d = 1.5\lambda$, the inner layer has a thickness $t_1 = 0.05\lambda$, a relative permittivity $\varepsilon_{r1} = 3.0 - j2.0$, and a relative permeability $\mu_{r1} = 2.0 - j1.0$, and the outer layer has a thickness $t_2 = 0.05\lambda$, a relative permittivity $\varepsilon_{r2} = 2.0 - j1.0$, and a relative permeability $\mu_{r2} = 3.0 - j2.0$. Even when the truncation surface is placed sufficiently far away from the scatterer, the solution accuracy is still unpredictable because of its dependence on many factors such as the incidence angle and polarization of the excitation and the shape and material composition of the scatterer. It is evident that an ideal FEM/ABC method would be the one that (1) retains the advantage of the
ABC, (2) allows an arbitrarily shaped truncation surface that can be placed very close to the scatterer, and (3) has a mechanism to systematically reduce its truncation error.

On the other hand, the FEM/BIE method permits the use of an arbitrarily shaped truncation surface that can be placed very close to the scatterer. However, the method is relatively inefficient. Since a BIE produces a full matrix equation, the final system of equations becomes of a partly full, partly sparse matrix. To date, there is no efficient algorithm developed specifically for solving this type of matrix equation. The most efficient approach to deal with a partly full, partly sparse matrix is, perhaps, to use iterative solvers. Such an approach requires the evaluation of the matrix-vector product in each iteration. The computational complexity of this evaluation consists of two parts: the part associated with FEM is $O(N)$ and the part related to BIE is $O(N_S^2)$, where $N$ denotes the total number of unknowns and $N_S$ denotes the number of unknowns on the truncation surface. Although the second part can be reduced to $O(N_S \log N_S)$ by using the MLFMA, it still consumes more computing time (usually over 10 times) than the first part because of a large constant associated with its computational complexity. Furthermore, because the FEM matrices are less well conditioned, the condition of the final combined system is compromised and it often takes hundreds and thousands of iterations (thus MLFMA calculations) to reach convergence. In addition, special care must be exercised to eliminate the problem of interior resonance. From the above discussions, it is clear that an ideal FEM/BIE method would be the one that (1) is free of interior resonance, (2) produces a purely sparse FEM matrix, and (3) requires only a few MLFMA evaluations.

This section describes a novel method [41] that meets the requirements for both the ideal FEM/ABC and FEM/BIE methods described above. It can be regarded as the improvement of the FEM/BIE method using the ABC concept and the improvement of the FEM/ABC method using the BIE concept. It retains all the advantages of both methods and discards all of their disadvantages. In this method, an artificial, arbitrarily shaped artificial surface is first introduced, as usual, to truncate the computational domain. A boundary condition, in the form of ABC, is then derived from the BIE. This boundary condition, together with the governing partial differential equation, is solved by FEM. The resulting solution is then used to calculate a more accurate ABC on the truncation surface. This process is continued until the ABC is converged and adapted to the specific problem and the solution is converged to the true solution. The method is hence named the FEM/adaptive absorbing boundary condition (FEM/AABC) method.

### 13.4.1 Formulation

Consider a free-standing inhomogeneous dielectric object that may contain metallic structures. In what follows, the object is assumed to be recursively embedded in two domains $V_1$ and $V_2$ with bounding surfaces $S_1$ and $S_2$, respectively (Figure 13.6). In addition, position-dependent unit vectors normal to $S_i$ ($i = 1, 2$) are denoted by $\mathbf{n}_i$. 

which are assumed outward pointing. The permittivity and permeability of the object and its surroundings are denoted by \( \varepsilon(\mathbf{r}) \) and \( \mu(\mathbf{r}) \); they revert to their free-space values \( \varepsilon_0 \) and \( \mu_0 \) outside \( S_2 \).

In \( V_2 \), \( \mathbf{E}(\mathbf{r}) \) obeys

\[
\nabla \times \left[ \frac{1}{\mu_r} \nabla \times \mathbf{E}(\mathbf{r}) \right] - k_0^2 \varepsilon_0 \mathbf{E}(\mathbf{r}) = 0 \tag{13.59}
\]

subject to the boundary condition

\[
\hat{n} \times \mathbf{E}(\mathbf{r}) = 0 \tag{13.60}
\]

on the metallic surfaces. In \( V_1 \), \( \mathbf{H}(\mathbf{r}) \) satisfies

\[
\nabla \times [\nabla \times \mathbf{H}(\mathbf{r})] - k_0^2 \mathbf{H}(\mathbf{r}) = 0 \tag{13.61}
\]

subject to a postulated boundary condition

\[
\hat{n}_1 \times [\nabla \times \mathbf{H}(\mathbf{r})] + jk_0 \hat{n}_1 \times [\hat{n}_1 \times \mathbf{H}(\mathbf{r})] = \mathbf{V}(\mathbf{r}) \quad \mathbf{r} \in S_1 \tag{13.62}
\]

The left-hand side of (13.62) is simply a linear combination of the tangential electric and magnetic fields on \( S_1 \). The right-hand side expresses the same quantity in terms of the tangential electric and magnetic fields on \( S_2 \). To be more specific, \( \mathbf{V}(\mathbf{r}) \) is
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given by (13.62) with

\[
\mathbf{E}(\mathbf{r}) = \mathbf{E}^{\text{inc}}(\mathbf{r}) + \int_{S_2} \{ \mathbf{G}_{\text{eo}}(\mathbf{r}, \mathbf{r}') \cdot [\hat{n}_2' \times \mathbf{E}(\mathbf{r}')] - j k_0 \mathbf{G}_{e0}(\mathbf{r}, \mathbf{r}') \cdot [\hat{n}_2' \times \mathbf{H}(\mathbf{r}')] \} dS'
\]

(13.63)

\[
\mathbf{H}(\mathbf{r}) = \mathbf{H}^{\text{inc}}(\mathbf{r}) + \int_{S_2} \{ \mathbf{G}_{\text{eo}}(\mathbf{r}, \mathbf{r}') \cdot [\hat{n}_2' \times \mathbf{H}(\mathbf{r}')] + j k_0 \mathbf{G}_{e0}(\mathbf{r}, \mathbf{r}') \cdot [\hat{n}_2' \times \mathbf{E}(\mathbf{r}')] \} dS'
\]

(13.64)

where \(\mathbf{G}_{e0}\) and \(\mathbf{G}_{eo}\) denote the electric- and magnetic-type free-space dyadic Green’s functions defined in (13.25) and (13.29), respectively. It is apparent that both tangential electric and magnetic fields on \(S_2\) are needed to evaluate the fields on \(S_1\). This is why the electric field formulation is used in \(V_2\) and the magnetic field formulation is used in \(V_1\); this will become more obvious later.

The problem statement described above lays the foundation for a new hybridization scheme to couple the FEM and BIE. This hybridization scheme does not suffer the problem of interior resonance associated with the EFIE and MFIE because the postulated boundary condition in (13.62) is actually an impedance boundary condition. As a result, the cavity formed by such a surface cannot support any real resonance. To a certain extent, the proposed BI formulation resembles that of the CFIE. We also note that if the BI terms on the right-hand side of (13.63) and (13.64) are neglected, (13.62) reduces to the standard first-order ABC. Such an ABC is reflectionless only for the normally incident waves. Clearly, the BI terms provide necessary corrections to the first-order ABC so that (13.62) becomes an exact ABC.

The boundary-value problem defined above can be discretized using the FEM. In accordance with the variational principle, the field in \(V_2\) can be obtained by seeking the weak solution of (13.59), which minimizes the functional

\[
F_2(\mathbf{E}) = \frac{1}{2} \iiint_{V_2} \left[ \frac{1}{\mu_r} (\nabla \times \mathbf{E}) \cdot (\nabla \times \mathbf{E}) - k_0^2 \varepsilon_r \mathbf{E} \cdot \mathbf{E} \right] dV
\]

\[
+ j k_0 \iiint_{S_2} \mathbf{H} \cdot (\mathbf{E} \times \hat{n}) dS
\]

(13.65)

Subdividing \(V_2\) into finite elements and using vector basis functions to expand both \(\mathbf{E}\) and \(\mathbf{H}\), we obtain the matrix equation

\[
\begin{bmatrix}
K_{V_2V_2} & K_{V_2S_2} & 0 \\
K_{S_2V_2} & K_{S_2S_2} & B_{S_2S_2}
\end{bmatrix}
\begin{bmatrix}
E_{V_2} \\
E_{S_2} \\
H_{S_2}
\end{bmatrix}
= \begin{bmatrix}
0 \\
0
\end{bmatrix}
\]

(13.66)

where \(\{E_{V_2}\}\) is a vector containing the discrete electric field inside \(V_2\), \(\{E_{S_2}\}\) and \(\{H_{S_2}\}\) are vectors containing the discrete electric and magnetic fields on \(S_2\),
respectively, and finally \([K_{V_2 V_3}], [K_{V_2 S_4}], [K_{S_4 V_3}], [K_{S_4 S_4}],\) and \([B_{S_4 S_4}]\) denote the corresponding FEM matrices, which are completely sparse.

Similarly, the field in \(V_1\) can be obtained from the weak solution of (13.61) and (13.62), which minimizes the functional

\[
F_1(\vec{H}) = \frac{1}{2} \iint_{V_1} \left[ (\nabla \times \vec{H}) \cdot (\nabla \times \vec{H}) - k_0^2 \vec{H} \cdot \vec{H} \right] dV + jk_0 \iint_{S_2} \vec{n}_1 \cdot (E \times \vec{H}) dS \\
+ \frac{jk_0}{2} \iint_{S_1} (\vec{n}_1 \times \vec{H}) \cdot (\vec{n}_1 \times \vec{H}) dS + jk_0 \iint_{S_1} \vec{H} \cdot (P + R) dS \tag{13.67}
\]

where \(P\) is given by

\[
P(r) = \vec{n}_1 \times E^{inc}(r) + \vec{n}_1 \times [\vec{n}_1 \times \vec{H}^{inc}(r)] \tag{13.68}
\]

and \(R\) is given by

\[
R(r) = \vec{n}_1 \times \left( \iint_{S_2} \left\{ \overline{G}_{m0}(r, r') \cdot [\vec{n}_2' \times E(r')] - jk_0 \overline{G}_{r0}(r, r') \cdot [\vec{n}_2' \times \vec{H}(r')] \right\} dS' \right) \\
+ \vec{n}_1 \times \left( \iint_{S_1} \left\{ \overline{G}_{m0}(r, r') \cdot [\vec{n}_2' \times \vec{H}(r')] \right\} dS' \right)
+ jk_0 \overline{G}_{r0}(r, r') \cdot [\vec{n}_2' \times E(r')]\right) dS' \tag{13.69}
\]

Subdividing \(V_1\) into finite elements and using vector basis functions to expand both \(E\) and \(\vec{H}\), we obtain the matrix equation

\[
\begin{bmatrix}
B^T_{S_2 S_2} & L_{S_2 V_1} & 0 \\
0 & L_{V_1 V_1} & L_{V_1 S_1} \\
0 & 0 & L_{S_1 V_1} & L_{S_1 S_1}
\end{bmatrix}
\begin{bmatrix}
E_{S_2} \\
H_{S_2} \\
H_{V_1} \\
H_{S_1}
\end{bmatrix} = 
\begin{bmatrix}
0 \\
0 \\
b_{S_1}
\end{bmatrix} \tag{13.70}
\]

where \(\{H_{V_1}\}\) is a vector containing the discrete magnetic field inside \(V_1\), \(\{H_{S_1}\}\) is a vector containing the discrete magnetic field on \(S_1\), and \([L_{S_2 S_2}], [L_{S_2 V_1}], [L_{V_1 V_1}], [L_{V_1 S_1}], [L_{S_1 V_1}], [L_{S_1 S_1}]\) and \([L_{S_1 S_1}]\) are FEM matrices, which are purely sparse. Also, \(\{b_{S_1}\}\) is the right-hand side vector, given by

\[
\{b_{S_1}\}_i = -jk_0 \iint_{S_1} N_i^{S_1} \cdot (P + R) dS \tag{13.71}
\]

\[
N_i^{S_1} = \frac{\partial \psi_i}{\partial \vec{r}}
\]

where \(\{\vec{r}\}\) is the spatial vector, \(\psi_i\) is the basis function, and \(\frac{\partial \psi_i}{\partial \vec{r}}\) represents the gradient of the basis function.
where \( N_i^{S_1} \) denotes the vector basis function on \( S_1 \). The part associated with \( \mathbf{R} \) can be written as

\[
\iint_{S_1} N_i^{S_1} \cdot \mathbf{R} \, dS = \iint_{S_1} (\hat{n}_1 \times N_i^{S_1}) \\
\cdot \left\{ \int_{S_2} \left\{ j k_0 \mathbf{G}_{o}(\mathbf{r}, \mathbf{r}') \cdot [\hat{n}_2' \times \mathbf{H}(\mathbf{r}')] - \mathbf{G}_{m0}(\mathbf{r}, \mathbf{r}') \cdot [\hat{n}_2' \times \mathbf{E}(\mathbf{r}')] \right\} dS' \, dS \\
+ \iint_{S_1} [\hat{n}_1 \times (\hat{n}_1 \times N_i^{S_1})] \\
\cdot \left\{ \mathbf{G}_{m0}(\mathbf{r}, \mathbf{r}') \cdot [\hat{n}_2' \times \mathbf{H}(\mathbf{r}')] + j k_0 \mathbf{G}_{o}(\mathbf{r}, \mathbf{r}') \cdot [\hat{n}_2' \times \mathbf{E}(\mathbf{r}')] \right\} dS' \, dS \right\} 
\]

(13.72)

for \( i = 1, 2, \ldots, N_{S_1} \), where \( N_{S_1} \) denotes the number of unknowns on \( S_1 \). Equation (13.72) is actually a measure of the field radiated by the equivalent sources \( \hat{n}_2 \times \mathbf{E} \) and \( \hat{n}_2 \times \mathbf{H} \) on \( S_2 \) and received by \( N_i^{S_1} \) on \( S_1 \). By denoting

\[
\{ R_{S_1} \}_i = \iint_{S_1} N_i^{S_1} \cdot \mathbf{R} \, dS \quad (i = 1, 2, \ldots, N_{S_1})
\]

(13.73)

(13.72) can further be written in matrix form as

\[
\{ R_{S_1} \} = \left[ Y_{S_1, S_2} \right] \{ E_{S_2} \} + \left[ Z_{S_1, S_2} \right] \{ H_{S_2} \}
\]

(13.74)

where

\[
[Y_{S_1, S_2}]_{ij} = j k_0 \left\{ \iint_{S_1} (\hat{n}_1 \times (\hat{n}_1 \times N_i^{S_1})) \cdot \left\{ \int_{S_2} \mathbf{G}_{o}(\mathbf{r}, \mathbf{r}') \cdot (\hat{n}_2' \times N_j^{S_2}) dS' \, dS \right\} \\
- \iint_{S_1} (\hat{n}_1 \times N_i^{S_1}) \cdot \left\{ \int_{S_2} \mathbf{G}_{m0}(\mathbf{r}, \mathbf{r}') \cdot (\hat{n}_2' \times N_j^{S_2}) dS' \, dS \right\} \right\} 
\]

(13.75)

\[
[Z_{S_1, S_2}]_{ij} = j k_0 \left\{ \iint_{S_1} (\hat{n}_1 \times N_i^{S_1}) \cdot \left\{ \int_{S_2} \mathbf{G}_{o}(\mathbf{r}, \mathbf{r}') \cdot (\hat{n}_2' \times N_j^{S_2}) dS' \, dS \right\} \\
+ \iint_{S_1} (\hat{n}_1 \times (\hat{n}_1 \times N_i^{S_1})) \cdot \left\{ \int_{S_2} \mathbf{G}_{m0}(\mathbf{r}, \mathbf{r}') \cdot (\hat{n}_2' \times N_j^{S_2}) dS' \, dS \right\} \right\} 
\]

(13.76)

for \( i = 1, 2, \ldots, N_{S_1} \) and \( j = 1, 2, \ldots, N_{S_2} \), where \( N_j^{S_2} \) denotes the vector basis functions on \( S_2 \) and \( N_{S_2} \) is the number of such basis functions. The evaluation of \( \{ R_{S_1} \} \) can be accelerated by using MLFMA [66–68], which reduces the computational complexity to \( O(\sqrt{N_{S_1}} N_{S_2} \log(N_{S_1} N_{S_2})) \).
Equations (13.66) and (13.70) can be combined to form a complete linear system

\[
\begin{bmatrix}
K_{V_2V_2} & K_{V_2S_2} & 0 & 0 & 0 \\
K_{S_2V_2} & K_{S_2S_2} & B_{S_2S_2} & L_{S_2S_2} & L_{S_2V_2} & 0 \\
0 & B_{S_2S_2} & L_{S_2S_2} & L_{S_2S_2} & L_{S_2S_1} & L_{S_2S_1} \\
0 & 0 & L_{V_1S_2} & L_{V_1S_1} & L_{V_1S_1} & L_{S_1S_1} \\
0 & 0 & 0 & L_{S_1S_1} & L_{S_1S_1} & L_{S_1S_1}
\end{bmatrix}
\begin{bmatrix}
E_{V_2} \\
E_{S_2} \\
\vec{H}_{S_2} \\
\vec{H}_{V_1} \\
\vec{H}_{S_1}
\end{bmatrix}
= 
\begin{bmatrix}
0 \\
0 \\
0 \\
b_{S_1}
\end{bmatrix}
\] (13.77)

Although this equation looks complicated, it is actually a simple FEM system of
equations, whose coefficient matrix is purely sparse and symmetric. More impor-
tantly, this system is always lossy even if the FEM region is lossless. Therefore, the
matrix is always nonsingular and relatively well conditioned.

However, the matrix equation (13.77) cannot be solved because \( b_{S_1} \) has to be
evaluated from the tangential electric and magnetic fields on \( S_2 \), which are unknown.
This problem is solved through iterations, as described in the following three steps:

1. Let \( \mathbf{R} = 0 \), calculate \( b_{S_1} \), and solve (13.77) for \( E_{S_2} \) and \( \vec{H}_{S_2} \).

2. Use \( E_{S_2} \) and \( \vec{H}_{S_2} \) to calculate \( \mathbf{R} \) and then \( b_{S_1} \).

3. Solve (13.77) for \( E_{S_2} \) and \( \vec{H}_{S_2} \) and check their convergence. If the
   solution is not converged, go back to step 2; otherwise, terminate iteration.

Note that in the above iterative process, the matrix in (13.77) remains the same; hence,
there is no need to generate a new matrix. More importantly, if a direct sparse solver
is used to solve (13.77), one has to factorize the matrix only once. This is also true
even when the excitation is changed. A powerful direct solver developed recently is
the multifrontal algorithm [69–71], which is the extension of the well-known frontal
algorithm [72].

### 13.4.2 Numerical Results

A rigorous mathematical analysis [41] shows that the iterative process described
above is guaranteed to converge exponentially. To demonstrate this convergence,
we consider a conducting cube having a side length of \( 1 \lambda \), where \( \lambda \) denotes the free-space
wavelength [Figure 13.7(a)]. The truncation surface \( S_1 \) is placed \( 0.05 \lambda \) away from the
surface of the cube, which is used as the integration surface \( S_2 \). The normalized
residual error in the solution is plotted in Figure 13.8(a) as a function of the iteration
number. Clearly, the iterative process converges very quickly. An exception to this
is a cavity geometry, which can support many multiple bounces. In this exceptional
case, it is better off to use a convex \( S_1 \) and let the FEM deal with the cavity. To
show this, we consider the conducting cube again. In one case, we cut off one of its
corners [Figure 13.7(b)] and in the other case, we cut a cavity \( (0.5 \lambda \times 0.5 \lambda \times 0.5 \lambda) \)
on one of its faces [Figure 13.7(c)]. In both cases, \( S_1 \) is placed \( 0.05 \lambda \) away from the
conducting surface. As shown in Figure 13.8(a), the convergence for the first case is still very fast even though the truncation surface is concave, but the convergence for the cavity case is much slower, as shown in Figure 13.8(b). However, when a convex $S_1$ is used and the cavity is modeled by the FEM, the convergence is significantly improved.

The second example is a metallic sphere having a diameter of $6\lambda$. The sphere is coated with two $0.025\lambda$-thick lossy dielectric layers. The relative permittivity is $\epsilon_r = 4.0 - j2.0$ for the inner layer and $\epsilon_r = 4.0 - j1.0$ for the outer layer. The bistatic RCS in the E-plane is shown in Figure 13.9 and compared to the Mie solution. The RMS error is 0.08 dB. The third example is a metallic sphere having a diameter of $10\lambda$. The sphere is coated with a $0.05\lambda$-thick lossy dielectric layer having a relative permittivity of $\epsilon_r = 4.0 - j1.0$. The bistatic RCS in the E-plane is shown in Figure 13.10 and the RMS error is 0.12 dB. This kind of RMS error is considered quite small since the RCS has many deep nulls, whose values are more difficult to compute accurately.

The last example is a benchmark target recently designed by the Electromagnetic Code Consortium (EMCC). It is basically an 1-in thick trapezoidal metallic plate with its edges coated a 2-in-wide lossy dielectric of the same thickness. The detailed information about the geometry is shown in Figure 13.11. This target is designed to test the accuracy and capability of CEM codes for calculating the RCS from metallic and dielectric composites. The multiple interactions between the plate corners and the multiple bounces inside the dielectric coating make accurate calculation a very challenging problem. The calculated monostatic RCS at 1.0 GHz in the $x$-$y$ plane for two polarizations is given in Figure 13.12.
Figure 13.8  RMS error versus the number of AABC iterations: (a) for the complete cube and the cube with an indented corner; (b) for the cube with a cavity [41].
Figure 13.9 Comparison between the exact and FEM/AABC computations of the VV-polarized bistatic RCS of a metallic sphere of $6\lambda$ in diameter coated with two dielectric layers [41].

Table 13.2 Computational Information about the FEM/AABC Calculations [41]

<table>
<thead>
<tr>
<th>Problem</th>
<th>Unknowns</th>
<th>Iterations</th>
<th>Memory</th>
<th>Setup time</th>
<th>Solution time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fig. 13.9</td>
<td>35,970</td>
<td>32</td>
<td>420 MB</td>
<td>4,756 s</td>
<td>171 s</td>
</tr>
<tr>
<td>Fig. 13.10</td>
<td>46,660</td>
<td>61</td>
<td>618 MB</td>
<td>7,628 s</td>
<td>580 s</td>
</tr>
<tr>
<td>Fig. 13.12</td>
<td>56,598</td>
<td>45</td>
<td>800 MB</td>
<td>7,001 s</td>
<td>220 s</td>
</tr>
</tbody>
</table>

The computational information (the number of unknowns, the number of AABC iterations, memory used, CPU times) for each example is given in Table 13.2. The AABC iteration is terminated when the normalized residual norm reaches 0.001, which is a rather conservative number. The total computing time consists of two parts. The first part is for setup, which includes the times to set up MLFMA and the multifrontal algorithm. This setup is performed only once for each problem. Of the total setup time, the MLFMA consumes over 90%. The second part is the solution time performed for each right-hand side. Again, the MLFMA consumes a significant portion of this time. In the case of monostatic calculations, the number of AABC iterations and the solution time are averaged for each incident angle. All the computations are carried out on a DEC personal workstation (500-MHz Alpha 21164 processor).
**Figure 13.10** Comparison between the exact and FEM/AABC computations of the VV-polarized bistatic RCS of a metallic sphere of $10\lambda$ in diameter coated with one dielectric layer [41].

**Figure 13.11** A trapezoidal plate with dielectric coated edges [41].

### 13.5 HYBRID FEM/SBR TECHNIQUE

Electromagnetic scattering by large bodies with cracks and cavities on their surfaces is a very important problem for practical applications. Because of complex wave
Figure 13.12 Monostatic RCS of the coated trapezoidal plate: (a) HH-polarized RCS in the $x$-$y$ plane; (b) VV-polarized RCS in the $x$-$y$ plane [41].
phenomena, these cracks and cavities can make very significant contributions to the backscatter RCS. In this section, we describe a robust hybrid technique for this type of problem. This technique employs the SBR method to compute the scattering from the large bodies with the cracks and cavities filled with perfect conductors and the FEM to characterize the cracks and cavities whose openings are covered with perfect conductors. A coupling scheme is then developed to combine these two methods in such a manner that it includes all significant interactions. This results in an efficient and accurate computation of the scattering by large bodies with cracks and cavities.

13.5.1 Formulation

The generic problem under consideration is the scattering of electromagnetic waves by large perfectly electrical conducting (PEC) bodies having cracks and small cavities on their surfaces, which may be filled with inhomogeneous materials. For the sake of a clear description, we consider a single body with a single crack, whose cross section is illustrated in Figure 13.13. The dimension of the large body is on the order of tens or hundreds of wavelengths, and the crack is usually several wavelengths long and several tenths of a wavelength wide.

The field outside the scatterer satisfies the vector wave equation given in (13.23). To formulate an integral equation for this field, we introduce a dyadic Green’s function $\mathbf{G}$ that satisfies the differential equation (13.24) and the Sommerfeld radiation
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By following the same procedure as outlined in Section 13.3, we obtain

\[ E(\mathbf{r}) = E^{\text{inc}}(\mathbf{r}) - \iiint_{S_A} \left[ \mathbf{G}_m(\mathbf{r}, \mathbf{r}') \cdot \mathbf{M}_s(\mathbf{r}') + jk_0 \mathbf{G}_e(\mathbf{r}, \mathbf{r}') \cdot \mathbf{J}_s(\mathbf{r}') \right] dS' \]

\[ \mathbf{r} \in V_\infty \] (13.78)

where \( \mathbf{G}_m(\mathbf{r}, \mathbf{r}') = \nabla \times \mathbf{G}_e(\mathbf{r}, \mathbf{r}') \), \( \mathbf{J}_s \) and \( \mathbf{M}_s \) are defined by (13.35), and

\[ E^{\text{inc}}(\mathbf{r}) = -jk_0 \eta_0 \iiint_{V_i} \mathbf{G}_e(\mathbf{r}, \mathbf{r}') \cdot \mathbf{J}_i(\mathbf{r}') dV' \] (13.79)

In this case, \( S \) is the surface of the scatterer, which consists of the surface of the PEC body, denoted by \( S_{\text{pec}} \), and the aperture of the crack, denoted by \( S_A \). Since on \( S_{\text{pec}} \),

\[ \mathbf{M}_s(\mathbf{r}') = \mathbf{E}(\mathbf{r}') \times \hat{n}' = 0, \] (13.36)

is reduced to

\[ E(\mathbf{r}) = E^{\text{inc}}(\mathbf{r}) - \iiint_{S_A} \mathbf{G}_m(\mathbf{r}, \mathbf{r}') \cdot \mathbf{M}_s(\mathbf{r}') dS' - jk_0 \iiint_{S_A} \mathbf{G}_e(\mathbf{r}, \mathbf{r}') \cdot \mathbf{J}_s(\mathbf{r}') dS' \]

\[ \mathbf{r} \in V_\infty \] (13.80)

Since \( S \) is very large, (13.80) cannot be used for an efficient numerical solution. However, if we can find a dyadic Green’s function \( \mathbf{G}_e(\mathbf{r}, \mathbf{r}') \) such that

\[ \hat{n}' \times \mathbf{G}_e(\mathbf{r}, \mathbf{r}') = 0 \quad \mathbf{r}' \in S \] (13.81)

(13.80) can be further reduced to

\[ E(\mathbf{r}) = E^{\text{inc}}(\mathbf{r}) - \iiint_{S_A} \mathbf{G}_m(\mathbf{r}, \mathbf{r}') \cdot \mathbf{M}_s(\mathbf{r}') dS' \]

\[ \mathbf{r} \in V_\infty \] (13.82)

The corresponding magnetic field is given by

\[ \mathbf{H}(\mathbf{r}) = H^{\text{inc}}(\mathbf{r}) - jk_0 \iiint_{S_A} \mathbf{G}_e(\mathbf{r}, \mathbf{r}') \cdot \mathbf{M}_s(\mathbf{r}') dS' \]

\[ \mathbf{r} \in V_\infty \] (13.83)

where

\[ H^{\text{inc}}(\mathbf{r}) = \eta_0 \iiint_{V_i} \mathbf{G}_m(\mathbf{r}, \mathbf{r}') \cdot \mathbf{J}_i(\mathbf{r}') dV' \] (13.84)

Apparently, (13.82) and (13.83) are much more efficient for a numerical solution since the unknown current \( \mathbf{M}_s \) is now distributed only over the aperture of the crack \( S_A \). Unfortunately, given an arbitrary \( S \), it is impossible to find a dyadic Green’s function \( \mathbf{G}_e \) that satisfies (13.81) in addition to (13.24) and the Sommerfeld radiation condition. This leads to two difficulties for a numerical solution of (13.82) and (13.83). The first is how to evaluate \( E^{\text{inc}} \) and \( H^{\text{inc}} \). The second is how to evaluate the second term on the right-hand side of (13.82) and (13.83).
The first difficulty can be avoided by using a different method to evaluate $E_{\text{inc}}$ and $H_{\text{inc}}$. Since $E_{\text{inc}}$ and $H_{\text{inc}}$ represent the fields produced by $J_i$ in the presence of a PEC $S$, which is the surface of the large body with the crack filled with a perfect conductor, it can be calculated very efficiently and reasonably accurately using a high-frequency asymptotic method, such as the SBR.

The SBR method is a high-frequency method for computing scattering of electromagnetic waves by electrically large bodies [14–17]. In this method, a very dense grid of rays, typically 10–20 rays per wavelength, representing the incident field, is launched toward the target. Each ray is traced as it bounces around within the target region and is governed by the GO. At the last hit point or at each and every hit point, a PO-type integration is performed to determine the ray contribution to the scattered field. The final result is a summation of the contributions from all the rays. The method can incorporate the ray-divergence factor and multilayered materials. Through the use of the PTD, the first-order edge diffraction can also be included. As a result, the method is efficient and accurate for large bodies and, thus, is ideal for computing $E_{\text{inc}}$ and $H_{\text{inc}}$ in (13.82) and (13.83).

The second difficulty mentioned above is how to evaluate the second term on the right-hand side of (13.82) and (13.83), which represents the field radiated by $M_s$ in the presence of the large body with the crack filled with a perfect conductor. To deal with this difficulty, let us understand first how this term is used in the numerical solution. To use (13.83) for a numerical solution, we apply it to the aperture of the crack to find

$$n_a \times \mathbf{H}(\mathbf{r}) = n_a \times \mathbf{H}_{\text{inc}}(\mathbf{r}) - jk_0 n_a \times \iint_{S_A} \mathcal{T}_e(\mathbf{r}, \mathbf{r}') \cdot M_s(\mathbf{r}') dS'$$

$$\mathbf{r} \in S_A \quad (13.85)$$

where $n_a$ denotes the unit vector normal to $S_A$ and pointing away from the crack. By subdividing $S_A$ into small surface elements and using vector basis functions to
expand $\tilde{H}$ and $M$, we obtain
\begin{equation}
[B_{AA}][\vec{R}_A] + [P_{AA}][\vec{E}_A] = \{b_A\}
\end{equation}

where
\begin{equation}
[B_{AA}]_{ij} = jk_0\iint_{S_A} (g_i \times g_j) \cdot \hat{n}_a dS
\end{equation}
\begin{equation}
[P_{AA}]_{ij} = k_0^2\iint_{S_A} \left[ g_i \cdot \iint_{S_A} \bar{\mathbf{G}}_e(r, r') \cdot g_j dS' \right] dS
\end{equation}
\begin{equation}
\{b_A\}_i = jk_0\iint_{S_A} g_i \cdot \tilde{H}_{inc}(r) dS
\end{equation}

It is obvious that $\bar{G}_e(r, r')$ is used only in the evaluation of $[P_{AA}]_{ij}$. Since in this evaluation, both $r$ and $r'$ are on $S_A$, $\bar{G}_e(r, r')$ represents the interaction between two points on $S_A$. In such a case, if $S_A$ is located on a locally planar surface, $\bar{G}_e(r, r')$ can be written as
\begin{equation}
\bar{G}_e(r, r') = \bar{G}_{half}(r, r') + \bar{G}_{diff}(r, r')
\end{equation}
where $\bar{G}_{half}(r, r')$ denotes the half-space Green’s function [58] given by
\begin{equation}
\bar{G}_{half}(r, r') = \bar{G}_{e0}(r, r') - \bar{G}_{e0}(r, r') + 2\hat{n}_a \hat{n}_a g(r, r')
\end{equation}
where $\bar{G}_{e0}$ denotes the free-space dyadic Green’s function and $r_i'$ denotes the image point of $r'$. The second term in (13.90), $\bar{G}_{diff}(r, r')$, denotes the difference between $\bar{G}_e(r, r')$ and $\bar{G}_{half}(r, r')$. This difference is caused by the reflection and diffraction of the large body, and the expression for $\bar{G}_{diff}(r, r')$ is often difficult, if not impossible, to obtain. To avoid this difficulty, we neglect $\bar{G}_{diff}(r, r')$ in the evaluation of $[P_{AA}]_{ij}$. Doing so, we neglect the field scattered by the crack, diffracted and/or reflected back to the crack by the large body, and scattered by the crack again. In most cases, this field is unimportant. Note that with the neglect of $\bar{G}_{diff}(r, r')$, (13.88) can be written as
\begin{equation}
[P_{AA}]_{ij} = k_0^2\iint_{S_A} \left[ g_i \cdot \iint_{S_A} g(r, r') g_j dS' \right] dS
- \iint_{S_A} (\nabla \cdot g_i) \left[ \iint_{S_A} g(r, r') \nabla' \cdot g_j dS' \right] dS
\end{equation}

With (13.86), it remains to find another relation between $\{E_A\}$ and $\{\vec{R}_A\}$ from the interior of the crack. Because of the possible complexity of the interior of the crack, the FEM is used to formulate the field inside the crack. The functional for the
interior field is
\[
F(E) = \frac{1}{2} \iiint_V \left[ \frac{1}{\mu_r} (\nabla \times E) \cdot (\nabla \times E) - k_0^2 \varepsilon_r \cdot E \right] dV + jk_0 \int_{S_A} (E \times \tilde{H}) \cdot \hat{n}_a dS
\]

where \( V \) denotes the volume of the cavity. Application of FEM yields
\[
\begin{bmatrix}
K_{VV} & K_{VA} & 0 \\
K_{AV} & K_{AA} & B_{AA} \\
\end{bmatrix}
\begin{bmatrix}
E_V \\
E_A \\
\end{bmatrix} = \begin{bmatrix}
0 \\
0 \\
\end{bmatrix}
\] (13.93)

which can be solved together with (13.86). Note that the combined final system can also be written as
\[
\begin{bmatrix}
K_{VV} & K_{VA} \\
K_{AV} & K_{AA} - P_{AA} \\
\end{bmatrix}
\begin{bmatrix}
E_V \\
E_A \\
\end{bmatrix} = \begin{bmatrix}
0 \\
b_A \\
\end{bmatrix}
\] (13.94)

whose coefficient matrix remains symmetric.

### 13.5.2 Scattered Field Calculation

Once the electric field, or the equivalent magnetic current, over the crack’s aperture is obtained, the field scattered by the crack can be calculated by
\[
\tilde{H}_{\text{scat}}(r) = -jk_0 \int_{S_A} \tilde{G}(r, r') \cdot M_s(r') dS' \quad r \in V_\infty
\] (13.96)

However, as mentioned earlier, in many cases we do not have the expression for \( \tilde{G}_{\text{dit}}(r, r') \), and neglecting this term here would neglect the field radiated by \( M_s \) and reflected by the large body, resulting in a significant error in the scattered field computation. To alleviate this difficulty, we employ the reciprocity theorem [73,74]. In accordance with the reciprocity theorem [73], the field \( \tilde{H}_{\text{scat}} \) radiated by \( M_s \) in the presence of the large body is related to \( M_s \) by
\[
\iiint_{V'} \tilde{H}_{\text{scat}} \cdot M' dV' = \int_{S_A} \tilde{H}' \cdot M_s dS
\] (13.97)

where \( M' \) denotes an arbitrary magnetic current and \( \tilde{H}' \) is the field radiated by \( M' \) in the presence of the large body. By choosing an infinitesimal magnetic current element as \( M' \) and placing it at the observation point, we obtain the far field radiated by \( M_s \) in the presence of the large body as
\[
E_{\phi, \text{scat}}(r) = jk_0 \eta_0 \frac{e^{-jkr}}{4\pi r} \int_{S_A} M_s \cdot \tilde{H}_{\phi, b} dS
\] (13.98)
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where $\mathbf{H}'_v$ denotes the magnetic field due to the vertically polarized incident field (whose electric field has a unit amplitude and $\theta$-component only) in the presence of the large body with the crack filled with a perfect conductor. Likewise, $\mathbf{H}'_h$ denotes the magnetic field due to the horizontally polarized incident field (whose electric field has a unit amplitude and $\phi$-component only) under the same condition. Both $\mathbf{H}'_v$ and $\mathbf{H}'_h$ can be computed efficiently and accurately using the SBR method. In the backscatter case, they are the same as the incident field used in (13.83).

13.5.3 Analysis of the Hybrid Technique

Rigorously speaking, the formulation of the hybrid technique described above is an exact formulation because other than the errors inherited from the FEM and SBR method, there is no approximation introduced in the formulation. However, as we mentioned above, it is often more convenient and efficient to omit the second part of (13.90) in the calculation of (13.88). It is then instructive to examine the effect of this omission on the accuracy of the scattered-field computation.

First of all, because of the use of the SBR method, which includes multiple bounces (and edge diffraction, if necessary), for computing $\mathbf{H}^{\text{inc}}$ in (13.89), the incident field reflected (and diffracted) by the large body is included in the hybrid technique. This inclusion is important since the magnitude of the reflected incident field is often comparable to that of the field incident directly on the crack, as shown in Figure 13.14(a). Second, because of the use of the reciprocity theorem for calculating the scattered field and the use of the SBR method for computing $\mathbf{H}'_{v,h}$ in (13.98), the scattered field reflected (and diffracted) by the large body is also included in the scattered-field calculation. This inclusion is also very important since the magnitude of the reflected scattered field is comparable to the field scattered directly into the observation direction. Because of these two features, the crack can contribute to the scattered field even if it is in the shadow region, which is illustrated clearly in Figure 13.14(b).

Now, let us examine the role of the second part of (13.90) in the calculation of (13.88). First, we recognize that $\mathbf{G}_e$ in (13.88) represents the interaction between the two points on the crack’s aperture, or more specifically, the field at $\mathbf{r}$ produced by the source at $\mathbf{r}'$. This field consists of two parts. The first part is the direct field from $\mathbf{r}'$ to $\mathbf{r}$ in the presence of the conductor beneath the current, which is represented by $\mathbf{G}_{\text{half}}$. The second part is the field produced by the source at $\mathbf{r}'$, then diffracted or reflected by the large body to the point at $\mathbf{r}$, and is represented by $\mathbf{G}_{\text{diff}}$. Therefore, neglecting the second part (13.90) means that we neglect the field scattered by the crack, diffracted or reflected back into the crack, and scattered by the crack again, as illustrated in Figure 13.15. If the crack is several wavelengths away from the edges and reflecting surfaces, $\mathbf{G}_{\text{diff}}$ is much smaller than $\mathbf{G}_{\text{half}}$, and neglecting it in (13.90) will not introduce a noticeable error in the scattered-field computation. However, if the crack is very close to the edges and reflecting surfaces, $\mathbf{G}_{\text{diff}}$ can be comparable
Figure 13.14 Effects included in the formulation: (a, b) indirect incident fields; (c, d) indirect scattered fields.

to $\mathbf{G}_{\text{half}}$, and in this case we must include the effect of $\mathbf{G}_{\text{eff}}$ in a manner similar to that described in [75–77].

13.5.4 Numerical Results

In this section, we present several results obtained with the hybrid FEM/SBR technique to demonstrate its accuracy, efficiency, and capability.

The first problem is a $5\lambda \times 5\lambda \times 5\lambda$ conducting cube having a crack on its upper surface. The crack is $5\lambda$ long, $0.2\lambda$ wide, and $0.25\lambda$ deep. It is well known that the solution to the scattering by this geometry can be obtained from a two-dimensional solution if the incident plane wave is perpendicular to the axis of the crack. The backscatter and bistatic RCS are shown in Figure 13.16. The results of the hybrid technique are compared with the scaled 2D solution obtained using the MOM. As
can be seen, the agreement between the two solutions is very good, demonstrating the validity of the hybrid technique.

The scatterer for the second problem is illustrated in Figure 13.17, where a 5λ long, 0.5λ wide, and 0.25λ deep crack is situated on an L-shaped conducting object. This problem differs from the first in that both incident and scattered fields can have multiple bounces. The solution to this problem can also be obtained using the two-dimensional MOM. Again, the agreement between the hybrid solution and the scaled 2D MOM result for the backscatter RCS is very good for both VV- and HH-polarizations.

The third problem is plane wave scattering by a 40λ long, 15.5λ wide, and 7.2λ thick conducting almond. The top of the almond is flattened into an ogive-shaped planar surface carved with a 16.236λ long, 0.2λ wide, and 0.85λ deep rectangular crack (see [78] for a detailed description of this geometry). The RCS computed using
Figure 13.16 Comparison of the results computed using the hybrid FEM/SBR and the MOM for VV-polarization: (a) bistatic RCS; (b) monostatic RCS [46].
Figure 13.17 Comparison of the monostatic RCS computed using the hybrid FEM/SBR and the MOM: (a) VV-polarization; (b) HH-polarization [46].
The peaks around the angles of 20 and 160 degrees are caused by the traveling waves supported by the crack.

### 13.6 HYBRID MOM/SBR TECHNIQUE

Another problem of practical importance is the scattering by a large body with small protruding structures. A promising approach for this problem is again to hybridize a numerical method with an asymptotic method. There are two extremes for this type of hybridization. One is simply to superimpose solutions from asymptotic and numerical methods. While this approach is most widely used in practical applications, it neglects the interactions between the two solutions, which can be significant in many problems. The other extreme is to combine an asymptotic and a numerical method in an exact manner, such as the classical work of combining the MOM with the GTD by Thiele et al. [75–77]. In this approach, the effect of a large body is included by
incorporating its diffraction into the Green’s function in the integral equation for the small structures, which accounts for all interactions. The approach is particularly attractive for analyzing the radiation of an antenna placed on a large body, and it has recently been extended to scattering by finned convex objects [79]. While this approach is accurate, it is difficult to implement in a general-purpose computer code because of its complex nature.

A more practical approach is to develop a technique that can include all significant interactions and neglect all trivial interactions, similar to the one described in the preceding section. In this section, we employ the same philosophy to develop a technique that combines the SBR method and the MOM to solve for the scattering by large conducting bodies with small structures mounted on their surfaces.

### 13.6.1 Formulation

Consider the problem of wave scattering by a large, perfectly conducting body with a small protruding structure, illustrated in Figure 13.19(a). By using the dyadic Green’s function $G_e$ that satisfies (13.24) and the Sommerfeld radiation condition, we can derive the integral equation for the electric field as

$$E(r) = E^{inc}(r) - jk_0 \int_S G_e(r, r') \cdot J_s(r') dS'$$  \hspace{1cm} (13.99)

where $S$ denotes the surface of the entire scatterer, $J_s$ is the surface current density induced on $S$, and $E^{inc}$ represents the incident electric field given by

$$E^{inc}(r) = -j k_0 \int_{V_s} G_e(r, r') \cdot J_i(r') dV'$$  \hspace{1cm} (13.100)

in which $V_s$ denotes the volume occupied by $J_i$. If $G_e$ is the free-space dyadic Green’s function, $E^{inc}$ is then the electric field produced by $J_i$ in the free space without the scatterer.

Equation (13.99) with the free-space dyadic Green’s function provides the necessary integral equation for a MOM solution of $J_s$ and then $E$. However, since $S$ includes the entire surface of the scatterer, a MOM solution of (13.99) requires the discretization of the entire surface, resulting in a very large number of unknowns for a large scatterer. As a result, the size of a scatterer to be handled by MOM is very limited because of the limitation of computer memory and time. To alleviate this limitation for the special scatterers considered here, we decompose the scatterer in Figure 13.19(a) into two parts: one is the large body, whose surface is denoted as $S_b$, and the other is the small protrusion, whose surface is represented by $S_p$, as illustrated in Figure 13.19(b). Assuming that $G_e$ is a dyadic Green’s function that satisfies the boundary condition

$$\hat{n} \times G_e(r, r') = 0 \quad r' \in S_b$$  \hspace{1cm} (13.101)
(13.99) then becomes

$$E(\mathbf{r}) = E^{inc}(\mathbf{r}) - jk_0 \int \int_{S_p} \mathbf{G}(\mathbf{r}, \mathbf{r}') \cdot \mathbf{J}_s(\mathbf{r}') dS'$$  \hspace{1cm} (13.102)

where $E^{inc}$ now becomes the electric field produced by $\mathbf{J}_s$ in the presence of the large body without the protrusion. Since $S_p$ is small, (13.102) can be solved by MOM efficiently.

The formulation described above can be readily applied to problems where the large body has one of the canonical shapes for which the dyadic Green’s function is available. However, for a general shape of $S_b$, the explicit expression of $\mathbf{G}$ is usually unknown. As a result, the MOM solution of (13.102) has two difficulties: (1) the required excitation $E^{inc}$ cannot be calculated, and (2) the elements of the MOM impedance matrix cannot be computed. In the following, we discuss the approaches to alleviate these difficulties.

Like in the preceding section, the first difficulty can be alleviated by using a different method to calculate $E^{inc}$. Since $E^{inc}$ is the incident electric field in the presence of the large body without the protrusion, it can be calculated efficiently and accurately using the SBR method with proper care [50, 80].
To alleviate the second difficulty, we first consider the role of $\mathbf{G}_e$ in the MOM solution. To solve (13.102) by MOM, we apply it on $S_p$ and take the cross product with the normal of $S_p$, yielding

$$j k_0 \hat{n}_p \times \int_{S_p} \mathbf{G}_e(\mathbf{r}, \mathbf{r}') \cdot \mathbf{J}_p(\mathbf{r}') dS' = \hat{n}_p \times \mathbf{E}^{inc}(\mathbf{r}) \quad \mathbf{r} \in S_p \quad (13.103)$$

Since both $\mathbf{r}$ and $\mathbf{r}'$ are on $S_p$, the $\mathbf{G}_e(\mathbf{r}, \mathbf{r}')$ in this equation represents the interaction between the two points on the protrusion. This interaction includes three contributions. The first is the direct interaction between the two points (the field produced by the point source at $\mathbf{r}'$ reaches directly at $\mathbf{r}$) and this interaction can be represented by the free-space dyadic Green’s function. The second is the interaction through the base on which the protrusion is placed (the field produced by the point source at $\mathbf{r}'$ is reflected by the base to the point $\mathbf{r}$) and this interaction can be represented by the free-space dyadic Green’s function with the $\mathbf{r}'$ replaced by the image point $\mathbf{r}'_i$. The combination of these two interactions can be represented by the half-space dyadic Green’s function denoted as $\mathbf{G}_{\text{half}}$. The third contribution is the interaction through the other parts of the large body such as the edges (the field produced by the point source at $\mathbf{r}'$ is diffracted by the edges to the point $\mathbf{r}$). We denote this interaction as $\mathbf{G}_{\text{diff}}$, which is the difference between $\mathbf{G}_e$ and $\mathbf{G}_{\text{half}}$. Therefore, we have

$$\mathbf{G}_e(\mathbf{r}, \mathbf{r}') = \mathbf{G}_{\text{half}}(\mathbf{r}, \mathbf{r}') + \mathbf{G}_{\text{diff}}(\mathbf{r}, \mathbf{r}') \quad (13.104)$$

where $\mathbf{G}_{\text{half}}$ is given in (13.91). Whereas the expression for $\mathbf{G}_{\text{half}}$ is available, the expression for $\mathbf{G}_{\text{diff}}$ is often difficult, if not impossible, to obtain. Although the effect of $\mathbf{G}_{\text{diff}}$ can still be included in the MOM solution, as was done in [76–79], its numerical implementation is complicated and dependent on the geometry of the large object. To simplify the MOM solution and effectively decouple the MOM and SBR computations, we neglect $\mathbf{G}_{\text{diff}}$ in the MOM solution of (13.103), and, doing so, we neglect the field scattered by the protrusion, diffracted and/or reflected back to the protrusion by the large body, and scattered by the protrusion again. In most cases, this field is unimportant. However, when necessary it can be recovered by using an iterative approach discussed in the next section.

The MOM solution of (13.103) is straightforward. First, $S_p$ is subdivided into small triangular elements and the current on $S_p$ is expanded as

$$\mathbf{J}_p = \sum_{n=1}^{N} \mathbf{I}_n \mathbf{f}_n(\mathbf{r}) \quad (13.105)$$

where $N$ is the number of unknowns and $\mathbf{f}_n(\mathbf{r})$ denotes the vector basis functions, which can be the same as $\mathbf{g}_i$ in the preceding sections. One popular choice for $\mathbf{f}_n(\mathbf{r})$ is the Rao-Wilton-Glisson (RWG) basis functions [81]. In the usual MOM analysis, $N$ includes only the interior edges; however, here $N$ must include the boundary edges.
connecting the protrusion to the large body to allow the continuous flow of the current from the protrusion to the large body or vice versa. Applying Galerkin’s method to (13.103) results in a matrix equation

\[ [Z] \{ I \} = \{ V \} \]  

(13.106)

whose elements are given by

\[ Z_{mn} = jk_0 \iiint_{S_p} \left\{ \left[ \mathbf{f}_m(r) \cdot \mathbf{f}_n(r') - \frac{1}{k_0} \nabla \cdot \mathbf{f}_m(r) \nabla' \cdot \mathbf{f}_n(r') \right] \cdot [g(r, r') - g(r, r')] + 2 \hat{n}_b \cdot \mathbf{f}_m(r) \hat{n}_b \cdot \mathbf{f}_n(r') g(r, r') \right\} ds' ds \]  

(13.107)

\[ V_m = \int_{S_p} \mathbf{E}^{inc}(r) \cdot \mathbf{f}_m(r) dS \]  

(13.108)

where \( \hat{n}_b \) denotes the unit vector normal to the base of the protrusion.

### 13.6.2 Scattered Field Calculation

Once the surface current on the protrusion is obtained, the scattered field radiated by this current in the far zone can be evaluated using

\[ \mathbf{E}^{scat}(r) = -jk_0 \iint_{S_p} \mathbf{G}_e(r, r') \cdot \mathbf{J}_s(r') dS' \]  

(13.109)

Since \( r \) in this equation represents the observation point in the far zone, one cannot replace \( \mathbf{G}_e \) with \( \mathbf{G}_{\text{half}} \) because such a replacement would neglect the field scattered by the protrusion and diffracted and/or reflected to the observation point, resulting in an error whose magnitude is comparable to the field scattered directly to the observation point. This problem can be alleviated by using the approach based on the reciprocity theorem, as done in the FEM/SBR method. In this approach, we place an infinitesimal electric current element at the observation point, either vertically polarized or horizontally polarized. We then compute the electric field \( \mathbf{E}_{v,h}^{'} \) produced by this current element on \( S_p \) in the presence of the large body without the protrusion using the SBR method. In the backscatter case, \( \mathbf{E}_{v,h}^{'} \) is the same as \( \mathbf{E}^{inc} \). From the reciprocity theorem, the scattered field can be obtained as

\[ \mathbf{E}^{scat}(r) = -jk_0 \frac{e^{-jkr}}{4\pi r} \iint_{S_p} \mathbf{J}_s \cdot \mathbf{E}_{v,h}^{'} dS' \]  

(13.110)

The total scattered field from the entire scatterer is the superposition of this field and the field scattered by the large body without the protrusion, which can be calculated efficiently and accurately using the SBR method.
13.6.3 Iterative Improvement

Because of the use of the SBR method, $E^{inc}$ in (13.103) includes not only the direct incident field, but also the fields multiply reflected by the large body. Generally speaking, the magnitude of the indirect incident field is comparable to that of the direct field, so neglecting either of them will result in a significant error in the calculation of $E^{inc}$. Similarly, since $E'_{v,h}$ in (13.110) is calculated using the SBR method, the reflection and multiple bounces are also included in the scattered-field calculation. Therefore, all major interactions, as illustrated in Figure 13.20, between the SBR and MOM have been included in the hybrid technique.

The only approximation in the hybrid technique is introduced by the approximate Green’s function, formed by neglecting the second term in (13.104). As pointed out earlier, this neglects the field scattered by the protrusion, reflected and/or diffracted back to the protrusion by the large object, and scattered by the protrusion again, as illustrated in Figure 13.21. In most problems, this contribution is insignificant. However, when the protrusion is very close to edges and reflecting surfaces, this contribution can become significant and its omission can cause a substantial error in the solution. Here, we describe an iterative approach, similar to those in [82–84], to reduce the error systematically.

In this iterative approach, we use the current on the protrusion obtained from (13.106) as the initial value and then calculate the field produced by this current in the presence of the large body. This field can be considered as the secondary incident field, which, when superimposed to the $E^{inc}$, yields a new incident field on the protrusion. Using this as the incident field in (13.108), we obtain a new, improved current on the protrusion. This process is repeated several times until a stable value for the current is reached. The iterative process can be expressed as

$$\{I\}_i = [Z]^{-1} \{V[E^{inc} + E(\{I\}_{i-1})]\}$$  \hspace{1cm} (13.111)
where $i$ denotes the number of iterations, and $E\{I\}_{i-1}$ denotes the field on the protrusion produced by the current $\{I\}_{i-1}$ on the protrusion, which can be calculated using either PO or the SBR method.

A similar approach can be employed for large bodies with multiple protrusions. When each protrusion is characterized using the MOM, the interaction between them is neglected. To recover this interaction, we can first analyze protrusions separately and obtain the current on each protrusion. We then choose the current on one of the protrusions as the excitation to obtain the secondary incident fields on other protrusions, which then yield new currents. This process can be repeated until the convergence is reached. For the case with two protrusions, the process can be expressed as

$$\{I_1\}_i = [Z_1]^{-1} \{V_1[E^{inc}_1 + E_i(\{I_2\}_{i-1})]\}$$

(13.112)

$$\{I_2\}_i = [Z_2]^{-1} \{V_2[E^{inc}_2 + E_2(\{I_1\}_{i-1})]\}$$

(13.113)

where $E_j(\{I_k\})$ denotes the field on the $j$th protrusion produced by the current on the $k$th protrusion, which can again be calculated using either PO or the SBR method.

13.6.4 Numerical Results

This section gives some examples to demonstrate the accuracy and capability of the hybrid MOM/SBR technique.

The first example is a scatterer consisting of two plates of different sizes ($2\lambda \times 2\lambda$ and $1\lambda \times 1\lambda$, respectively) placed $1\lambda$ apart on an $8\lambda \times 8\lambda$ large plate having a thickness.
Hybridization in Computational Electromagnetics

621

The hybrid solution is shown in Figure 13.22 and is compared to the result obtained using FISC [85]. The agreement between the two solutions is good. In calculating the hybrid solution, we apply a single MOM to the two small plates. As a result, the multiple interactions between the two small plates are included in the MOM solution.

To show the effectiveness of the iterative approach, we reconsider the previous example. We first apply the MOM to each of the two plates independently; hence, no interaction between them is included. The hybrid solution so obtained is represented by the dotted line in Figure 13.23, which shows a significant disagreement with the FISC result, especially in the region between 130 and 160 degrees, because of the strong multiple interactions. This error is, however, reduced significantly when the iterative approach is applied with only two iterations. The result is shown by the dashed line, which agrees very well with the FISC solution.

To further demonstrate the effectiveness of the iterative approach, we consider an L-shaped conducting body with a protrusion on the surface. This problem differs from the previous one in that both the incident and scattered fields can have multiple bounces. First, we neglect the contribution of $\mathbf{G}_{\text{diff}}$, and the results obtained are given in Figure 13.24 where a noticeable error is observed. This is expected because the protrusion is close to the reflecting surface. The results obtained using the iterative approach with 10 iterations are shown in Figure 13.25, which demonstrates clearly again that the iterative approach is an effective method to improve the accuracy for such a problem.

In the last example, the protrusion is a geometrically tapered circular disk supported by a small circular cylinder having a radius of 0.25m and a length of 0.7m. This object is placed on the VFY218 airplane, as shown in Figure 13.26. The RCS of this target is given in Figure 13.27. The hybrid solution is compared with the result obtained by XPATCH, which applies the SBR directly to the entire target. The two solutions agree remarkably well. Also shown is the RCS of the target without the protrusion calculated using XPATCH. The results show that the protrusion has a significant effect on the total RCS in the low-observable directions.

13.7 SUMMARY

In this chapter, we discussed an important issue in computational electromagnetics—the development of hybrid techniques for large-scale, complex electromagnetics problems. We demonstrated clearly that properly formulated hybrid techniques can be more efficient than the first-principle numerical methods and more accurate than the high-frequency asymptotic methods. We also illustrated clearly that the development of hybrid techniques requires good understanding of each of the numerical and asymptotic methods: their detailed formulation, implementation, capabilities, and limitations.
Figure 13.22 Monostatic RCS of two small plates placed on a large thick plate in the \(xz\)-plane (multiple interactions are included in the MOM solution): (a) VV-polarization; (b) HH-polarization [50].
Figure 13.23 Monostatic RCS of two small plates placed on a large thick plate in the $xz$-plane (multiple interactions are not included in the MOM solution, but recovered by the iterative approach): (a) VV-polarization; (b) HH-polarization [50].
Figure 13.24 Comparison of the monostatic echo-width calculated by the hybrid MOM/SBR and the MOM for an L-shaped body with a protrusion: (a) TM polarization; (b) TE polarization [48].
Figure 13.25 Comparison of the monostatic echo-width calculated by the hybrid MOM/SBR in conjunction with the iterative approach and the MOM for an L-shaped body with a protrusion: (a) TM polarization; (b) TE polarization [48].
We considered two classes of hybrid techniques. The first class combines two numerical methods to form a more powerful hybrid numerical technique. An example given in this chapter was the one that combines the FEM and BIE. The resulting FEM/BIE method is especially suited to dealing with open-region scattering and radiation problems that involve complex, inhomogeneous materials. Two hybridization schemes were presented to combine FEM and BIE. The traditional one employs a single artificial surface to separate the interior and exterior regions and then applies the FEM to the interior region and the BIE to the exterior region. In this scheme, care must be exercised to (1) accurately evaluate the singular integrals, (2) effectively remove the problem of interior resonance, and (3) properly test all integral operators. The resulting system matrix is partly sparse and partly full. When an iterative solver is used, the efficiency of this scheme is mainly limited by the need to evaluate the boundary integrals in each iteration because the number of iterations required to reach convergence can be quite high. These problems are eliminated in a recently developed hybridization scheme that employs two artificial surfaces so that the FEM and BIE regions overlap with each other. In this scheme, an inhomogeneous boundary condition is postulated on the FEM truncation surface. This boundary condition

Figure 13.26 The VFY218 airplane (15.5m long, 9m wide, and 4.1m thick) with a mushroom-shaped protrusion.
Figure 13.27 Monostatic RCS of the VFY218 airplane with a mushroom-shaped protrusion at $f = 300$ MHz: (a) VV-polarization; (b) HH-polarization [50].
is updated through an iterative procedure and it eventually converges to the exact boundary condition. This scheme is free of interior resonance, avoids the evaluation of singular integrals, and produces a purely sparse system matrix, which can be solved very efficiently. Also, the number of boundary-integral evaluations is greatly reduced. In both schemes, the boundary integrals are evaluated using the MLFMA.

The second class of hybrid techniques combines a numerical and an asymptotic method. We described two such hybrid techniques to outline the basic hybridization procedure. One combines the FEM and SBR to deal with large conducting scatterers with small indentations. The other hybridizes the MOM and SBR to simulate scattering by large conducting bodies with small protrusions. Both techniques use an approximate Green’s function in the discretization of the integral equation over the aperture of an indentation or the surface of a protrusion. Both employ the SBR method to compute the incident field in the presence of the large scatterer and the scattered field in conjunction with the reciprocity theorem. This type of hybridization incorporates the major interactions between the large scatterer and the small structures and yet greatly simplifies its implementation on computers. For most problems, this type of hybridization can yield a satisfactory solution. For problems where the accuracy is not sufficient, an iterative approach can be employed to systematically reduce the error in the hybrid solution. Our particular implementation assumes that the indentations and protrusions are located on a locally flat surface because of the use of the half-space Green’s function. If this assumption is not valid, the FEM/ABC method can be used to characterize the effect of the indentations or protrusions without a need to use a Green’s function. One such example is given in [86].

Finally, we note that for the sake of clarity, we omitted details in the formulations and numerical implementations of the presented hybrid techniques (such as how to decouple the FEM and SBR calculations in the FEM/SBR method and the MOM and SBR calculations in the MOM/SBR method, how to improve the SBR for a more accurate calculation of the near field, the convergence analysis of the FEM/AABC method, and the use of the multifrontal algorithm). The interested reader is referred to the related journal articles and technical reports for such details and more numerical examples. Although we considered only scattering problems, the hybrid techniques can also be applied effectively to antenna radiation problems.
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High-Order Methods in Computational Electromagnetics

Jian-Ming Jin, Kalyan C. Donepudi, Jian Liu, Gang Kang, Jiming Song, and Weng Cho Chew

14.1 INTRODUCTION

The research on computational electromagnetics has a history of more than 40 years. Early efforts in this area concentrated on the development of numerical methods for solving a variety of electromagnetics problems. These efforts have resulted in a number of numerical methods, such as the method of moments (MOM), the finite element method (FEM), and the finite-difference time-domain (FDTD) method. Within each method, many formulations and implementations have been developed. It is fair to say that today numerical methods are available to solve most electromagnetics problems, although there are always new problems whose numerical solutions have not yet been formulated. Therefore, the present focus of computational electromagnetics has been on the enhancement of the efficiency and accuracy of the existing numerical methods. One approach to achieving this goal is through the development of fast algorithms, such as the FFT-based methods and fast multipole methods. Another approach is the use of higher-order basis functions, which lead to higher-order methods.
A higher-order method has two aspects: the higher-order geometrical modeling and the higher-order representation of the unknown quantities to be solved for. The unknown quantities are either the electric and/or magnetic fields for the FEM and FDTD or the electric and/or magnetic currents for the MOM, although the fields and the currents are actually closely related. Whereas the higher-order geometrical modeling can be easily achieved using a higher-order transformation or mapping, the higher-order representation of the fields or currents is more involved because the fields and currents, both of which are vectors, have some special properties. Traditional higher-order scalar polynomials have been proven inadequate to be used as basis functions for representing the vector fields and currents. In this chapter, we discuss the formulation of higher-order vector basis functions and their application in the MOM and FEM, together with some numerical examples to demonstrate the performance of the resulting higher-order methods.

14.2 HIGHER-ORDER MOM AND MLFMA

The MOM is a popular discretization method in electromagnetics to solve integral equations of scattering [1]. In this method, the scatterer’s surface is first divided into a number of connected triangular or quadrilateral patches. The surface electric current is then approximately represented by roof-top functions for quadrilateral patches and the Rao-Wilton-Glisson (RWG) functions for triangular patches [2]. Since it is easy to model an arbitrary surface using triangular patches and straightforward to refine big triangles to smaller ones, the RWG functions have gained widespread use.

The RWG functions represent the current passing through the edges of a triangular patch as a constant and hence are complete to the zeroth order. As a result, small patches (typically, over 100 patches per square wavelength) have to be used to yield a sufficiently accurate representation. This leads to a large number of unknowns for a large scatterer. In addition, they exhibit a low-order convergence rate—the solution accuracy increases slowly with the number of unknowns. Therefore, it is very costly to obtain high accuracy using low-order basis functions. A remedy is to employ higher-order basis functions.

The development of higher-order basis functions for modeling electromagnetic fields has received intense attention recently because of their faster convergence, permitting more accurate results with less effort than the low-order basis functions. In the context of MOM, Wandzura extended the RWG basis functions to a higher order, where most unknown parameters are related to interior edges [3]. Hamilton et al. extended the RWG basis functions to a set of basis functions consisting of edge-based functions and two kinds of patch-based functions [4, 5]. In the context of FEM, higher-order edge-based basis functions have also been developed [6–12]. Based on Nedelec’s approach, Graglia et al. developed general, unified expressions
for higher-order interpolatory vector basis functions [11], which are adopted in this work.

### 14.2.1 Formulation

The higher-order interpolatory vector basis functions proposed by Graglia et al. [11] are based on the RWG basis functions. Consider a curvilinear triangular patch in the $xyz$-space, as illustrated in Figure 14.1(a). Using a parametric transformation or mapping, this patch can be transformed into a planar right-angle triangle in the $\xi$-space, as shown in Figure 14.1(b). Take the second-order transformation as an example; a curvilinear triangular patch described by six nodes can be transformed into a planar right-angle triangle using the transformation

$$
\mathbf{r} = \sum_{j=1}^{6} \varphi_j(\xi_1, \xi_2, \xi_3) \mathbf{r}_j
$$

(14.1)

where the shape functions $\varphi_j$ are defined in terms of the parametric coordinates $\xi_1, \xi_2, \xi_3$ as

$$
\begin{align*}
\varphi_1 &= \xi_1 (2\xi_1 - 1) \\
\varphi_2 &= \xi_2 (2\xi_2 - 1) \\
\varphi_3 &= \xi_3 (2\xi_3 - 1) \\
\varphi_4 &= 4\xi_1 \xi_2 \\
\varphi_5 &= 4\xi_2 \xi_3 \\
\varphi_6 &= 4\xi_3 \xi_1
\end{align*}
$$

(14.2)

It can be seen easily that $\xi_1 + \xi_2 + \xi_3 = 1$. Such a parametric transformation is rather standard in the FEM [13] and can be accomplished for any orders.

As in Figure 14.1, the three nodes of a triangular patch are labeled by $(1, 2, 3)$, and their opposite edges can be labeled accordingly. The RWG basis functions for the three edges are defined as

$$
\begin{align*}
\Lambda_1(\mathbf{r}) &= \frac{1}{J} (\xi_2 \ell_3 - \xi_3 \ell_2) \\
\Lambda_2(\mathbf{r}) &= \frac{1}{J} (\xi_3 \ell_1 - \xi_1 \ell_3) \\
\Lambda_3(\mathbf{r}) &= \frac{1}{J} (\xi_1 \ell_2 - \xi_2 \ell_1)
\end{align*}
$$

(14.3)

where $J$ denotes the Jacobian given by $J = \ell_1 \cdot (\ell_2 \times \ell_3)$ with the unitary basis vectors $\ell^i$ defined as

$$
\ell^i = \frac{\partial \mathbf{r}}{\partial \xi_i}, \quad i = 1, 2, 3
$$

(14.4)

Also, $\ell_1, \ell_2, \text{ and } \ell_3$ represent the edge vectors, which are related to the unitary basis vectors by

$$
\ell_1 = -\ell^2, \quad \ell_2 = \ell^1, \quad \ell_3 = \ell^2 - \ell^1
$$

(14.5)
A unique feature of the RWG functions so defined is that they have a normal component only on the associated edges and this normal component is a constant, which is often normalized to 1. As a result, these functions are well suited to representing the current density because they guarantee the normal continuity. Note that the three expressions in (14.3) can be written uniformly as

\[ \Lambda_{\beta}(r) = \frac{1}{\sqrt{3}}(\xi_s \ell_t - \xi_t \ell_s) \]  

(14.6)

where \((\beta, s, t)\) are cyclic permutations of \((1, 2, 3)\).

The higher-order vector basis functions are formed by multiplying the RWG functions \(\Lambda_{\beta} (\beta = 1, 2, 3)\) by a set of interpolatory polynomial functions, which are complete to the specified order. To construct a set of interpolatory polynomials for a specified order, say order \(p\), we can choose a set of interpolation nodes arranged in a similar form to that of the Lagrange bases of the same order. However, to stay away from the vertices of the triangle, the interpolation nodes are shifted away from the two edges where the normal components of \(\Lambda_{\beta}\) vanish (Figure 14.2). Multiplying \(\Lambda_{\beta}\) by the Lagrange interpolation polynomials generates a set of higher-order basis functions associated with edge \(\beta\). Since there are three edges, one has three sets of interpolation nodes and must use three sets of labels.

To avoid the use of the three sets of labels for the interpolation nodes and use one set instead, we can first form a set of nodes arranged in a similar form to that
of the Lagrange bases of order $p + 2$ and then choose a subset of the nodes to be interpolation nodes. For the vector basis functions associated with $A_\beta$, this subset is formed by the interior nodes and the nodes residing on edge $\beta$ except for the two at the ends of the edge (Figure 14.3). By labeling each interpolation node with the indices $(i, j, k)$, which satisfy $i + j + k = p + 2$, the unified expression for the vector basis functions so constructed are given by [11]

$$A_{ij}^1(r) = N_{ij}^1 R_i(p + 2, \xi_1) \hat{R}_j(p + 2, \xi_2) \hat{R}_k(p + 2, \xi_3) A_1(r)$$

$$i = 0, 1, \ldots, p; j, k = 1, 2, \ldots, p + 1\quad(14.7)$$

$$A_{ij}^2(r) = N_{ij}^2 R_i(p + 2, \xi_1) \hat{R}_j(p + 2, \xi_2) \hat{R}_k(p + 2, \xi_3) A_2(r)$$

$$j = 0, 1, \ldots, p; i, k = 1, 2, \ldots, p + 1\quad(14.8)$$

$$A_{ij}^3(r) = N_{ij}^3 R_i(p + 2, \xi_1) \hat{R}_j(p + 2, \xi_2) \hat{R}_k(p + 2, \xi_3) A_3(r)$$

$$k = 0, 1, \ldots, p; i, j = 1, 2, \ldots, p + 1\quad(14.9)$$
Here, $N_{ijk}^\beta$ ($\beta = 1, 2, 3$) are normalization factors, $R$ and $\tilde{R}$ denote the Silvester-Lagrange and shifted Silvester polynomials defined by

$$R_i(p, \xi) = \begin{cases} \frac{1}{i!} \prod_{k=0}^{i-1} (p^\xi - k), & 1 \leq i \leq p \\ 1, & i = 0 \end{cases}$$ (14.10)

$$\tilde{R}_i(p, \xi) = \begin{cases} \frac{1}{(i-1)!} \prod_{k=1}^{i-1} (p^\xi - k), & 2 \leq i \leq p + 1 \\ 1, & i = 1 \end{cases}$$ (14.11)

Equations (14.7)–(14.9) can be written uniformly as

$$A_{ijk}^\beta(r) = N_{ij}^\beta R_{i\xi} (p + 2, \xi_\beta) \tilde{R}_{i\nu} (p + 2, \xi_s) \tilde{R}_{i\nu} (p + 2, \xi_t) A_{\beta}(r)$$

$$i_\beta = 0, 1, \ldots, p; i_s, i_t = 1, 2, \ldots, p + 1$$ (14.12)

where $i_\beta$ is taken to be $i, j, \text{ or } k$ for $\beta = 1, 2, \text{ or } 3$, and similarly for $i_s$ and $i_t$.

Equation (14.12) provides one basis function for an edge node and three basis functions for an interior node. Since a surface vector function has only two degrees of freedom, one of the three basis functions is dependent and has to be discarded. This leads to $3(p+1)$ degrees on the boundary and $p(p+1)$ in the interior, resulting in three unknowns for the zeroth-order, eight unknowns for the first-order, 15 unknowns for the second-order patch, and so on. Since the unknowns on edges are shared by two triangles, on the average there are 1.5, 5, and 10.5 unknowns per patch for the zeroth-, first-, and second-order basis functions, respectively.

With the basis functions given above, we can now apply them to the MOM solution of scattering. Consider an arbitrarily shaped three-dimensional (3D) conducting object illuminated by an incident field $(E^{\text{inc}}, H^{\text{inc}})$. The electric field integral equation (EFIE) and magnetic field integral equation (MFIE) are given by

$$\hat{n} \times \mathbf{L}(\mathbf{J}) = \hat{n} \times E^{\text{inc}}(r) \quad r \in S$$ (14.13)

$$\frac{1}{2} \mathbf{J}(r) + \hat{n} \times \tilde{\mathbf{K}}(\mathbf{J}) = \hat{n} \times H^{\text{inc}}(r) \quad r \in S$$ (14.14)

respectively, where $\mathbf{J}(r)$ denotes the unknown surface current density and the integral operators $\mathbf{L}$ and $\tilde{\mathbf{K}}$ are defined by

$$\mathbf{L}(\mathbf{J}) = jk_0 \eta_0 \int_S \left[ \mathbf{J}(r')g(r, r') + \frac{1}{k^2} \nabla' \cdot \mathbf{J}(r') \nabla g(r, r') \right] dS'$$ (14.15)

$$\tilde{\mathbf{K}}(\mathbf{J}) = \int_S \mathbf{J}(r') \times \nabla g(r, r') dS'$$ (14.16)

in which $S$ denotes the conducting surface of the object, $k_0$ is the free-space wavenumber, $\eta_0$ is the free-space wave impedance, $\hat{n}$ is an outwardly directed normal, and
$g(r, r')$ is the well-known free-space Green’s function given by
\[
g(r, r') = \frac{e^{-j k_0 |r-r'|}}{4\pi |r-r'|}.
\] (14.17)

When $r = r'$, the integral in (14.16) is interpreted in the principal value sense.

Either EFIE or MFIE can be used to solve for $\mathbf{J}$. However, for a given closed $S$, $\mathbf{L}$ can be singular at certain frequencies when the exterior medium is lossless. Consequently, (14.13) may give an erroneous solution at these frequencies. This is known as the problem of interior resonance and the singular frequencies correspond to the resonant frequencies of a cavity formed by filling the interior of $S$ with the exterior medium. A similar problem occurs in (14.14) as well. To eliminate this problem, one can combine (14.13) and (14.14) to find

\[
\alpha \, \hat{n} \times \hat{n} \times \mathbf{L}(\mathbf{J}) + (1 - \alpha) \eta_0 \left[ \frac{1}{2} \mathbf{J}(r) + \hat{n} \times \mathbf{K}(\mathbf{J}) \right] \\
= \alpha \, \hat{n} \times \hat{n} \times \mathbf{E}^{inc}(r) + (1 - \alpha) \eta_0 \hat{n} \times \mathbf{H}^{inc}(r) \quad r \in S
\]

which is known as the CFIE [14]. This combination results in an integral operator whose singular frequencies correspond to the resonant frequencies of a cavity with a resistive wall, which are complex. As a result, the CFIE operator cannot be singular for a real frequency. The combination parameter $\alpha$ is usually chosen anywhere between 0.2 and 0.8.

The EFIE, MFIE, and CFIE can be solved by MOM. Since both EFIE and MFIE can be considered the special case of CFIE, we consider the MOM solution of CFIE here. For this, the conducting surface $S$ is subdivided into small triangular patches and the current on the surface is expanded as

\[
\mathbf{J}(r') = \sum_{n=1}^{N} I_n \mathbf{A}_n(r')
\] (14.19)

where $N$ is the number of unknowns and $\mathbf{A}_n(r')$ denote the vector basis functions.

Applying Galerkin’s method results in a matrix equation

\[
\sum_{n=1}^{N} Z_{mn} I_n = V_m \quad m = 1, 2, \ldots, N
\] (14.20)

in which

\[
Z_{mn} = \alpha \int_S \mathbf{A}_m(r) \cdot \mathbf{L}(\mathbf{A}_n) dS \\
+ (1 - \alpha) \eta_0 \int_S \mathbf{A}_m(r) \cdot \left[ \frac{1}{2} \mathbf{A}_n(r) + \hat{n} \times \mathbf{K}(\mathbf{A}_n) \right] dS
\] (14.21)

\[
V_m = \int_S [\alpha \mathbf{E}^{inc}(r) + (1 - \alpha) \eta_0 \hat{n} \times \mathbf{H}^{inc}(r)] \cdot \mathbf{A}_m(r) dS
\] (14.22)
It remains to evaluate $Z_{mn}$, which contains double integrals: one over primed variables and the other over unprimed variables. This evaluation can be carried out accurately using Gaussian quadrature rules if the supports of the basis functions $\mathbf{A}_m$ and $\mathbf{A}_n$ are far apart. However, when these supports coincide with or are close to each other, Gaussian quadrature rules will not be sufficient because of the singularity associated with Green’s function in the integrand. To circumvent this problem, the singularity of the EFIE term is first converted into a weaker form by using Gauss’ theorem, and Duffy’s method [15] is then employed to generate a set of quadrature rules around the point of singularity, as described below.

First, the integral over primed variables in $Z_{mn}$ is still evaluated using the standard Gaussian quadrature rules. The integration point then becomes the singular point for the remaining integral over unprimed variables. This integral can be written in the following form:

$$ I = \iint_\Delta \frac{f(x,y,z)}{\rho} \, dS = \int_0^1 d\xi_1 \int_0^{1-\xi_1} \frac{f(\xi_1,\xi_2)}{\rho} \mathcal{J}(\xi_1,\xi_2) \, d\xi_2 $$

where $\Delta$ denotes a curvilinear triangular patch, $f(x,y,z)$ is either a continuous vector or scalar function, $\mathcal{J}(\xi_1,\xi_2)$ is the Jacobian, and $\rho$ represents the distance between the field and source points. In Duffy’s method, the integral $I$ over the source patch is first written in terms of subtriangles defined by the primed integration point and the three vertices of the triangle (Figure 14.4). As a result, $I$ can be written as

$$ I = \sum_{c=1}^3 \int_0^1 d\xi_1^c \int_0^{1-\xi_1^c} \frac{f(\xi_1^c,\xi_2^c)}{\rho} \mathcal{J}(\xi_1^c,\xi_2^c) \, d\xi_2^c $$

where $\xi_1^c$ and $\xi_2^c$ are the parametric coordinates of the $c$th subtriangle. The integral over each subtriangle can be transformed into an integration over a square by introducing the transformation $\xi_2^c = (1 - \xi_1^c)u$. By doing this, one can rewrite (14.24) as

$$ I = \sum_{c=1}^3 \int_0^1 d\xi_1^c \int_0^{1-\xi_1^c} \frac{f(\xi_1^c,\xi_2^c)}{\rho} \mathcal{J}(\xi_1^c,\xi_2^c) \, d\xi_2^c $$

with

$$ \rho = (1 - \xi_1^c) \sqrt{q(\xi_1^c, u, r_1, r_2, \ldots, r_6)} $$

where the function $q$ is defined in terms of the coordinate $\xi_1^c$, the transformation variable $u$, and $r_1, r_2, \ldots, r_6$, which are the position vectors of the six nodes of the patch. The numerator term $1 - \xi_1^c$ cancels the singular nature of $\rho$. Consequently, each of the above integrals can be accurately evaluated by using one-dimensional Gauss-Legendre quadrature rules.
With the accurate evaluation of $Z_{mn}$, the linear system of equations in (14.20) can now be solved using MLFMA [16–18]. Note that in MLFMA, $Z_{mn}$ is evaluated only when $A_m$ and $A_n$ are inside the same or nearby groups. The MLFMA kernel used here is ScaleME [19–21].

### 14.2.2 Numerical Examples

In this section, we consider several examples to demonstrate the performance of the higher-order method. In all the examples, the solution is obtained using either the biconjugate gradient stabilized (BICGSTAB) [22] or the generalized minimal residual (GMRES) [23] with a block diagonal preconditioner [24].

We first consider the convergence of the higher-order formulation, using a conducting sphere having a diameter of 9λ. The parameter used in the study is the root-mean-square (RMS) error defined as

$$\text{RMS} = \sqrt{\frac{1}{N_s} \sum_{i=1}^{N_s} |\sigma_{\text{ref}} - \sigma_{\text{cal}}|^2}$$

(14.27)

where $\sigma_{\text{cal}}$ denotes the calculated radar cross-section (RCS) and $\sigma_{\text{ref}}$ denotes the reference Mie solution, both measured in dB, and $N_s$ is the number of sampling points, which are the angles of observation here. Figure 14.5 displays the RMS error in the bistatic RCS as a function of the unknown density for both $E$- and $H$-planes (the difference between the two planes is that there are many deep nulls...
in the $E$-plane bistatic RCS, which tend to exaggerate the RMS error). A dramatic improvement is observed when using higher-order basis functions. The improvement is more pronounced when a higher accuracy is desired. To obtain a solution with the RMS error less than 0.2 dB in the $E$-plane, the zeroth-order basis functions use about 43,200 unknowns whereas the first- and second-order basis functions require only about 9,600 and 7,000 unknowns, respectively. If the desired RMS error is set to be 0.1 dB, the zeroth-order basis functions would require about 80,688 unknowns whereas the first- and second-order basis functions would require only about 14,440 and 8,400 unknowns, respectively. The computation is carried out on a 16-node Linux cluster called Orion [25]. Each node of the cluster consists of a 100-MHz motherboard and a 350-MHz AMD K6-2 processor. Each board is equipped with a 256 SDRAM card leading to a total of 4 GB of dynamic random access memory. The corresponding computation times and memory requirements are summarized in Table 14.1 for a set of computations.

Next, we present a few examples to demonstrate the self consistency in the higher-order solutions and the capability of the higher-order method. The first example is a $2.5\lambda \times 2.5\lambda \times 3.75\lambda$ open cavity. The cavity opening is in the direction of $\theta = 0^\circ$. The monostatic RCS patterns for the $\theta\theta$ and $\phi\phi$ polarizations are computed using the zeroth-, first-, and second-order basis functions. The results are shown in Figure 14.6. The second- and first-order basis functions require about only 1,179 and 1,640 unknowns to attain the same accuracy as those obtained by using the zeroth-order basis functions with 2,182 unknowns.

The second example is a conducting cube, whose sides are $15\lambda$ long. The bistatic RCS patterns in both $E$- and $H$-planes are given in Figure 14.7 (the angle of incidence is $\theta = 0^\circ$, which is normal to one of the faces of the cube). The zeroth-order basis functions use about 271,872 unknowns whereas the first- and second-order basis functions require only about 73,200 and 43,200 unknowns, respectively. The computations were carried out on the SGI Origin 2000 (250-MHz processors) and the corresponding computation times and memory requirements are summarized in Table 14.2.

The third example is the 9.936-in NASA almond, which is an EMCC benchmark geometry [26]. The almond is placed horizontally with its longer axis aligned with the $x$ axis and its sharp tip pointing in the $\hat{x}$ direction. Its monostatic RCS is computed

<table>
<thead>
<tr>
<th>Basis</th>
<th>Unknowns</th>
<th>Processors</th>
<th>Setup time</th>
<th>Solution time</th>
<th>Memory</th>
</tr>
</thead>
<tbody>
<tr>
<td>0th order</td>
<td>43,200</td>
<td>16</td>
<td>2,305 s</td>
<td>134 s</td>
<td>601 MB</td>
</tr>
<tr>
<td>1st order</td>
<td>9,000</td>
<td>8</td>
<td>1,029 s</td>
<td>94 s</td>
<td>207 MB</td>
</tr>
<tr>
<td>2nd order</td>
<td>6,804</td>
<td>8</td>
<td>1,403 s</td>
<td>79 s</td>
<td>263 MB</td>
</tr>
</tbody>
</table>
Figure 14.5  RMS error in the bistatic RCS of a $9\lambda$ diameter sphere versus the number of unknowns per square wavelength: (a) $E$-plane; (b) $H$-plane [24].
Figure 14.6 Monostatic RCS of a $2.5\lambda \times 2.5\lambda \times 3.75\lambda$ open cavity: (a) $\theta\theta$-polarization; (b) $\phi\phi$-polarization [24].
Figure 14.7  Bistatic RCS patterns of a conducting cube having side length of $15\lambda$: (a) $E$-plane; (b) $H$-plane [24].
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Table 14.2 Computation Times and Memory Requirements on SGI Origin 2000 [24]

<table>
<thead>
<tr>
<th>Problem</th>
<th>Basis</th>
<th>Unknowns</th>
<th>Processors</th>
<th>Setup</th>
<th>Solution</th>
<th>Memory</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fig. 14.7</td>
<td>0th order</td>
<td>271,872</td>
<td>8</td>
<td>1,390 s</td>
<td>478 s</td>
<td>1.6 GB</td>
</tr>
<tr>
<td>Fig. 14.7</td>
<td>1st order</td>
<td>73,200</td>
<td>8</td>
<td>926 s</td>
<td>233 s</td>
<td>750 MB</td>
</tr>
<tr>
<td>Fig. 14.7</td>
<td>2nd order</td>
<td>43,200</td>
<td>8</td>
<td>1,270 s</td>
<td>202 s</td>
<td>970 MB</td>
</tr>
<tr>
<td>Fig. 14.8</td>
<td>1st order</td>
<td>17,480</td>
<td>8</td>
<td>442 s</td>
<td>47.5 s</td>
<td>674 MB</td>
</tr>
<tr>
<td>Fig. 14.9</td>
<td>2nd order</td>
<td>537,600</td>
<td>32</td>
<td>3,700 s</td>
<td>4,860 s</td>
<td>18.8 GB</td>
</tr>
</tbody>
</table>

using the first-order basis functions (3,496 triangular patches) for both the $\theta\theta$ and $\phi\phi$ polarizations in the $\theta = 90^\circ$ plane. This plane, especially in the tip region around $\phi = 0^\circ$, is considered the most difficult for the RCS computation because of diffraction due to the tip of the almond. The results are shown in Figure 14.8 and compared to those obtained by FISC [27] using 53,092 triangular patches, which is based on the zeroth-order basis functions and flat patches. While good agreement is obtained from $\phi = 0^\circ$ to $\phi = 90^\circ$, we also observed the disagreement in the tip region from $\phi = 0^\circ$ to $\phi = 30^\circ$. We conjectured that the disagreement is caused by the difference between the two meshes used in the calculations. To verify this conjecture, we carried out another calculation using the second-order basis functions and the same mesh (3,496 triangular patches) as used in the first-order calculation. The result agrees with that obtained using the first-order basis functions. We then used another finer mesh (6,708 triangular patches) and the first-order basis functions for calculation and obtained the results shown in the figure, which still exhibit some disagreement with the FISC solution. Obviously, for this geometry the RCS in the tip region is very sensitive to the mesh and a slight difference in the mesh can result in different solutions. The computations were carried out on the SGI Origin 2000 and the corresponding computation times and memory requirements are summarized in Table 14.2 (note that the solution time in this case is averaged for one incident angle).

The final example is a conducting sphere of 72 $\lambda$ in diameter, with a surface area of $16,286 \lambda^2$. The bistatic RCS in the $E$-plane is computed using the second-order basis functions with 537,600 unknowns and the result is compared with the Mie series solution in Figure 14.9 (the angle of incidence is $\theta^{inc} = 0^\circ$). The RMS error is about 0.22 dB over the entire region. Again, the computations were carried out on the SGI Origin 2000 and the corresponding computation times and memory requirements are summarized in Table 14.2.

All the examples above suggest that the higher-order method can significantly reduce the number of unknowns, especially from the zeroth to the first order, without compromising the accuracy of geometry modeling. Typical mesh density to obtain a 0.1-dB solution accuracy is 330, 55, 33 unknowns per square wavelength for the solution of CFIE using the zeroth-, first-, and second-order basis functions, respectively.
Figure 14.8  Monostatic RCS of a 9.936-in NASA almond at 20 GHz: (a) $\theta \theta$ polarization; (b) $\phi \phi$ polarization [24].
The preceding section demonstrated clearly the fast convergence of the higher-order method—the solution error decreased quickly with the increase in the number of unknowns. However, when MLFMA is used to accelerate the solution of the higher-order Galerkin-based MOM, its performance is limited for the following reason. In MLFMA, only the near interactions of the MOM matrix are computed explicitly whereas the far interactions are computed implicitly by using the multipole expansion of current distributions. In this procedure, the scatterer is first enclosed in a large cube, which is then divided into eight equally sized small cubes. Each of the small cubes is further divided into eight smaller cubes recursively until the smallest cube size is about several times bigger than the longest patch edge. Thus, the edge length limits the number of levels used in MLFMA.

In the Galerkin-based MOM using the RWG basis functions, since the edge length is about 0.1λ, the finest cube is about a quarter of a wavelength. However, because of the large patch size used with higher-order basis functions, the number of levels in MLFMA is at least one or two less than that for the RWG basis functions. In MLFMA, the radiation pattern of each basis is calculated and stored. The number of

---

**Figure 14.9**  $E$-plane bistatic RCS pattern of a conducting sphere having a diameter of $72\lambda$ [24].

### 14.3 POINT-BASED IMPLEMENTATION OF HIGHER-ORDER MLFMA
Figure 14.10 Applying MLFMA to (a) basis-based sources and (b) point-based sources.

The number of samplings \( K \) in the radiation pattern is given by

\[
K = 2L^2, \quad L = k_0d + \alpha(k_0d)^{1/3}
\]  

(14.28)

where \( k_0 \) is the wavenumber, \( \alpha \) depends on the accuracy, and \( d \) is the diameter of the group size, which is bigger than the cube as shown in Figure 14.10(a). Each higher-order basis needs many more samplings than the RWG basis. The average number of unknowns required is about 1.5 per patch for RWG basis, 5 and 10.5 for the first- and second-order basis functions, respectively. Thus, the number of unknowns in each group for higher-order basis functions is larger than that for RWG basis. Therefore, more near interactions have to be calculated and stored for each higher-order basis. Consequently, MLFMA cannot work very efficiently with the higher-order Galerkin’s method.

To overcome this problem, we proposed to implement MLFMA based on point-to-point interactions, instead of the traditional basis-to-basis interactions [28]. When we calculate the matrix elements for which the testing and source bases are not close to each other, we can apply Gaussian quadrature to evaluate the integrals. This process can be interpreted as replacing a continuous source distribution with discrete sources as shown in Figure 14.10(b). Thus, one matrix-vector multiply is similar to the calculation of the electromagnetic fields for a given distribution of \( N \) source bases and then testing them with these bases. In this implementation, we first find \( Q \) equivalent point sources from these \( N \) source bases, then calculate electromagnetic fields at these \( Q \) points, and finally test them with each testing basis. The value of \( Q \) depends on the number of patches and the quadrature rule used for each patch. The MLFMA is used to calculate electromagnetic fields at \( Q \) points generated by \( Q \) point sources. By doing so, the number of levels used is not limited by the size of basis functions, making MLFMA more efficient. Furthermore, the near interaction part of
the MOM matrix is redefined as the difference between the original matrix and the interactions calculated by MLFMA. Consequently, the memory requirement can be reduced as well.

14.3.1 Formulation

By testing the EFIE with the basis function $t_j$, the matrix element $Z_{ji}$ is written as

$$Z_{ji} = \iiint t_j(r) \cdot \mathbf{G}(r, r') \cdot t_i(r')dS'dS$$  \hspace{1cm} (14.29)

where the dyadic Green’s function is given by

$$\mathbf{G}(r, r') = -\frac{j\kappa_0}{4\pi} \left( I - \frac{\nabla \nabla'}{k_0^2} \right) e^{-j\kappa_0 |r-r'|}$$

and $\eta_0$ denotes the impedance. When the testing basis ($t_j$) is sufficiently far away from the source basis ($t_i$), the integrals can be evaluated by using Gaussian quadrature to give

$$Z_{ji}^{far} = \sum_{p=1}^{Q} W_{jp} t_j(r_p) \sum_{q=1}^{Q} W_{iq} t_i(r_q)$$

where $Q$ is the total number of quadrature points on all patches, $W_{jp}$ is the quadrature weight at the $p$th point, which is nonzero only on the patch supporting the basis $t_j$, and $\mathbf{J}_j(r_p)$ is defined as $W_{jp} \mathbf{t}_j(r_p)$. Correspondingly, the matrix-vector multiply for the far interactions is written as

$$\sum_{i=1}^{N} Z_{ji}^{far} x_i = \sum_{p=1}^{Q} \mathbf{J}_j(r_p) \sum_{q=1}^{Q} \mathbf{G}(r_p, r_q) x_i$$ \hspace{1cm} (14.30)

where $x_i$ is the coefficient of the $i$th basis function. By defining

$$\mathbf{E}_p = \sum_{q=1}^{Q} \mathbf{G}(r_p, r_q) \cdot \mathbf{J}_q \hspace{1cm} \mathbf{J}_q = \sum_{i=1}^{N} \mathbf{J}_i(r_q) x_i$$ \hspace{1cm} (14.31)

(14.30) is simplified as

$$\sum_{i=1}^{N} Z_{ji}^{far} x_i = \sum_{p=1}^{Q} \mathbf{J}_j(r_p) \cdot \mathbf{E}_p$$
The above formulation means that for a given distribution of \( N \) source bases, calculate the electric fields and test them with these bases. The MLFMA can be used to calculate the fields generated by current sources very efficiently. Defining a variable \( I_{pq} \) such that

\[
I_{pq} = \begin{cases} 
1 & \text{\( p \)-\( q \) interaction is calculated by MLFMA} \\
0 & \text{otherwise} 
\end{cases}
\]

the matrix-vector multiply calculated by MLFMA is modified as

\[
\sum_{i=1}^{N} Z_{ji}^{\text{far}} \mathbf{x}_i = \sum_{p=1}^{Q} \mathbf{J}_j(r_p) \cdot \sum_{q=1}^{Q} I_{pq} \mathbf{G}(r_p, r_q) \cdot \sum_{i=1}^{N} \mathbf{J}_i(r_q) \mathbf{x}_i 
\]

(14.32)

Now, the near interaction part of the MOM matrix is redefined as the difference between the original matrix and the interactions calculated by MLFMA, so we have

\[
Z_{ji}^{\text{near}} = Z_{ji} - Z_{ji}^{\text{far}} 
\]

(14.33)

where

\[
Z_{ji}^{\text{far}} = \sum_p \mathbf{J}_j(r_p) \cdot \sum_q I_{pq} \mathbf{G}(r_p, r_q) \cdot \mathbf{J}_i(r_q) 
\]

Hence,

\[
Z_{ji}^{\text{near}} = Z_{ji} - Z_{ji}^{\text{far}} = \iint t_j(r) \cdot \iint \mathbf{G}(r, r') t_i(r') dS' dS - \sum_p \mathbf{J}_j(r_p) \cdot \sum_q I_{pq} \mathbf{G}(r_p, r_q) \cdot \mathbf{J}_i(r_q) 
\]

If the testing basis \( t_j \) and the source basis \( t_i \) belong to the nearby groups but are not very close to each other, the same quadrature rule used for evaluating the far interactions is used to calculate the first term of the above equation. If all point-point interactions are calculated by MLFMA, \( Z_{ji}^{\text{near}} \) equals to zero. Therefore, \( Z_{ji}^{\text{near}} \) is a sparse matrix and has fewer nonzero elements than the matrix for near interactions between bases.

Since the current vector in (14.31) has only two tangential components, we write it in terms of two independent tangential vectors as

\[
t_i(r_q) = \sum_{i'=1}^{2} \Lambda_{i'}(r_q) y_{ii'}(r_q) 
\]
Therefore, current $J_q$ at the $q$th source point $r_q$ is written as
\[
J_q = \sum_{i=1}^{N} W_{iq} t_i(r_q)x_i = \sum_{i=1}^{N} W_{iq} \sum_{l'=1}^{2} \Lambda_{i'}(r_q) y_{il'}(r_q)x_i
\]
\[
= \sum_{l'=1}^{2} \Lambda_{i'}(r_q) Y_{i'}(r_q) \tag{14.34}
\]

where
\[
Y_{i'}(r_q) = \sum_{i=1}^{N} W_{iq} y_{il'}(r_q)x_i
\]

Substituting the above expression into (14.30) yields
\[
\sum_{i=1}^{N} Z_{ij}^{fr}x_i = \sum_{p=1}^{Q} \sum_{l=1}^{2} W_{jp} y_{jl'}(r_p) \Lambda_{i}(r_p) \cdot \sum_{q=1}^{Q} \overline{G}(r_p, r_q) \cdot \sum_{l'=1}^{2} \Lambda_{i'}(r_q) Y_{i'}(r_q) \tag{14.35}
\]

Applying the addition theorem to the dyadic Green’s function [29] yields
\[
\overline{G}(r_p, r_q) = \frac{-j\kappa_0 \eta_0}{4\pi} \left( \mathbf{I} + \frac{\nabla \nabla}{k_0^2} \right) \frac{e^{-j\kappa_0 |r_p - r_q|}}{|r_p - r_q|}
\]  
\[
= \int d^2 \hat{k} (\mathbf{I} - \hat{k} \hat{k}) e^{-j\kappa (r_p - r_q)} \alpha(k, r_{mm'}) \tag{14.36}
\]

where
\[
\alpha(k, r_{mm'}) = -\frac{j\kappa_0 \eta_0}{4\pi} \sum_{l=0}^{L} (-j)^{l} (2l + 1) h_{l}^{(2)}(\kappa_0 r_{mm'}) P_l(\hat{r}_{mm'} \cdot \hat{k})
\]

and $r_p$ and $r_q$ are the group centers for the points $p$ and $q$, respectively. Consequently, the far interactions of the matrix-vector multiply can be written as
\[
\sum_{i=1}^{N} Z_{ij}^{fr}x_i = \sum_{p=1}^{Q} \sum_{l=1}^{2} U_{jpl} \int d^2 \hat{k} V_{mlp}(k)
\]
\[
\cdot \sum_{m'} \alpha(k, r_{mm'}) \sum_{q \in G_{m'}} \sum_{l'=1}^{2} \mathbf{V}_{m'q'}(k) Y_{i'}(r_q) \tag{14.37}
\]

where $U_{jpl} = W_{jp} y_{jl'}$, the summation over $m'$ is carried out for all nonneighbor groups, denoted by $G_{m'}$, and the radiation and receiving patterns are given by
\[
\mathbf{V}_{mlp}(k) = e^{-j\kappa r_p} (\mathbf{I} - \hat{k} \hat{k}) \cdot \Lambda_{i}(r_p) \tag{14.38}
\]
Since the point sources do not have any spatial extent, we can refine the finest cube in MLFMA as small as a quarter of a wavelength. There are two advantages in applying MLFMA to point-to-point interactions. First of all, the group size is the same as the cube and there is no overlapping in sources as shown in Figure 14.10. Secondly, smaller group size means that many fewer samplings of radiation patterns are needed. As a consequence, the memory requirements for the radiation pattern can be reduced. Further reductions can be obtained if the radiation patterns are calculated on the fly since no numerical integration is needed to calculate the radiation pattern.

### 14.3.2 Complexity Analysis

The memory requirements in the MLFMA implementation have three parts: one for near interaction elements \( Z^{\text{near}} \), another for the radiation and receiving patterns for each basis or point as given by (14.38), and the third for the radiation patterns for all nonempty groups at each level. The first part is unchanged from the traditional basis-based approach to the point-based approach. This, however, is not the case for the second part. When the second-order basis is used, the number of levels in the point-based MLFMA is increased by two compared to that for the basis-based MLFMA. The cubic size in the finest level is then reduced to one-fourth, and by (14.28), the number of samplings of the radiation and receiving patterns for each point is reduced to one-eighth. Since the number of points is about twice of the number of bases, the second part of the memory requirement is reduced to one-fourth. From one level to a coarser level, the samplings in the radiation patterns are increased by a factor of 4, and since the number of nonempty cubes is reduced to one-fourth, the memory requirement is a constant for all nonempty cubes at each level. Consequently, the point-based approach needs more memory than the traditional basis-based approach in the third part, but, this increase is insignificant compared to the reduction achieved in the second part. Hence, if we write the total memory required as \( C_1 N \log N + C_2 N \), the proposed method maintains \( C_1 \) while it reduces \( C_2 \) by a factor of 4.

The number of operations in each matrix-vector multiply consists of three parts similar to the memory requirements: one for near interactions, another for calculating the radiation patterns for each group from its points or bases at the finest level, corresponding to the last two summations in (14.37), and evaluating the fields at each basis, corresponding to the first two summations and the integral in (14.37), and the third for the translation at each level and interpolation/anterpolation from one level to another [18]. Since a large number of groups is needed in the translation, which is the summation over \( m' \) in (14.37), and the interpolation and anterpolation are required for both \( \theta \) and \( \phi \), the number of operations in the third part is dominant. Hence, the point-based approach needs more operations than the basis-based approach because of the added levels. If we write the total number of operations as \( C_3 N \log N + C_4 N \), the proposed method maintains \( C_3 \) while it increases \( C_4 \).
14.3.3 Numerical Results

The inherent advantage in applying MLFMA to the point-based sources is shown by computing the RCS of a perfect electric conducting (PEC) sphere with different diameters using the second-order basis functions [24] and then comparing the memory needed for applying MLFMA to the basis-based sources. The computation is carried out on a 16-node Linux cluster Orion [25]. The discretization size is kept constant at 33 unknowns per square wavelength and the diameter of the sphere is increased from 9λ to 36λ. The memory required is shown in Figure 14.11(a), which clearly indicates that the memory requirements are reduced by a factor of 2. The corresponding CPU times recorded for a matrix-vector multiply are plotted in Figure 14.11(b). The CPU time of the point-based approach is initially increased for small problems, but eventually converges to that of the basis-based approach for larger problems. This is due to the increased memory access time in the basis-based approach because of its larger memory requirements.

Next, the RCS of a 50λ-diameter sphere is calculated using 322,896 second-order basis functions. The RMS error is about 0.0877 dB and the corresponding bistatic RCS pattern in the $E$-plane is plotted in Figure 14.12. Seven levels of the point-based MLFMA with radiation patterns computed on the fly are used, which requires 5.43 GB of memory. The use of the basis-based approach requires 12.69 GB of memory.

Finally, the RCS of a conducting cube having a side length of $15\lambda$ is calculated using 45,320 second-order basis functions. The corresponding bistatic RCS patterns in the $E$-plane are plotted in Figure 14.13. In this case, we use six levels of MLFMA with radiation patterns computed on the fly. The point-based approach requires 474 MB of memory, whereas the basis-based approach requires 988 MB of memory.

The numerical examples above show clearly that the point-based implementation of the higher-order MLFMA allows one to use more levels in MLFMA than applying MLFMA to basis interactions directly, and hence reduces the memory requirements significantly.

14.4 HIGHER-ORDER FEM

The most popular higher-order vector elements used in electromagnetics are those introduced by Nedelec [6]. These elements are distinguished by their reduced degrees of freedom. It has been shown in the preceding chapter that in the finite element analysis of the vector field problems, the curl of the field is as important as the field itself. Therefore, even if the field itself is represented by a polynomial of a given order (say, order $p$), its curl will be represented by a polynomial of order $p - 1$. The overall accuracy of the solution will then be limited by the lower order. Therefore, the accuracy of the solution will not be affected if the terms (the gradient terms of order $p$) that do not contribute to the curl representation are removed while keeping
Figure 14.11   (a) Memory requirements and (b) CPU time for a matrix-vector multiply of MLFMA as applied to the basis-based and point-based sources [28].
Figure 14.12  Bistatic RCS of a PEC sphere having a diameter of 50\(\lambda\) using the point-based approach (7-level MLFMA, 5.43 GB of memory) [28].

Figure 14.13  Bistatic RCS of a PEC cube having a side length of 15\(\lambda\) calculated by the MLFMA as applied to the basis-based and point-based sources, respectively [28].
the field representation complete to order $p - 1$. This results in fewer degrees of freedom, and thus increases the solution efficiency. The solution obtained will have a better balance in the accuracy of the field and its curl. The removal of the unnecessary gradient terms makes the basis function of mixed degree.

Like scalar elements, there are two types of higher-order vector elements. The first type uses interpolatory basis functions, and the second type uses hierarchal basis functions. Both types span the same vector space and start from the zeroth-order basis functions. Their major difference is in their construction. The interpolatory basis functions are defined on a set of points on the element, such that each basis function vanishes at all the points except for one. This type of basis function has several advantages. It has a good linear independence, thus resulting in a better conditioned matrix system. The coefficients have a physical interpretation as components of the vector field at the interpolation points. Since they interpolate the tangential component, their use makes it easy to enforce boundary conditions. Finally, it has a unified expression, which significantly simplifies the implementation of computer codes for the generation of arbitrary order basis functions. However, interpolatory basis functions of a given order are all different from those of the lower-order ones. Hence, different order basis functions cannot be used together, which makes it impossible to implement $p$-adaption (iterative increase of the element orders in different regions until the solution is converged to a specified accuracy).

In contrast, the hierarchal basis functions are not defined on a set of points. Higher-order hierarchal basis functions are formed by adding some new functions to the lower-order basis functions. Thus, the first-order basis functions contain those of the zeroth order, the second-order ones contain those of the zeroth and first orders, and so on. The distinct advantage of this type of basis function is that it permits the use of different orders in a problem, and hence can be employed for $p$-adaption. In this section, we describe higher-order interpolatory vector basis functions; for hierarchal ones the reader is referred to Webb [12].

### 14.4.1 Higher-Order Tetrahedral Elements

Consider a curvilinear tetrahedral element in the $x y z$-space. This element can be mapped to a rectilinear element in the $\xi$-space. For a quadratic element specified by 10 points (Figure 14.14), the mapping is given by

$$
\mathbf{r} = \sum_{j=1}^{10} \varphi_j(\xi_1, \xi_2, \xi_3, \xi_4) \mathbf{r}_j
$$

(14.39)

where the shape functions $\varphi_j$ are defined in terms of the parametric coordinates $\xi_1, \xi_2, \xi_3, \xi_4$ as

$$
\begin{align*}
\varphi_1 &= \xi_1(2\xi_1 - 1) \\
\varphi_2 &= \xi_2(2\xi_2 - 1) \\
\varphi_3 &= \xi_3(2\xi_3 - 1) \\
\varphi_4 &= \xi_4(2\xi_4 - 1)
\end{align*}
$$
It can be seen easily that $\xi_1 + \xi_2 + \xi_3 + \xi_4 = 1$. Such a parametric transformation is rather standard in the FEM and can be accomplished for any orders.

As in the MOM, the higher-order vector basis functions are based on the zeroth-order basis functions, which are also known as Whitney’s elements. Consider a tetrahedral element whose four nodes are labeled by $\xi_1, \xi_2, \xi_3, \xi_4$. Its four faces can be labeled by $(\gamma, \beta, m, n)$ as well, where face $\gamma$ is the one opposite to node $\gamma$ and so on. The vector basis function associated with the edge shared by faces $\gamma$ and $\beta$ (which is also the edge connecting nodes $m$ and $n$) is given by [8]

$$\Omega_{\gamma\beta}(r) = \xi_m \nabla \xi_m - \xi_m \nabla \xi_n$$

(14.41)

where $\xi_m$ and $\xi_n$ denote the normalized coordinates such that $\xi_m$ or $\xi_n$ has a value of 1 at node $m$ or $n$ and 0 on face $m$ or $n$. It can be shown that the basis functions $\Omega_{\gamma\beta}$ have tangential components only on faces $\gamma$ and $\beta$ and they guarantee the tangential continuity of the interpolated field while allowing the normal component to be discontinuous.

The higher-order interpolatory vector basis functions [11] are formed by multiplying the zeroth-order basis functions $\Omega_{\gamma\beta}$ by a set of interpolatory polynomial functions, which are complete to the specified order. To construct a set of interpolatory polynomials for a specified order, say order $p$, we can choose a set of interpolation
Figure 14.15 A subset of nodes taken to be interpolation nodes for higher-order \( p = 2 \) basis functions associated with edge 1 (interior nodes omitted for clarity).

Nodes arranged in a similar form to that of the Lagrange bases of the same order. However, to stay away from the vertices of the tetrahedron, the interpolation nodes are shifted away from the two faces where the tangential components of \( \Omega_{\gamma\beta} \) vanish. A more systematic choice is, however, to first form a set of nodes arranged in a similar form to that of the Lagrange bases of order \( p + 2 \) and then choose a subset of the nodes to be interpolation nodes. For the vector basis functions associated \( \Omega_{\gamma\beta} \), this subset is formed by the remaining nodes after those residing on faces \( m \) and \( n \) have been thrown away (Figure 14.15). By labeling each interpolation node with the indexes \( (i, j, k, l) \), which satisfy \( i + j + k + l = p + 2 \), the unified expression for the vector basis function so constructed is given by [11]

\[
\Omega_{ijkl}^\gamma\beta(r) = N_{ijkl}^\gamma\beta R_{i\gamma}(p + 2, \xi_\gamma) R_{j\beta}(p + 2, \xi_\beta) \tilde{R}_{ilm}(p + 2, \xi_m) \\
\times \tilde{R}_{i\gamma}(p + 2, \xi_n) \Omega_{\gamma\beta}(r)
\]

\[
i_\gamma, i_\beta = 0, 1, \ldots, p; i_m, i_n = 1, 2, \ldots, p + 1
\]

(14.42)

In the above, \( N_{ijkl}^\gamma\beta \) is a normalization factor, \( i_\gamma \) is taken to be \( i, j, k, \) or \( l \) for \( \gamma = 1, 2, 3, \) or 4, respectively, and similarly for \( i_\beta, i_m, \) and \( i_n, \) and \( R \) and \( \tilde{R} \) denote the Silvester-Lagrange and shifted Silvester polynomials defined in (14.10) and (14.11), respectively.

Equation (14.42) provides one basis function for an interpolation node on an edge of the tetrahedron. It provides three basis functions for an interpolation node on a face since a face is associated with three edges. Since a vector function has only two degrees of freedom in its tangential components, one of the basis functions is dependent and has to be discarded. For an interior interpolation node, (14.42) provides six basis functions, among which only three are independent and the other three must be discarded. Hence, for each tetrahedron of order \( p \), there are \((p + 1)(p + 3)(p + 4)/2\) basis functions. Assuming that in a finite element mesh, the
number of edges, faces, and tetrahedra are $n_{\text{edge}}$, $n_{\text{face}}$, and $n_{\text{tet}}$, respectively, the total number of unknowns $n_{\text{ukwn}}$ is

$$n_{\text{ukwn}} = (p + 1) \times n_{\text{edge}} + p(p + 1) \times n_{\text{face}} + p(p^2 - 1)/2 \times n_{\text{tet}} \quad (14.43)$$

### 14.4.2 Application to Cavity Scattering

In this section, we demonstrate the performance of the higher-order FEM in the numerical computation of the RCS of a deep open cavity, which is often considered a grand challenge in computational electromagnetics. Recently, an efficient numerical technique was developed for the analysis of this problem [30, 31]. This technique is based on the FEM, which is known for its capability to handle arbitrary geometries and complex material composition. The FEM mesh at the cavity aperture is terminated in an exact manner by the boundary integral (BI) method. The technique exploits the unique features of the FE–BI equations and, more importantly, the unique features of the problem of scattering by a large and deep cavity. It is designed in such a manner that it uses minimal memory, which is proportional to the maximum cross-section of the cavity and independent of the depth of the cavity, and its computation time increases only linearly with the depth of the cavity. Furthermore, it computes the scattered fields for all angles of incidence without requiring significant additional time. The performance of this technique can further be enhanced using higher-order curvilinear elements. The use of these higher-order elements significantly reduces the dispersion error and also permits a more accurate modeling of the problem geometry.

Consider the problem of plane wave scattering by a large, deep, and arbitrarily shaped open cavity (Figure 14.16). In accordance with the FE–BI method [13], the electric field inside the cavity and at the aperture of the cavity can be obtained by seeking the stationary point of the functional

$$F = \frac{1}{2} \iiint_{V} \left[ \frac{1}{\mu_r} (\nabla \times \mathbf{E}) \cdot (\nabla \times \mathbf{E}) - k_0^2 \varepsilon_r \mathbf{E} \cdot \mathbf{E} \right] dV$$

$$- k_0^2 \iint_{S} \mathbf{M}(r) \cdot \left[ \iint_{S} \mathbf{M}(r') g(r, r') dS' \right] dS$$

$$+ \iint_{S} \nabla \cdot \mathbf{M}(r) \left[ \iint_{S} g(r, r') \nabla' \cdot \mathbf{M}(r') dS' \right] dS$$

$$- 2j k_0 \eta_0 \iint_{S} \mathbf{M}(r) \cdot \mathbf{H}^{\text{inc}}(r) dS \quad (14.44)$$

where $V$ denotes the volume of the cavity and $S$ denotes its aperture, $\mathbf{M} = \mathbf{E} \times \hat{z}$ is the equivalent magnetic current over the aperture, $\mathbf{H}^{\text{inc}}$ denotes the incident magnetic field, $k_0$ is the free-space wavenumber, $\eta_0$ is the free-space wave impedance, and $g(r, r')$ denotes the free-space Green’s function.
This functional can be discretized by first subdividing the volume of the cavity into small tetrahedral elements and then representing the field as

\[ \mathbf{E} = \sum_{i=1}^{N} E_i \mathbf{N}_i \]  

(14.45)

where \( \mathbf{N}_i \) denotes the vector basis function, \( E_i \) denotes the expansion coefficient, and \( N \) denotes the total number of expansion terms.

Substituting (14.45) into (14.44) and applying the Rayleigh-Ritz procedure, we obtain the matrix equation

\[ [A] \{E\} = \{b\} \]  

(14.46)

where \([A]\) is a symmetric matrix, \( \{E\} \) is a vector storing the discrete unknowns, and \( \{b\} \) is a known vector determined from the incident field. The matrix \([A]\) is contributed by the first three integrals in (14.44) and can be decomposed into two parts: the part contributed by the volume integral is sparse and the other part contributed by the two surface integrals is fully populated. The problem is to solve (14.46) for \( \{E\} \), from which the electric field can be calculated using (14.45).

Although the formulation of the FEM matrix equation is straightforward, its solution is difficult because of a large number of unknowns for a large and deep cavity.
To illustrate this difficulty, consider a circular cavity with a diameter of 5 wavelengths and a depth of 50 wavelengths. If we use 20 zeroth-order elements per wavelength, we would have about 1,000 layers along the depth of the cavity with about 24,000 unknowns per layer, resulting in 24 million unknowns. Clearly, for a problem of this size, the most important factor for its numerical solution is the memory requirement.

The most memory-efficient method to solve (14.46) is an iterative method such as the conjugate gradient (CG), the biconjugate gradient (BCG), and the quasi-minimum residual (QMR) methods. Using such methods, the memory requirement is proportional to $O(N)$. For the cavity considered here, the memory required is estimated to be about 7.68 GB. However, an iterative method for this problem has two major problems. The most serious problem is its slow or even nonconvergence. Since the finite element matrix has a relatively poor condition number, when its dimension is large, the convergence of an iterative solution is very slow and, in most cases that we have tested, the solution even fails to converge. Although the slow convergence can be improved using a preconditioning technique, its implementation requires a large amount of memory, usually exceeding that for the storage of $[A]$. The less serious, but also important, problem is that an iterative method must repeat the entire solution process for a new right-hand side. Since we are interested in the RCS calculation, the number of right-hand sides can be very large.

It is well known that a direct method can find the solution of a matrix equation with a fixed number of operations and, moreover, it can find the solution for many right-hand sides with a negligible amount of extra computing time. Therefore, it seems that a direct method is preferred for this problem. However, the major problem for a direct method is its huge memory requirement. For the cavity considered here, with a proper numbering of the unknowns, the matrix $[A]$ can be stored in a banded matrix whose half bandwidth is about 24,000. This would require 4,608 GB, which far exceeds the capability of most available computing facilities.

From the above analysis, it is clear that one must reduce the memory requirement to render a direct method useful for a large problem. In general, this is impossible; however, the problem considered here possesses several unique features that make this reduction possible. If we number the unknowns starting from the bottom of the cavity, we obtain the matrix $[A]$ with two very unique features (Figure 14.17). First, $[A]$ is a symmetric and banded matrix, which is mostly sparse except for the right-bottom part that is a full matrix generated from the first two surface integrals in (14.44). The half bandwidth is approximately equal to the number of unknowns for one layer. For the cavity considered here, it is about 24,000. Second, $[b]$ is a vector whose elements are zeros except for a small part at the bottom, which is contributed by the last surface integral in (14.44). For the cavity considered here, out of 24 million elements in $[b]$, only 24,000 of them are nonzeros and they are at the bottom of $[b]$. Recognizing these two unique features, we can design a special method to solve (14.46) efficiently.
This special method is based on the band solver. As pointed out above, a band solver for a general problem would require the storage of the banded matrix, which requires about 4,608 GB for the cavity considered here. However, a careful examination of the Gaussian elimination process reveals that for a symmetric banded matrix having a half bandwidth of $iwb$, the elimination of an equation only involves the previous $iwb$ equations. Other equations preceding these $iwb$ equations are never needed in the elimination process; they are needed only in the back substitution process. Since again $\{b\}$ is nonzero only at its bottom and the calculation of the RCS requires only the electric field at the aperture of the cavity, these equations are actually never needed after the elimination process. Recognizing this fact, we can modify the band algorithm in such a manner that only a matrix of $iwb \times iwb$ is needed for its implementation. For the cavity considered here, the memory required is about 4.6 GB. In this modified band algorithm, we begin with the first equation and generate the equations one by one. Once an equation is generated, we immediately apply Gaussian elimination to this equation and keep the reduced equation in the memory. This process continues until we encounter the $(iwb + 1)$th equation. Since the first equation is not needed in the Gaussian elimination of this equation, we place this equation in the memory occupied by the first equation. This process continues
until all the equations have been processed. The information remaining in the core memory is all that is needed to find the solution of the unknowns at the aperture of the cavity via the back substitution process.

When higher-order tetrahedral elements are used, for a fixed-size cavity the memory requirement scales as \((p + 1)^2 D^4\) and the computing time scales as \((p + 1)^2 D^5\), where \(p\) denotes the order of the elements and \(D\) denotes the mesh density (number of unknowns per wavelength). Although there is an additional coefficient \((p + 1)^3\) in both the memory requirement and computing time, the higher-order elements use a much lower mesh density \(D\), which can lead to a significant saving in the memory and computing time.

Next, we present some numerical results to demonstrate the validity and capability of the method. As a first check, we test the self-consistency of the method. The first example is a \(1.5\lambda \times 1.5\lambda \times 0.6\lambda\) rectangular cavity. In this case, the surface of the cavity is flat; hence, there is no issue about geometry modeling. The RCS is given in Figure 14.18 as a function of the angle of incidence, obtained by the first-, second-, and third-order elements using the same number of elements (90). The figure demonstrates clearly the convergence with respect to the order of elements. The second example is a circular cavity having a diameter of \(0.61\lambda\) and depth of \(2.1\lambda\). In this case, the surface of the cavity is curved and it is critical to have accurate geometry modeling. The RCS of this cavity is shown in Figure 14.19 as a function of the azimuth angle, calculated by the first-, second-, and third-order elements using

\[ \theta \theta - \text{pol} \]
\[ \phi - \text{pol} \]
the same number of elements (427). The exact RCS should be a constant because of the rotational symmetry of the problem. The results show clearly that this is the case when the order of elements increases.

In the third example, we examine the efficiency of higher-order elements. The parameter used in this examination is the RMS error defined in (14.27). The reference solution in this case is obtained using the third-order elements with an overly dense mesh, and it does not change anymore when either the order of elements or the mesh density is increased. Figure 14.20(a) displays the RMS error in the monostatic RCS of a $1.0\lambda \times 1.0\lambda \times 4.0\lambda$ rectangular cavity as a function of the number of unknowns. It is evident that, for the same number of unknowns, the higher-order elements produce more accurate results. For a desired accuracy, the number of unknowns required for the higher-order elements is smaller than that for lower-order elements. Figure 14.20(b) displays the corresponding CPU time. Although the CPU time increases with the order of elements for the same number of unknowns, a careful comparison between Figures 14.20(a,b) indicates that for a given accuracy, the higher-order elements consume less CPU time than the lower-order elements. Hence, the higher-order elements are both more accurate and efficient than the lower-order ones.

The last example considered using tetrahedral elements is a circular cavity having a diameter of $2.0\lambda$ and depth of $10.0\lambda$. Its monostatic RCS is shown in Figure 14.21 and the information about the discretization, computer memory, and CPU time is

Figure 14.19 Monostatic RCS of a circular cavity having a diameter of $0.61\lambda$ and depth of $2.1\lambda$ modeled with tetrahedral elements [31].
Figure 14.20  (a) RMS error versus the number of unknowns for the monostatic RCS of a $1.0\lambda \times 1.0\lambda \times 4.0\lambda$ rectangular cavity and (b) corresponding CPU time [31].
Figure 14.21  Monostatic RCS of a circular cavity having a diameter of 2.0λ and depth of 10.0λ modeled with tetrahedral elements: (a) θθ-polarization; (b) φφ-polarization [31].
given in Table 14.3. The calculation is carried out on a DEC personal workstation (500-MHz Alpha 21164 processor). Clearly, the solution converges when the order of elements increases.

### 14.5 MIXED-ORDER PRISM ELEMENTS

Although the use of higher-order tetrahedral elements yields a remarkable improvement in the accuracy and efficiency of the special FEM, the coefficient \((p + 1)^2\) reduces the amount of savings one can achieve in the memory and computing time. However, if we can design a special element that has a higher-order interpolation in the transverse plane and a lower-order (say the zeroth-order here) interpolation along the depth of a cavity, the computational complexity indicates that for a fixed-size cavity, the memory requirement scales as \(D_l^4\) and the computing time scales as \(D_l^6 D_t\), where \(D_l\) denotes the mesh density (number of unknowns per wavelength) in the transverse plane and \(D_t\) denotes the mesh density (number of unknowns per wavelength) along the depth of the cavity. Since we use a higher-order interpolation in the transverse plane, \(D_l\) can be reduced. A reduction by a factor of 2 can reduce the memory requirement by a factor of 16 and the computing time by a factor of 64, and a reduction of mesh density by a factor of 3 can reduce the memory requirement by a factor of 81 and the computing time by a factor of 729. Although a lower-order interpolation is used along the depth of a cavity, an increase in the mesh density along this direction does not increase the memory requirement and increases the computing time only linearly. Clearly, such an element is optimal for the proposed special method and can be implemented on triangular prisms. Compared to the higher-order tetrahedral elements, the mixed-order prism elements using the same order and same mesh density in the transverse plane and the zeroth order along the depth reduce the memory requirement by a factor of \((p + 1)^2\) and the computing time by a factor of \((p + 1)^2 D / D_t\).

Similar to the case of the tetrahedral element, a curved triangular prism element is first transformed into one with straight edges (Figure 14.22). The order of transformation can be specified independently. Since we intend to use higher-order basis functions in the transverse plane and lower-order ones in the longitudinal direction,
the prism element is usually very thin. As a result, we use higher-order transformation in the transverse plane and lower-order one in the longitudinal direction. For the element illustrated in Figure 14.22, the transformation functions are given by

\begin{align}
\varphi_1 &= \xi_1(2\xi_1 - 1)\xi_4 \\
\varphi_3 &= \xi_3(2\xi_3 - 1)\xi_4 \\
\varphi_5 &= 4\xi_2\xi_3\xi_4 \\
\varphi_7 &= \xi_1(2\xi_1 - 1)\xi_5 \\
\varphi_9 &= \xi_3(2\xi_3 - 1)\xi_5 \\
\varphi_{11} &= 4\xi_2\xi_5\xi_5 \\
\varphi_{14} &= 4\xi_1\xi_3\xi_5
\end{align}

(14.47)

Apparently, \((\xi_1, \xi_2, \xi_3)\) describe the transformation in the transverse plane and \((\xi_4, \xi_5)\) describe that in the longitudinal direction. They satisfy the relations \(\xi_1 + \xi_2 + \xi_3 = 1\) and \(\xi_4 + \xi_5 = 1\).

The zeroth-order vector basis functions for this element to interpolate a transverse field are given by [32]

\[ \Omega_{\beta,m}(\mathbf{r}) = \xi_m(\xi_s\nabla\xi_t - \xi_t\nabla\xi_s) \]  

(14.48)

where \((\beta, s, t)\) are the cyclic permutation of \((1, 2, 3)\) and \((m, n)\) are the cyclic mutation of \((4, 5)\). Those to interpolate a longitudinal field are given by

\[ \Omega_{\beta}(\mathbf{r}) = \xi_s\nabla\xi_i \quad \beta = 1, 2, 3 \]  

(14.49)
To construct mixed-order basis functions, say the $p$th-order in the transverse plane and the zeroth-order in the longitudinal direction, we multiply the zeroth-order functions with a polynomial of the $p$th-order in the transverse plane and the zeroth-order in the longitudinal direction. Following the approach proposed by Graglia et al. [32], we have

$$\Omega_{ijk}^{1,m}(r) = N_{ijk}^{1,m} R_i(p + 2, \xi_1) \hat{R}_j(p + 2, \xi_2) \hat{R}_k(p + 2, \xi_3) \Omega_{1,m}(r)$$

$$\Omega_{ijk}^{2,m}(r) = N_{ijk}^{2,m} \hat{R}_i(p + 2, \xi_1) R_j(p + 2, \xi_2) \hat{R}_k(p + 2, \xi_3) \Omega_{2,m}(r)$$

$$\Omega_{ijk}^{3,m}(r) = N_{ijk}^{3,m} \hat{R}_i(p + 2, \xi_1) \hat{R}_j(p + 2, \xi_2) R_k(p + 2, \xi_3) \Omega_{3,m}(r)$$

(14.50) (14.51) (14.52)

to interpolate a transverse field, where $(i, j, k)$ denote the interpolation points, shown in Figure 14.23(a). These can be written uniformly as

$$\Omega_{ijk}^{\beta,m}(r) = N_{ijk}^{\beta,m} R_i(p + 2, \xi_\beta) \hat{R}_j(p + 2, \xi_\beta) \hat{R}_k(p + 2, \xi_\beta) \Omega_{\beta,m}(r)$$

$$i_\beta = 0, 1, \ldots, p; j = 1, 2, \ldots, p; k = 1, 2, \ldots, p + 1$$

(14.53)

where $i_\beta$ is taken to be $i, j, k$ for $\beta = 1, 2, 3$, and similarly for $i_\alpha$ and $i_t$. The degrees of freedom provided by (14.53) are $6(p + 1) + 2p(p + 1) = 2p^2 + 8p + 6$. 

**Figure 14.23** Interpolation points for (a) the transverse field and (b) the longitudinal field.
The mixed-order basis functions to interpolate a longitudinal field are given by

\[ \Omega_{\hat{\varphi},j,k'}(r) = N^1_{\hat{\varphi},j,k'}\hat{R}_{\varphi}(p+1, \xi_1) \hat{R}_{\varphi}(p+1, \xi_2)\Omega_1(r) \]
\[ \quad i' = 1, 2, \ldots, p+1; j', k' = 0, 1, \ldots, p \] (14.54)

\[ \Omega^2_{\hat{\varphi},j,k}(r) = N^2_{\hat{\varphi},j,k'}\hat{R}_{\varphi}(p+1, \xi_1) \hat{R}_{\varphi}(p+1, \xi_2)\Omega_2(r) \]
\[ \quad j' = 1, 2, \ldots, p+1; i', k' = 0, 1, \ldots, p \] (14.55)

\[ \Omega^3_{\hat{\varphi},j,k}(r) = N^3_{\hat{\varphi},j,k'}\hat{R}_{\varphi}(p+1, \xi_1) \hat{R}_{\varphi}(p+1, \xi_2)\hat{R}_{k'}\Omega_3(r) \]
\[ \quad k' = 1, 2, \ldots, p+1; i', j' = 0, 1, \ldots, p \] (14.56)

where \((i', j', k')\) denote the interpolation points, shown in Figure 14.23(b). These can be written uniformly as

\[ \Omega_{\hat{\varphi},j,k}(r) = N_{\hat{\varphi},j,k'}\hat{R}_{\varphi}(p+1, \xi_1) \hat{R}_{\varphi}(p+1, \xi_2)\Omega_\beta(r) \]
\[ \quad \beta = 1, 2, 3; i_{\beta}, j_{\beta}, k_{\beta} = 0, 1, \ldots, p \] (14.57)

where \(i_{\beta}\) is taken to be \(i', j', k'\) for \(\beta = 1, 2, 3\), and similarly for \(i_s\) and \(i_t\). The degrees of freedom provided by (14.57) are \((p+2)(p+3)/2\), resulting in \((5p^2 + 21p + 18)/2\) degrees of freedom for each prism.

As pointed out by Graglia et al. [32], these basis functions provide element-to-element tangential continuity even in the curvilinear case. Note that the extension from the zeroth order in the longitudinal direction to a higher order is very straightforward.

To demonstrate the advantage of this type of element, we computed the RCS of a \(2\lambda \times 2\lambda \times 10\lambda\) rectangular cavity using the third-order tetrahedral elements and the mixed-order prism elements with third-order in the transverse plane and zeroth-order in the longitudinal direction. The number of unknowns in each case was chosen to yield a comparable accuracy (the one using the prism elements is slightly more accurate). The RCS is given in Figure 14.24 and the information about the discretization, computer memory, and CPU time is given in Table 14.4. As can be seen, both types of element used about the same number of unknowns. But, the mixed-order prism elements have a much smaller half-bandwidth and hence use a much smaller memory and CPU time.

Next, we examine the efficiency of mixed-order prism elements with respect to the order in the transverse plane while fixing the one in the longitudinal direction to be
Figure 14.24 Monostatic RCS of a $2.0\lambda \times 2.0\lambda \times 10.0\lambda$ rectangular cavity: (a) $\theta\theta$-polarization; (b) $\phi\phi$-polarization [31].
Table 14.5  Information about Memory Requirements and CPU Times for RCS Calculations [31]

<table>
<thead>
<tr>
<th>Problem</th>
<th>Unknowns</th>
<th>Half-bandwidth</th>
<th>Memory</th>
<th>CPU time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fig. 14.26(a)</td>
<td>1,354,240</td>
<td>2,645</td>
<td>98 MB</td>
<td>161 hr</td>
</tr>
<tr>
<td>Fig. 14.26(b)</td>
<td>5,365,353</td>
<td>2,793</td>
<td>109 MB</td>
<td>652 hr</td>
</tr>
</tbody>
</table>

zeroth order. The parameter used in this examination is again the RMS error defined in (14.27). The reference solution is obtained using third-order in the transverse with an overly dense mesh and zeroth-order in the longitudinal direction with a mesh density of 80 points per wavelength. The reference solution so obtained does not change anymore when either the order of elements or the mesh density is increased. For all the calculated results, the mesh density in the longitudinal direction is fixed at 40 points per wavelength so that the accuracy of the results is determined only by the order in the transverse plane. Figure 14.25(a) displays the RMS error in the monostatic RCS of a $1.5\lambda \times 1.5\lambda \times 2.0\lambda$ rectangular cavity as a function of the number of unknowns. It is evident that, for the same number of unknowns, the higher-order elements produce more accurate results. For a desired accuracy, the number of unknowns required for the higher-order elements is much smaller than that for lower-order elements. Figure 14.25(b) displays the corresponding CPU time. Clearly, for a given accuracy, the higher-order elements consume much less CPU time than the lower-order elements. Compared to the case of tetrahedra [Figure 14.20(b)], here the increase in the CPU time when the order is increased is much less significant.

Finally, we present two examples, all illustrated in Figure 14.26, to demonstrate the capability of the proposed method. The first one is a $5\lambda \times 5\lambda \times 10\lambda$ rectangular cavity. The computed RCS results are compared with a modal solution [33] in Figure 14.27 and excellent agreement is observed. The second is an offset bend cavity having a total depth of $32\lambda$ at 10 GHz. The computed results are compared in Figure 14.28 with the measured data and a 2D solution based on a hybrid boundary integral method and modal approach (BIM/MODE) [34]. For the $\theta$-polarization, our method agrees better with the measured data, whereas for the $\phi$-polarization, our solution is very similar to that of the BIM/MODE. For the sake of comparison, the results in Figures 14.27 and 14.28 are calculated for the cavities without the ground plane. All the calculations are done using the mixed 3rd/0th-order prism elements. The information about the number of unknowns, half-bandwidth, memory requirements, and CPU times is given in Table 14.5. The CPU times are measured on a DEC personal workstation (500-MHz Alpha 21164 processor).

We should note that in all examples presented here, the computations are done without making any assumption about the variation of the cross-section of the cavity along its depth. In other words, the computing times would remain the same even if the cavity’s cross-section varies along its depth. However, if a cavity or some sections
Figure 14.25  (a) RMS error versus the number of unknowns for the monostatic RCS of a 
$1.5\lambda \times 1.5\lambda \times 2.0\lambda$ rectangular cavity modeled with prism elements and (b) corresponding 
CPU time [31].
of a cavity having a constant cross-section, our special algorithm can be modified such that the corresponding computing time is proportional to $\log L$, instead of $L$, where $L$ is the length of the cavity or the length of the section with a constant cross-section, at a cost of increasing the memory requirements by a factor of 1.5. If we utilize this property, the CPU times for the calculation of the two examples in Figure 14.26 are reduced to 7.1 and 23.7 hrs, respectively, with the corresponding memory requirements increased to 149 and 166 MB, respectively.
14.6 POINT-BASED GRID-ROBUST HIGHER-ORDER BASES

Among the present higher-order methods, one class uses higher-order basis functions in projection methods such as the FEM and Galerkin-based MOM described in the preceding sections. The other class uses the Nyström approach with high-order discretization [35].

In the first class of higher-order methods, the basis functions used to expand the unknown surface current have an important property in that their normal components are always continuous across the sides of triangular patches representing the surface of the object to be analyzed. This property precludes the infinite accumulation of electric charges along the patch sides and thus permits the use of Galerkin’s method in the solution of the integral equation for the surface current.

In the second class of higher-order methods, the unknown surface currents are represented by their samples at a set of discrete points on the surface of the object [35]. The Nyström approach is then employed to discretize the integral equation to be solved. Additional efforts are often required to deal with the singular integrals by using local correction techniques, which use either the LU decomposition or the singular value decomposition (SVD) to solve certain matrix equations.

Comparing the two classes of higher-order methods discussed above, the first class produces more accurate solutions for the same number of unknowns. However, the evaluation of the integrals in the first class of methods is more time consuming.
Figure 14.28  Monostatic RCS of the offset bend cavity in the $xz$ plane at 10 GHz modeled with prism elements: (a) $\theta$-polarization; (b) $\phi$-polarization [31].
because there are two-fold integrations to be evaluated numerically. Additionally, the basis functions used in the first class require the mesh of triangular patches to be well connected: a side of a triangular patch has to be entirely shared by another patch and no vertices of a triangular patch can reside in the middle of its neighboring patch’s sides. This requirement is also found in the FEM [13]. However, for many practical applications, this requirement is too stringent and it precludes the use of defective meshes.

This section describes a set of novel, grid-robust, higher-order vector basis functions for the MOM solution of integral equations for 3D electromagnetics problems. These basis functions are defined over curvilinear triangular patches and represent the unknown electric current density within each patch using the Lagrange interpolation polynomials. The highlight of these basis functions is that the Lagrange interpolation points are chosen to be the same as the nodes of the well-developed Gaussian quadratures. As a result, the evaluation of the integrals in the MOM is greatly simplified. Additionally, the surface of an object to be analyzed can be easily meshed because the new basis functions do not require the side of a triangular patch to be entirely shared by another triangular patch. These basis functions are implemented with point-matching for the MOM solution of the EFIE, the MFIE, and the CFIE. Numerical examples are presented to demonstrate the higher-order convergence and the grid robustness for defective meshes using the new basis functions.

14.6.1 Vector Basis Functions

Given an object, its surface can be meshed into curvilinear triangular patches. The current on the surface can then be represented as a summation of the currents on each of the patches:

$$\mathbf{J}(\mathbf{r}) = \sum_{p=1}^{P} \mathbf{J}_p(\mathbf{r})$$

(14.58)

where $\mathbf{J}_p(\mathbf{r})$ denotes the current on the $p$th patch. The $\mathbf{J}_p(\mathbf{r})$ can be interpolated by the Lagrange interpolator:

$$\mathbf{J}_p(\mathbf{r}) = \sum_{i=1}^{I_p} \mathbf{L}_{(i,p)}(\mathbf{r}) \cdot \mathbf{J}_p(\mathbf{r}_i)$$

(14.59)

where $\mathbf{r}_i$ ($i = 1, 2, \ldots, I_p$) are the interpolation points and $\mathbf{L}_{(i,p)}(\mathbf{r})$ is a vector interpolator with the property that

$$\mathbf{L}_{(i,p)}(\mathbf{r}_j) = \mathbf{\Gamma}_{ij}$$

(14.60)

where $\delta_{ij}$ is the Kronecker delta function and $\mathbf{\Gamma}$ is the unit dyadic. Equation (14.59) can also be interpreted as the expansion of the current using $\mathbf{L}_{(i,p)}(\mathbf{r})$ as the basis functions and $\mathbf{J}_p(\mathbf{r}_i)$ as the unknown expansion coefficients, which are to be determined.
With the property in (14.60), the evaluation of the surface integrals in the MOM can be greatly simplified. For example, consider a surface integral over a triangular patch

\[ \iint_{\Delta p} f(r, r') \mathbf{I}_{(i,p)}(r') \cdot \mathbf{J}_p(r_i) ds' \]  

(14.61)

where \( f(r, r') \) is the kernel, which may be singular at \( r = r' \). When the point \( r \) is not close to the triangular patch \( p \), the Gaussian quadrature yields

\[ \sum_{s=1}^{I} w_s f(r, r_s) \mathbf{I}_{(i,p)}(r_s) \cdot \mathbf{J}_p(r_i) \]  

(14.62)

where \( I \) is the number of points in the quadrature rule and \( w_s \) denote the weighting coefficients. If the quadrature points are the same as the interpolation points in the Lagrange polynomial, (14.60) can be used to simplify (14.63) to give

\[ w_s f(r, r_i) \mathbf{J}_p(r_i) \]  

(14.63)

which greatly simplifies the result of integration.

To design the basis functions \( \mathbf{I}_{(i,p)}(r) \), we first map a curvilinear triangular patch in the \( r \) space into the \( (u, v) \) space, as shown in Figure 14.29. Since the surface current has two degrees of freedom, we can write any surface current in the \( (u, v) \) space as

\[ \mathbf{J}_p = \frac{1}{J} [J^u \mathbf{u} + J^v \mathbf{v}] \]  

(14.64)
where
\[
\mathbf{u} = \frac{\partial \mathbf{r}}{\partial u}, \quad \mathbf{v} = \frac{\partial \mathbf{r}}{\partial v}
\]
(14.65)
and
\[
J = \sqrt{g_{11} g_{22} - g_{12} g_{21}}
\]
(14.66)
in which
\[
g_{11} = \mathbf{u} \cdot \mathbf{u}, \quad g_{12} = g_{21} = \mathbf{v} \cdot \mathbf{u}, \quad g_{22} = \mathbf{v} \cdot \mathbf{v}
\]
(14.67)
From (14.64), the current at any point \( r_i \) on the patch can be written as
\[
\mathbf{J}(i_p) = \frac{1}{J(i_p)} \left[ J_{i_p}^u \mathbf{u}(i_p) + J_{i_p}^v \mathbf{v}(i_p) \right]
\]
(14.68)
The current \( \mathbf{J}_p \) can then be interpolated by the Lagrange interpolator as
\[
\mathbf{J}_p = \sum_{i=1}^{I_p} \frac{1}{J(i_p)} \mathbf{L}(i_p)(u, v) \left[ J_{i_p}^u \mathbf{u}(i_p) + J_{i_p}^v \mathbf{v}(i_p) \right]
\]
(14.69)
where \( \mathbf{L}(i_p)(u, v) \) is a two-dimensional Lagrange interpolator with the property that
\[
\mathbf{L}(i_p)(u_j, v_j) = \delta_{ij}
\]
(14.70)
Equation (14.69) can also be written as
\[
\mathbf{J}_p = \sum_{i=1}^{I_p} \frac{1}{J(i_p)} \mathbf{L}(i_p)(u, v) \left[ \mathbf{u}(g_{22} \mathbf{u} - g_{21} \mathbf{v})(i_p) + \mathbf{v}(g_{11} \mathbf{v} - g_{21} \mathbf{u})(i_p) \right] \cdot \mathbf{J}(i_p)
\]
\[
= \sum_{i=1}^{I_p} \mathbf{L}(i_p)(u, v) \cdot \mathbf{J}(i_p)
\]
(14.71)
It then remains to design \( \mathbf{L}(i_p)(u, v) \) in the \( u \) space to satisfy (14.60) or \( \mathbf{L}(i_p)(u, v) \) in the \( (u, v) \) space to satisfy (14.70) (for simplicity, \( \mathbf{L}(i_p)(u, v) \) is denoted as \( \mathbf{L}(u, v) \) in the remainder of this section). In addition, we also wish the Lagrange interpolation polynomials \( \mathbf{L}(u, v) \) to have the following properties. First, the interpolation points are distributed inside a triangular patch for the reason to be discussed later. Second, the interpolation points are the same as the nodes of a Gaussian quadrature rule. Third, the chosen interpolation points should give the highest degree of accuracy among the quadrature rules that have the same number of interpolation points.

The three properties above provide a guideline to choose the Gaussian quadratures. Once the quadrature points are chosen, one can proceed to find the explicit expression of \( \mathbf{L}(u, v) \). In the \( (u, v) \) space, we can define the space of \( n \)-degree polynomials [36] as
\[
P_n^2 = \text{span}\{u^i v^j; i, j \geq 0; i + j \leq n\}
\]
(14.72)
Table 14.6 Information about the Vector Basis Functions and the Chosen Quadrature Rules

<table>
<thead>
<tr>
<th>Order of basis functions</th>
<th>Number of interpolation points</th>
<th>Accuracy of quadrature rule</th>
<th>Unknowns in each patch</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td>2</td>
<td>6</td>
<td>4</td>
<td>12</td>
</tr>
</tbody>
</table>

such that the dimension of the space is

\[
\dim P^2_n = C^2_{n+2} = \frac{(n + 2)(n + 1)}{2}
\] (14.73)

For \( n = 1 \), \( \dim P^2_n = 3 \), and \( P^2_n = \text{span}\{1, u, v\} \), and in this case, we choose the interpolation points from the three-point quadrature rules. For \( n = 2 \), \( \dim P^2_n = 6 \), and \( P^2_n = \text{span}\{1, u, v, u^2, uv, v^2\} \), and consequently, we choose the interpolation points from the six-point quadrature rules. This can be extended to the higher-order ones in a straightforward manner.

Once the polynomials \( P^2_n \) are chosen, \( L_i(u, v) \) can be determined by solving the matrix equation

\[
\begin{bmatrix}
P_1(u_1, v_1) & P_1(u_2, v_2) & \cdots & P_1(u_m, v_m) \\
P_2(u_1, v_1) & P_2(u_2, v_2) & \cdots & P_2(u_m, v_m) \\
\vdots & \vdots & \ddots & \vdots \\
P_m(u_1, v_1) & P_m(u_2, v_2) & \cdots & P_m(u_m, v_m)
\end{bmatrix}
\begin{bmatrix}
L_1(u, v) \\
L_2(u, v) \\
\vdots \\
L_m(u, v)
\end{bmatrix}
= \begin{bmatrix}
P_1(u, v) \\
P_2(u, v) \\
\vdots \\
P_m(u, v)
\end{bmatrix}
\] (14.74)

where \((u_i, v_i)\) denote the interpolation points and \( m = I_p \) is the total number of such points. If the Vandermonde determinant of the above equation is nontrivial, \( L_i(u, v) \) can be obtained uniquely. Therefore, an additional requirement for the interpolation points is that they should guarantee \( |VDM| \neq 0 \).

Table 14.6 lists the information about the zeroth-, first-, second-, and third-order vector basis functions that are designed based on the procedure described above. The zeroth-order basis function is the same as the well-known pulse function. For the zeroth-, first-, and second-order basis functions, we choose the quadrature rules [37] whose number of points matches the degrees of polynomials, \( \dim P^2_n \).
14.6.2 MOM Formulation

The new basis functions can be implemented in the MOM solution of the EFIE, MFIE, and CFIE using the point-matching approach. The EFIE is given by

$$j\varepsilon_0\frac{\partial}{\partial s}\int_S \mathbf{G}(\mathbf{r}, \mathbf{r}') \cdot \mathbf{J}(\mathbf{r}') ds' = -\hat{t} \cdot \mathbf{E}^{inc}(\mathbf{r})$$ (14.75)

where $\mathbf{G}(\mathbf{r}, \mathbf{r}')$ is the dyadic Green’s function, $\hat{t}$ denotes the tangential vector on the surface $S$, and $\mathbf{E}^{inc}$ denotes the incident electric field. Substituting the current expansion into the EFIE and applying the point-matching, we obtain

$$\sum_{p=1}^P \sum_{i=1}^{I_p} \left[ A_{uu} A_{uv} \right] \left[ J_{(i,p)}^u \right] = \left[ U_u \right]$$ (14.76)

where

$$A_{\alpha\beta} = j\varepsilon_0\frac{\partial}{\partial s}\int_{\Delta p} \alpha_{(j,q)} \cdot \nabla \mathbf{G}(\mathbf{r}_{(j,q)}, \mathbf{r}') \cdot \beta L_{(i,p)}(\mathbf{r}') J^{-1} ds'$$ (14.77)

$$U_{\alpha} = \alpha_{(j,q)} \cdot \mathbf{E}^{inc}(\mathbf{r}_{(j,q)})$$ (14.78)

where $\Delta p$ denotes the area of the $p$th patch, and $(j, q)$ denotes that the matched point is at the $j$th node of the $q$th patch.

When the $p$th and $q$th patches are far apart, $A_{\alpha\beta}$ can be evaluated using Gaussian quadrature to yield

$$A_{\alpha\beta} = j\varepsilon_0\frac{\partial}{\partial s}\int_{\Delta p} \alpha_{(j,q)} \cdot \nabla \mathbf{G}(\mathbf{r}_{(j,q)}, \mathbf{r}_{(i,p)}) \cdot \beta L_{(i,p)}(\mathbf{r}') J^{-1} ds'$$ (14.79)

where $w_{(i,p)}$ denotes the weight in the quadrature. When the $p$th and $q$th patches are close to each other, we can employ the Gauss’ theorem to transfer one del operator away from the Green’s function, obtaining

$$A_{\alpha\beta} = j\varepsilon_0\frac{\partial}{\partial s}\int_{\Delta p} \alpha_{(j,q)} \cdot \nabla g(\mathbf{r}_{(j,q)}, \mathbf{r}') L_{(i,p)}(\mathbf{r}') J^{-1} ds'$$

$$+ \frac{j\varepsilon_0}{k_0} \int_{\Delta p} \alpha_{(j,q)} \cdot \nabla g(\mathbf{r}_{(j,q)}, \mathbf{r}') \frac{\partial L_{(i,p)}(\mathbf{r}')}{\partial \beta} J^{-1} ds'$$

$$- \frac{j\varepsilon_0}{k_0} \int_{\partial p} \alpha_{(j,q)} \cdot \nabla g(\mathbf{r}_{(j,q)}, \mathbf{r}') L_{(i,p)}(\mathbf{r}') \beta \cdot \hat{n} \cdot J^{-1} ds$$ (14.80)

where $g(\mathbf{r}, \mathbf{r}')$ is the scalar Green’s function, $\partial p$ denotes the contour of $\Delta p$, and $\hat{n}$ denotes the unit tangential vector along $\partial p$. The resulting integrals can be evaluated using a higher-degree Gaussian quadrature. When $p = q$, the first integral in (14.80) has a $1/R$ ($R = |\mathbf{r} - \mathbf{r}'|$) singularity, which can be evaluated using Duffy’s transformation method [15]. The third integral is nonsingular if the Gaussian quadrature...
points do not reside on $\partial p$. However, the second integral has a $1/R^2$ singularity. To overcome this problem, we apply the singularity extraction method to find

$$\int_{\Delta p} \alpha_{(j,p)} \cdot \nabla g(r_{(j,p)}, r') \frac{\partial L_{(i,p)}(r')}{\partial \beta} J^{-1} ds'$$

$$= \int_{\Delta p} \nabla g(r_{(j,p)}, r') \cdot \left\{ \alpha_{(j,p)} \frac{\partial L_{(i,p)}(r')}{\partial \beta} - \alpha \left[ \frac{\partial L_{(i,p)}(r')}{\partial \beta} \right]_{r'=r_{(j,p)}} \right\} J^{-1} ds'$$

$$+ \int_{\Delta p} \alpha \cdot \nabla g(r_{(j,p)}, r') \left[ \frac{\partial L_{(i,p)}(r')}{\partial \beta} \right]_{r'=r_{(j,p)}} J^{-1} ds'. \quad (14.81)$$

As a result, the first integral on the right-hand side has a $1/R$ singularity at the Gaussian quadrature points and can be evaluated using Duffy's transformation method. The second integral can be transformed into a nonsingular contour integral using Gauss' theorem:

$$\int_{\Delta p} \alpha \cdot \nabla g(r_{(j,p)}, r') \left[ \frac{\partial L_{(i,p)}(r')}{\partial \beta} \right]_{r'=r_{(j,p)}} J^{-1} ds'$$

$$= - \int_{\Delta p} \nabla' \cdot \left\{ \alpha g(r_{(j,p)}, r') \left[ \frac{\partial L_{(i,p)}(r')}{\partial \beta} \right]_{r'=r_{(j,p)}} \right\} ds'$$

$$= - \int_{\partial p} \alpha \cdot \hat{n} \times g(r_{(j,p)}, r') \left[ \frac{\partial L_{(i,p)}(r')}{\partial \beta} \right]_{r'=r_{(j,p)}} J^{-1} dl' \quad (14.82)$$

which can be evaluated using a higher-degree Gaussian quadrature.

A similar formulation can be applied to the MFIE, which is given by

$$\frac{J(r)}{2} - \hat{n} \times \nabla \times \int_S g(r, r') \mathbf{J}(r') ds' = \hat{n} \times \mathbf{H}^{inc}(r) \quad (14.83)$$

where $\hat{n}$ denotes the normal unit vector on the surface $S$, and $\mathbf{H}^{inc}$ denotes the incident magnetic field. Substituting the current expansion into the MFIE and applying the point-matching, we obtain

$$\sum_{p=1}^{P} \sum_{i=1}^{I_p} \begin{bmatrix} B_{u1} & B_{uv} & B_{uu} \\ B_{vu} & B_{uv} & B_{uu} \end{bmatrix} \begin{bmatrix} J_{(i,p)}^u \\ J_{(i,p)}^v \end{bmatrix} = \begin{bmatrix} V_u \\ V_v \end{bmatrix} \quad (14.84)$$

where

$$B_{\alpha\beta} = \frac{1}{2} \alpha_{(j,q)} \cdot \beta J^{-1}_{(i,p)} \delta_{ij} \delta_{pq} - \alpha_{(j,q)}$$

$$\cdot \left[ \hat{n} \times \int_{\Delta p} \nabla g(r_{(j,q)}, r') \times \beta L_{(i,p)}(r') J^{-1} ds' \right] \quad (14.85)$$

$$V_{\alpha} = \alpha_{(j,q)} \cdot \left[ \hat{n} \times \mathbf{H}^{inc}(r_{(j,q)}) \right] \quad (14.86)$$
When the $p$th and $q$th patches are far apart, $B_{\alpha\beta}$ can be evaluated using Gaussian quadrature to yield

$$B_{\alpha\beta} = w_{(i,p)} \alpha_{(j,q)} \cdot \left[ \hat{n} \times \nabla g(r_{(j,q)}, r_{(i,p)}) \times \beta_{(i,p)} \right] \left( \frac{jk_0 R + 1}{R^2} e^{-jk_0 R} \right)$$  \hspace{1cm} (14.87)

When the $p$th and $q$th patches are close to each other, $B_{\alpha\beta}$ can be evaluated using a higher-degree Gaussian quadrature. When $p = q$, the second term in the right-hand side of (14.85) contains

$$\hat{n} \times [g(r_{(j,q)}, r') \times \beta] = \left( \hat{n} \cdot \hat{R} \right) \hat{\beta} - \left( \hat{n} \cdot \beta \right) \hat{R} \left( \frac{jk_0 R + 1}{R^2} e^{-jk_0 R} \right)$$  \hspace{1cm} (14.88)

Since when $R \to 0$, both $\hat{R}$ and $\beta$ are perpendicular to $\hat{n}$ and, hence, $\hat{n} \cdot \beta \to 0$ and $\hat{n} \cdot \hat{R} \to 0$. As a result, (14.88) has a $1/R$ singularity and, therefore, it can be evaluated using Duffy’s transformation method.

### 14.7 NUMERICAL RESULTS

A conducting sphere having a diameter of 1m is used to test the MOM solution using the new higher-order vector basis functions. The parameter used in the study is the RMS error defined in (14.27).

Figures 14.30 and 14.31 show the convergence behavior of the higher-order basis functions obtained at 0.3 GHz. It is clear that when the number of unknowns increases, the results obtained using higher-order basis functions converge more quickly than those of lower-order ones. This is particularly true when a high solution accuracy is desired. We also note that the solution using the MFIE has a much higher accuracy than the one based on the EFIE. This is in contrast to the Galerkin-based MOM using traditional basis functions, where the EFIE result is found more accurate than the MFIE result. The CFIE results are obtained using two different weights on the EFIE and MFIE: one with $\alpha = 0.2$ and the other with $\alpha = 0.5$. As expected, for a small $\alpha$, the accuracy is close to that of the MFIE, whereas for a large $\alpha$, the accuracy approaches that of the EFIE. Since the MFIE has a better accuracy and its matrix is better conditioned than the EFIE, a small $\alpha$ such as $\alpha = 0.2$ is a good choice for this method.

Next, the proposed basis functions are validated on defective meshes. Here, a defective mesh refers to one in which an edge of a triangular patch is partially, instead of totally, shared by another triangular patch, or in other words, two neighboring triangular patches partially share one edge. The validation is carried out on a 1\lambda diameter sphere using the MFIE with the third-order basis functions. By mapping the triangles of an inscribed regular octahedron onto the surface of the sphere, we obtain an exact description of the sphere with well-connected curvilinear triangular patches, as illustrated in Figure 14.32(a). If we rotate the front half of the octahedron
Figure 14.30  RMS error in the bistatic RCS versus the number of unknowns per square wavelength: (a) EFIE; (b) MFIE [38].
by an angle of $\Delta \phi$ and then map the eight triangles onto the surface of the sphere, we obtain a defective mesh, which also describes the sphere exactly, as shown in Figure 14.32(b). By subdividing each of the eight triangles into four subtriangles, we generate a mesh with 32 triangular patches, which is used for the study here. Figure 14.33 shows the RMS error as a function of the rotating angle $\Delta \phi$. It is seen that the RMS errors from a series of defective meshes are within $\pm 0.004$ dB of the RMS error of the well-connected mesh, which is 0.013 dB. This demonstrates clearly the grid-robustness of the proposed new higher-order basis functions.

Finally, we consider the 9.936-in NASA almond, which is an EMCC benchmark geometry [26]. The almond is placed horizontally with its longer axis aligned with the $x$ axis and its sharp tip pointing toward the $\hat{x}$ direction. Its monostatic RCS is computed at 5 GHz using the second-order basis functions (496 triangular patches and 5,952 unknowns) for both the VV and HH polarizations in the horizontal plane. The results are shown in Figure 14.34 and compared to those obtained by a second-order Galerkin-based MOM [24] using the same number of patches and 5,208 unknowns. Excellent agreement is obtained in the VV polarization and only a relatively small error is observed in the HH polarization. It is our experience that in the tip regions
Figure 14.32 (a) An inscribed regular octahedron. (b) The front half of the octahedron is rotated by an angle of $\Delta \phi$.

Figure 14.33 RMS error in the bistatic RCS versus the angle of rotation [38].
Figure 14.34  The monostatic RCS of a 9.936-in NASA almond at 5 GHz: (a) VV polarization; (b) HH polarization [38].
around $AZ = 0^\circ$ and $AZ = 180^\circ$, it is very difficult to obtain the HH polarized RCS because of diffraction due to the tip of the almond.

### 14.8 SUMMARY

This chapter described higher-order methods and their applications in computational electromagnetics. It started with a description of higher-order vector basis functions on a surface for the MOM solution of integral equations of scattering. This method employed higher-order parametric elements to provide accurate modeling of the scatterer’s geometry and higher-order interpolatory vector basis functions for an accurate representation of the electric current density on the scatterer’s surface. The resultant numerical system of equations was then solved using the MLFMA with a minimum computational complexity. It was found that the higher-order method can significantly reduce the number of unknowns, especially from the zeroth to the first order, without compromising the accuracy of geometry modeling. Typical mesh density to obtain a 0.1-dB solution accuracy is 330, 55, 33 unknowns per square wavelength for the solution of CFIE using the zeroth-, first-, and second-order basis functions, respectively.

However, when the MLFMA was applied directly to solve the system of equations resulting from the higher-order MOM, the number of levels used in MLFMA is determined by the patch size. Because of the larger patch size used with higher-order basis functions, the number of levels is smaller than that in the MLFMA using the zeroth-order basis. This limits the performance of the higher-order MLFMA. This problem was then investigated and overcome using a novel point-based implementation, in which higher-order basis functions are first represented by a set of point sources and the MLFMA is then applied to calculate the point-to-point interactions. Since the point sources have no spatial extent, the number of levels in the MLFMA can be made the same as that in the MLFMA using the zeroth-order basis, which results in a significant reduction in the memory requirements.

We then described higher-order vector basis functions for tetrahedral and triangular prism elements and their application to the RCS calculation of a deep, arbitrarily shaped cavity. A special solver was designed for this particular problem, which exploits the unique features of the FEM equations for cavity scattering. The solver was designed in such a manner that it uses minimal memory, which is proportional to the maximum cross section of the cavity and independent of the depth of the cavity, and its computation time increases only linearly with the depth of the cavity (or even less if the cavity or some of its sections have a constant cross section). Furthermore, it computes the scattered fields for all angles of incidence without requiring significant additional time. The technique was implemented with higher-order tetrahedral and mixed-order prism elements, both having curved sides to allow for accurate modeling of arbitrary geometries. Although both types of element yield a remarkably more
accurate and efficient solution for scattering by 3D cavities, the mixed-order prism is optimal for the special solver.

Finally, a set of novel, grid-robust, higher-order vector basis functions was proposed for the MOM solution of integral equations for 3D electromagnetics problems. These basis functions were defined over curvilinear triangular patches and based on the Lagrange interpolation polynomials. The Lagrange interpolation points were chosen to be the same as the nodes of the Gaussian quadratures, which greatly simplified the evaluation of the integrals in the MOM. The new basis functions were also applicable to defective meshes where the side of a triangular patch is only partially shared by another triangular patch. These basis functions were implemented with point-matching for the MOM solution of the EFIE, the MFIE, and the CFIE. Numerical examples were presented to demonstrate the higher-order convergence and the grid robustness for defective meshes.
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15.1 INTRODUCTION

Many electromagnetics applications require the computation of frequency responses over a broad band of frequencies rather than at one or a few isolated frequencies. For example, for radar target recognition, one has to compute the radar cross-section (RCS) of a target over a wide frequency band to generate the range profiles and synthetic aperture radar (SAR) images. For analysis of antennas, especially broadband antennas, one has to calculate the input impedance at many frequencies. Such calculations can be very time consuming when a traditional frequency-domain numerical method is used because a set of algebraic equations must be solved repeatedly at many frequencies. The number of algebraic equations is proportional to the electrical size of the problem and can be large for most applications. Therefore, there is a need to find approximate solution techniques that can efficiently simulate a frequency response over a broad band. Over the past few years, some approaches have been developed to address this issue; these approaches include the methods of model-based parameter estimation (MBPE) [1, 2] and impedance matrix interpolation [3].

A technique similar to the MBPE is the method of asymptotic waveform evaluation (AWE) [4], which was originally developed for high-speed circuit analysis. In
AWE, the transfer function of a circuit is expanded into a series, and the circuit model is then approximated with a lower-order transfer function by moment matching. A detailed description of the method can be found in [5], and a good tutorial article [6] on AWE is also available for electromagnetics researchers. The AWE method has recently been applied to the finite element and finite difference analysis of electromagnetics problems [7–13]. In these applications, the implementation of AWE is straightforward since the resultant matrix equation has a simple dependence on frequency. In the limited applications of AWE to integral equations, the dependence of the scalar Green’s function on frequency is often neglected in order to arrive at a simplified final numerical system [14].

For electromagnetic scattering and radiation by conducting and dielectric objects, a very useful solution technique is the method of moments (MOM), which solves a surface integral equation (SIE) for the electric current on the surface of an object. This method is advantageous because (1) it limits the unknown current on the surface of an object and (2) it satisfies the radiation condition via the Green’s function. However, the method results in a dense matrix that is computationally expensive to generate and invert. Since this matrix depends on frequency in a complex manner, one has to repeat the calculations at each frequency to obtain the solution over a band of frequencies. Recently, Reddy et al. [15] applied AWE to the MOM solution of the electric field integral equation (EFIE) for the fast computation of the RCS of a perfectly electrically conducting (PEC) object. It was shown that the AWE method requires less CPU time to obtain a frequency response and it can speed up the RCS calculation by a factor of three, compared with the direct calculation over a band of interest.

In this chapter, we describe the application of the AWE method to a variety of electromagnetics problems for a fast frequency-sweep analysis [16–21]. These problems include (1) radiation of antennas made of metallic surfaces and/or wires, (2) scattering by a PEC body, (3) scattering by a dielectric body, which can be dispersive, and (4) scattering and radiation of conformal cavity-backed microstrip patch antennas, whose substrates can also be dispersive. All of these problems are formulated in terms of an SIE or its combination with the finite element method (FEM).

### 15.2 THE AWE METHOD

Given an electromagnetics problem, its numerical analysis usually results in a matrix equation in the following form:

\[
A(k)x(k) = y(k)
\]  

(15.1)

where \( A \) is a square matrix, \( x \) is an unknown vector, \( y \) is a known vector associated with the source or excitation, and \( k \) is the wave number related to frequency. Since
the matrix $A$ depends on frequency, it must be generated and solved repeatedly at each individual frequency in order to obtain a solution over a frequency band. This can be time-consuming, especially for problems whose response varies drastically with frequency. This difficulty can be alleviated using the AWE method.

In accordance with the AWE method, to obtain the solution of (15.1) over a wide frequency band, we expand $x(k)$ into a Taylor series

$$x(k) = \sum_{n=0}^{Q} m_n (k - k_0)^n$$

where $k_0$ is the expansion point, $m_n$ denote the unknown coefficients, and $Q$ denotes the total number of such coefficients. Substituting this into (15.1), expanding the impedance matrix $A(k)$ and the excitation vector $y(k)$ into a Taylor series, and finally matching the coefficients of the equal powers of $k - k_0$ on both sides yield the recursive relation for the moment vectors:

$$m_0 = A^{-1}(k_0) y(k_0)$$

$$m_n = A^{-1}(k_0) \left[ \frac{y^{(n)}(k_0)}{n!} - \sum_{i=1}^{n} \frac{A^{(i)}(k_0)m_{n-i}}{i!} \right] \quad n \geq 1$$

where $A^{-1}$ denotes the inverse of $A$, $A^{(i)}$ denotes the $i$th derivative of $A$, and likewise $y^{(n)}$ denotes the $n$th derivative of $y$.

The Taylor expansion has a limited bandwidth. To obtain a wider bandwidth, we represent $x(k)$ with a better behaved rational Padé function:

$$x(k) = \frac{\sum_{i=0}^{L} a_i (k - k_0)^i}{1 + \sum_{j=1}^{M} b_j (k - k_0)^j}$$

where $L + M = Q$. The unknown coefficients $a_i$ and $b_j$ can be calculated by substituting (15.2) into (15.5), multiplying (15.5) by the denominator of the Padé expansion, and matching the coefficients of the equal powers of $k - k_0$. This leads to the matrix equation

$$
\begin{bmatrix}
  m_L & m_{L-1} & m_{L-2} & \cdots & m_{L-M+1} \\
  m_{L+1} & m_L & m_{L-1} & \cdots & m_{L-M+2} \\
  m_{L+2} & m_{L+1} & m_L & \cdots & m_{L-M+3} \\
  \vdots & \vdots & \vdots & \ddots & \vdots \\
  m_{L+M-1} & m_{L+M-2} & m_{L+M-3} & \cdots & m_L \\
\end{bmatrix}
\begin{bmatrix}
  b_1 \\
  b_2 \\
  b_3 \\
  \vdots \\
  b_M \\
\end{bmatrix}
= -
\begin{bmatrix}
  m_{L+1} \\
  m_{L+2} \\
  m_{L+3} \\
  \vdots \\
  m_{L+M} \\
\end{bmatrix}
$$

(15.6)
which can be solved for \( b_j \). Once \( b_j \) are obtained, the unknown coefficients \( a_i \) can then be calculated as

\[
a_i = \sum_{j=0}^{i} b_j m_{i-j} \quad 0 \leq i \leq L
\]

(15.7)

Clearly, in the procedure described above the impedance matrix \( A(k) \) is inverted only once, which is the main reason for the efficiency of the AWE method. With AWE, one obtains a solution that is accurate at a frequency near the point of expansion. The accuracy of the solution decreases when the frequency moves away from the point of expansion. In many practical applications, one is often required to find the solution over a specified frequency band. In such cases, one point of expansion may not be able to yield an accurate solution over the entire band, and multiple points of expansion may become necessary. These points can be selected automatically using the complex frequency hopping (CFH) technique [8], which can be realized with a simple binary search algorithm [12], as described below.

Given a frequency band \([f_1, f_2]\) and an error tolerance \( \epsilon \) for the desired quantity, denoted by \( \sigma \), the following steps can be used to select the points of expansion to generate a solution of a desired accuracy within the given frequency band. (1) Let \( f_{\text{min}} = f_1 \) and \( f_{\text{max}} = f_2 \). (2) Apply AWE at \( f_{\text{min}} \) and \( f_{\text{max}} \) and obtain \( \sigma_1(f) \) and \( \sigma_2(f) \). (3) Choose \( f_{\text{mid}} = (f_{\text{max}} + f_{\text{min}})/2 \) and calculate \( \sigma_1(f_{\text{mid}}) \) and \( \sigma_2(f_{\text{mid}}) \). (4) If \( |\sigma_1(f_{\text{mid}}) - \sigma_2(f_{\text{mid}})| < \epsilon \), stop. (5) Otherwise, apply AWE at \( f_{\text{mid}} \) and repeat the steps above for the subregions \([f_{\text{min}}, f_{\text{mid}}]\) and \([f_{\text{mid}}, f_{\text{max}}]\). This process continues until an accurate solution is obtained over the entire frequency band.

Note that in the binary search algorithm described above, one can also use more points to check the accuracy of the solution. For example, one can choose two points at \( f_{\text{comp}1} = f_{\text{min}} + 0.4(f_{\text{max}} - f_{\text{min}}) \) and \( f_{\text{comp}2} = f_{\text{min}} + 0.6(f_{\text{max}} - f_{\text{min}}) \) and check the accuracy at these two points. This can reduce the probability of false termination of the binary search. The implementation described here is one of the two approaches of the CFH technique. The other approach constructs one rational transfer function over the entire frequency band by matching the moments calculated at different frequency points. As pointed out by [8], the approach employed here is generally more efficient for generating frequency responses.

### 15.3 ANALYSIS OF METALLIC ANTENNAS

Starting from this section, we describe the application of the AWE method to the analysis of a number of electromagnetic scattering and radiation problems. We first consider the analysis of antennas made of metallic surfaces.
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15.3.1 Formulation

Consider an arbitrarily shaped metallic antenna. A voltage source applied to the antenna will induce an electric current on the antenna’s surface. The electric field intensity produced by this current can be expressed as

\[
E(r) = -j k \eta \int_S \mathbf{G}(r, r') \cdot \mathbf{J}(r') dS'
\]

(15.8)

where \( k \) is the free-space wavenumber, \( \eta \) is the free-space wave impedance, \( S \) denotes the conducting surface of the antenna, \( \mathbf{J} \) denotes the unknown surface current density on \( S \), and \( \mathbf{G}(r, r') \) is the well-known free-space dyadic Green’s function given by

\[
\mathbf{G}(r, r') = \left( I + \frac{\nabla \nabla}{k^2} \right) g(r, r') \quad g(r, r') = \frac{e^{-jk|r-r'|}}{4\pi |r-r'|}
\]

(15.9)

with \( I \) being the unit dyad.

To determine the unknown surface current density \( \mathbf{J} \), we first subdivide the conducting surface \( S \) into small triangular elements. One example of such a subdivision is shown in Figure 15.1. The surface current density can then be expanded using the

\[
\end{align*}

Figure 15.1 Subdivision of a structure into small triangular elements [18].
Rao-Wilton-Glisson (RWG) basis function \( f_n(r) \) [22]:

\[
J(r) = \sum_{n=1}^{N} I_n f_n(r) \tag{15.10}
\]

where \( N \) is the number of unknowns, which is the number of edges shared by two triangular elements, and \( I_n \) denotes the unknown expansion coefficient. The RWG basis function \( f_n(r) \), also known as the triangular roof-top function, is defined over two triangular elements joined at a common edge \( \ell_n \):

\[
f_n(r) = \begin{cases} 
\frac{\ell_n}{2A_n} \rho^+_n, & \text{r in } T^+_n \\
\frac{\ell_n}{2A_n} \rho^-_n, & \text{r in } T^-_n \\
0, & \text{otherwise}
\end{cases} \tag{15.11}
\]

where \( T^\pm_n \) denote the two triangles associated with the \( n \)th edge, \( A^\pm_n \) are the areas of triangles \( T^\pm_n \), \( \ell_n \) is the length of the \( n \)th edge, and \( \rho^\pm_n \) are the vectors defined in Figure 15.2(a). The vector plot of \( f_n(r) \) is illustrated in Figure 15.2(b). The most important feature of this basis function is that its normal component on edge \( \ell_n \) is a constant (normalized to 1) whereas the normal components on other edges are zero. This feature guarantees the continuity of current flow over all edges and makes \( I_n \) the current density passing through edge \( \ell_n \). Triangular elements are chosen because of their excellent capability to model arbitrary geometries. Higher-order basis functions can also be employed without any difficulty.

Applying Galerkin’s method to (15.8) results in a matrix equation

\[
Z(k)I(k) = V(k) \tag{15.12}
\]

in which the impedance matrix \( Z \) and vector \( V \) have the elements given by

\[
Z_{m,n}(k) = jk\eta \iint_{T_m} \iint_{T_n} \left[ f_m(r) \cdot f_n(r') - \frac{1}{k^2} \nabla \cdot f_m(r) \nabla \cdot f_n(r') \right] g(r, r') dS' dS \tag{15.13}
\]

\[
V_m(k) = -\iint_{T_m} \mathbf{E}(r) \cdot f_m(r) dS \tag{15.14}
\]

where \( T_m \) and \( T_n \) denote the support of \( f_m \) and \( f_n \), respectively.

If there is neither a capacitor nor a voltage source applied at \( T_m \), then \( V_m(k) = 0 \) because the boundary condition requires that the tangential electric field must vanish on a PEC surface. If a capacitor \( C_m \) is applied at \( T_m \), as illustrated in Figure 15.3(a), it is easy to find that

\[
V_m(k) = -\frac{(\ell_m)^2}{j\omega C_m} I_m(k) \tag{15.15}
\]
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where \( \omega \) denotes the angular frequency. Clearly, this can be moved to the left-hand side of (15.12), which is equivalent to adding \((\ell_m)^2/j\omega C_m\) to \(Z_{mn}\). If a voltage source \(V_m^\text{ex}\) is applied at \(T_m\), as illustrated in Figure 15.3(b), then

\[
V_m(k) = \ell_m V_m^\text{ex}
\]  

(15.16)

which provides the right-hand side of (15.12) for a solution of \(I(k)\).

To apply AWE to (15.12), one has to calculate the derivatives of \(Z(k)\). The integrand in \(Z_{mn}\) can be written in the form

\[
f(k) = \left( \frac{1}{k - ak} \right) e^{-jkr} \frac{1}{r}
\]  

(15.17)
A carefully designed recursive formula can allow the calculation of any derivatives.

\[ f^{(n)}(k) = \sum_{i=1}^{n-1} j^{i-1} \frac{(-1)^n n! r^{i+2}}{(i-1)! k^{n-i+2}} e^{-jkr} + n(-j)^n e^{-jkr} \left( \frac{1}{k^2} + \frac{1}{k^2} \right) \]

A carefully designed recursive formula can allow the calculation of any derivatives.

**15.3.2 Numerical Examples**

The first example is a radio-frequency (RF) coil, which is an important device in a magnetic resonance imaging (MRI) system. The primary method used for its analysis and design is based on the equivalent lumped-circuit model. In this method, the conductors used to construct an RF coil are modeled as inductors and the RF coil is then modeled as an LC network. The Kirchhoff voltage and current laws
are then employed to establish a set of linear equations, whose solution gives the resonant frequencies and the current distributions in the coil. The method is simple and also effective for RF coils operating at a low frequency. However, by modeling a conductor as an inductor, one neglects the current variation in the conductor and also the radiation loss of the conductor. This introduces a significant error in the analysis of RF coils operating at higher frequencies. As a result, the equivalent lumped-circuit method becomes inaccurate and often predicts the current distribution that disagrees with measured data.

A more accurate analysis of RF coils is to employ the method described in this section, which is valid at both low and high frequencies and is also applicable to complex RF coils having structures such as RF shields. Here we apply it to a low-pass birdcage coil whose diameter and length are 26 cm. The coil is made of 2.54-cm-wide conducting strips and has 12 rungs. Its configuration is shown in Figure 15.1. The only things missing there are 12 capacitors, applied at the center of each rung. The capacitors have a value of 1.7 pF to place the dominant mode at 128 MHz and the voltage is applied across one of the capacitors. Figure 15.4 shows the magnitude of the input admittance as a function of frequency. The number of triangular elements used to model the coil is 336 and the number of unknowns is 348. With a frequency increment of 1 MHz, it takes the direct method, which solves (15.12) repeatedly for each frequency, 1,352 s to obtain the solution on a DEC Personal Workstation (500-MHz Alpha 21164 processor). With a sixth-order Taylor expansion \(Q = 6\), \(L = 3\), \(M = 3\), the AWE method produces an accurate solution with 0.01-MHz increments over the entire band in 35.6 s, which is 38 times faster than the direct method.

The above calculations are repeated for the birdcage coil placed in a cylindrical RF shield having a diameter of 32 cm and a length of 30 cm. The capacitors have a value of 2.95 pF to place the dominant mode at 128 MHz. Figure 15.5 gives the magnitude of the input admittance as a function of frequency. The discretization and CPU time information is summarized in Table 15.1, which shows a similar speedup.

<table>
<thead>
<tr>
<th>Problem</th>
<th>No. of unknowns</th>
<th>AWE method</th>
<th>Direct method</th>
<th>Speedup</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Freq. pts</td>
<td>CPU time</td>
<td>Freq. pts</td>
</tr>
<tr>
<td>Fig. 15.4</td>
<td>348</td>
<td>25,000</td>
<td>35.6 s</td>
<td>250</td>
</tr>
<tr>
<td>Fig. 15.5</td>
<td>1,043</td>
<td>20,000</td>
<td>719.5 s</td>
<td>400</td>
</tr>
</tbody>
</table>
Figure 15.4  Magnitude of the input admittance of a nonshielded low-pass birdcage coil as a function of frequency [18].

data are available for comparison [24, 25]. The first configuration consists of two inverted-L antennas on a finite ground plane and the second consists of two loop antennas on a finite ground plane, both shown in Figure 15.6. As can be seen from Figures 15.7 and 15.8, the agreement between the calculated and measured results is very good.

15.4  ANALYSIS OF METALLIC SCATTERERS

Next, we consider the problem of scattering by a metallic object, which is similar to the antenna problem treated in the preceding section, except for the excitation.

15.4.1  Formulation

The scattering by a PEC body can be formulated in terms of an EFIE or a magnetic field integral equation (MFIE). However, both EFIE and MFIE suffer from the problem of interior resonance, which yields erroneous solutions at certain frequencies. This problem can be overcome by combining EFIE and MFIE to form a combined field integral equation (CFIE) [26].
Consider an arbitrarily shaped three-dimensional (3-D) conducting object illuminated by an incident field $\mathbf{E}^{inc}(\mathbf{r})$. The EFIE is given by

$$\hat{n} \times \iint_S \mathbf{G}(\mathbf{r}, \mathbf{r}') \cdot \mathbf{J}(\mathbf{r}') dS' = \frac{1}{j\kappa} \hat{n} \times \mathbf{E}^{inc}(\mathbf{r}) \quad \text{on } S$$  \hspace{1cm} (15.19)

where $S$ denotes the conducting surface of the object, $\hat{n}$ is an outwardly directed normal, and $\mathbf{G}(\mathbf{r}, \mathbf{r}')$ is given in (15.9). For a closed conducting object, the MFIE is given by

$$\frac{1}{2} \mathbf{J}(\mathbf{r}) - \hat{n} \times \nabla \times \iint_S g(\mathbf{r}, \mathbf{r}') \mathbf{J}(\mathbf{r}') dS' = \hat{n} \times \mathbf{H}^{inc}(\mathbf{r}) \quad \text{on } S$$ \hspace{1cm} (15.20)

where $\mathbf{r}$ approaches $S$ from the outside and $g(\mathbf{r}, \mathbf{r}')$ is also given in (15.9). The CFIE for a closed conducting object is simply a linear combination of the EFIE [26, 27] and the MFIE and is of the form

$$\alpha \ \text{EFIE} + (1 - \alpha) \frac{1}{j\kappa} \ \text{MFIE}$$ \hspace{1cm} (15.21)

where $\alpha$ is the combination parameter ranging from 0 to 1 and can be chosen to be any value within this range. It is found that $\alpha = 0.8$ is an overall good choice.
Applying the MOM to (15.21) in a procedure similar to that described in the preceding section results in the matrix equation (15.12) with the elements given by

\[
Z_{mn}(k) = \alpha \int_{T_m} \int_{T_n} \left[ f_m(r) \cdot f_n(r') - \frac{1}{k^2} \nabla \cdot f_m(r) \nabla \cdot f_n(r') \right] g(r, r') dS'dS \\
+ (1 - \alpha) \frac{1}{jk} \left\{ \frac{1}{2} \int_{T_m} f_m(r) \cdot f_n(r) dS \\
- \int_{T_m} f_m(r) \cdot \hat{n} \times \nabla \times \int_{T_n} g(r, r') f_n(r') dS'dS \right\}
\]

(15.22)

\[
V_m(k) = \frac{1}{j k \eta} \int_{T_m} [\alpha E^{inc}(r) + (1 - \alpha) \eta \hat{n} \times H^{inc}(r)] \cdot f_m(r) dS
\]

(15.23)
Figure 15.7  S-parameters of two inverted-L antennas on a finite ground plane: (a) $S_{11}$; (b) $S_{12}$ [16].
Figure 15.8  S-parameters of two loop antennas on a finite ground plane: (a) $S_{11}$; (b) $S_{12}$ [16].
Again, the matrix equation can be solved with the aid of AWE for a broadband calculation. The integrand in the MFIE can be written in the form

\[ g(k) = (1 + jkr) \frac{e^{-jkr}}{r^3} \]

whose \( n \)th derivative is given by

\[ g^{(n)}(k) = j e^{-jkr}(-jkr)^n (1 + jkr - n) \]

### 15.4.2 Numerical Examples

The first example is a PEC sphere with a radius of 0.318 cm. With a frequency step of 1 GHz, it takes the direct method 341.1 s to obtain the solution from 10 to 70 GHz on a DEC Personal Workstation. With one expansion point at 40 GHz and a tenth-order Taylor expansion \( (Q = 10, L = 5, M = 5) \), the AWE produces an accurate solution with 0.1-GHz increments over the entire band in 10.6 s. A comparison of the CPU time is given in Table 15.2 and the result is shown in Figure 15.9.

The next example is to demonstrate the performance of the binary search algorithm. The scatterer is the 1m long NASA almond [28]. It takes the direct method 23,220 s on a DEC Personal Workstation to calculate the RCS at 84 frequency points from 0 to 1.7 GHz. The number of unknowns varies from 1,560 to 2,148 during the frequency sweep. With the AWE method, it takes only 1,989.3 s to calculate the RCS over the entire band using seven expansion points. The error tolerance \( \epsilon \) in the RCS was chosen to be very small in order to obtain a very smooth curve (Figure 15.10). This choice results in a relatively small speedup of 11.7. With a slightly larger error tolerance, the number of expansion points can be reduced, leading to a larger speedup. The results presented in Figure 15.10 show the RCS for two different incidence angles and two different polarizations.

### 15.5 ANALYSIS OF DIELECTRIC SCATTERERS

Now, we proceed to the problem of scattering by a penetrable dielectric object, which may be dispersive. The treatment is correspondingly more complex.
15.5.1 Formulation

A formulation that is widely used for scattering by dielectric bodies is the so-called PMCHW [29], named after Poggio, Miller, Chang, Harrington, and Wu, who originally developed the formulation. In this formulation, the EFIE for the field outside the object is combined with the EFIE for the field inside the object to form a combined equation. Similarly, the MFIE for the field outside the object is combined with the MFIE for the field inside the object to form another combined equation. These two equations are then solved by the MOM. This formulation is found to be free of interior resonances and yields accurate and stable solutions. With the AWE method, we can even model dispersive dielectrics.

Consider an arbitrarily shaped homogeneous dielectric scatterer characterized by permittivity \( \varepsilon_2 \) and permeability \( \mu_2 \) and immersed in an infinite and homogeneous medium having permittivity \( \varepsilon_1 \) and permeability \( \mu_1 \). Using either the equivalence principle or the vector Green’s theorem, one can formulate a set of four integral equations to calculate the electric and magnetic fields \( \mathbf{E} \) and \( \mathbf{H} \) in terms of equivalent electric and magnetic currents \( \mathbf{J} \) and \( \mathbf{M} \) on the surface of the scatterer. The equation to calculate the electric field is known as the EFIE and there are two such equations: one is for the field inside the object (EFIE–I) and the other for the field outside the object (EFIE–O). The equation to calculate the magnetic field is known as the MFIE.
Figure 15.10  RCS frequency response of the 1m long NASA almond from 0 to 1.7 GHz: (a) VV-polarization with $\theta^{inc} = 90^\circ$ and $\phi^{inc} = 0^\circ$; (b) HH-polarization with $\theta^{inc} = 45^\circ$ and $\phi^{inc} = 45^\circ$ [16].
and there are also two such equations: one is for the field inside the object (MFIE–I) and the other for the field outside the object (MFIE–O). A simple combination of EFIE–I and EFIE–O yields an integral equation

$$[\eta_1 \mathbf{L}_1(\mathbf{J}) + \eta_2 \mathbf{L}_2(\mathbf{J}) - \mathbf{K}_1(\mathbf{M}) - \mathbf{K}_2(\mathbf{M}) = \mathbf{E}^{inc}]_{\tan}$$ (15.24)

and a similar combination of MFIE–I and MFIE–O results in another integral equation

$$[\eta_1 \mathbf{K}_1(\mathbf{J}) + \eta_2 \mathbf{K}_2(\mathbf{J}) + \mathbf{L}_1(\mathbf{M}) + \mathbf{L}_2(\mathbf{M}) = \eta_1 \mathbf{H}^{inc}]_{\tan}$$ (15.25)

where $\eta_i = \sqrt{\mu_i/\varepsilon_i}$, and $\mathbf{L}_i$ and $\mathbf{M}_i$ are integral operators defined by

$$\mathbf{L}_i(\mathbf{X}) = jk_i \iint_S \left[ \mathbf{X}(\mathbf{r}') + \frac{1}{k_i^2} \nabla \nabla' \cdot \mathbf{X}(\mathbf{r}') \right] g_i(\mathbf{r}, \mathbf{r'}) dS'$$ (15.26)

$$\mathbf{K}_i(\mathbf{X}) = \iint_S \mathbf{X}(\mathbf{r}') \times \nabla g_i(\mathbf{r}, \mathbf{r'}) dS'$$ (15.27)

in which $k_i = \omega \sqrt{\mu_i \varepsilon_i}$. $S$ denotes the surface of the scatterer, and $g_i(\mathbf{r}, \mathbf{r'})$ is the scalar Green’s function given by

$$g_i(\mathbf{r}, \mathbf{r'}) = \frac{e^{-jk_i |\mathbf{r} - \mathbf{r}'|}}{4\pi |\mathbf{r} - \mathbf{r}'|}$$ (15.28)

Equations (15.24) and (15.25) are known as the PMCHW formulation [29]. When $\mathbf{r} = \mathbf{r'}$, the integral in (15.27) is interpreted in the principal value sense.

For a dispersive dielectric object, $\varepsilon_2$ and $\mu_2$ can be a function of frequency. For simplicity, we assume that $\mu_2$ is a constant and only $\varepsilon_2$ varies with frequency. The complex permittivity of a dielectric can be described by the Debye model [30]

$$
\varepsilon_2(\omega) = \varepsilon'_2(\omega) - j \varepsilon''_2(\omega) = \varepsilon'_2 - \frac{\varepsilon'_2 - \varepsilon''_2}{1 + j\omega\tau_c}$$ (15.29)

where $\varepsilon'_2$ denotes the static dielectric constant, $\varepsilon''_2$ is the optical dielectric constant, and $\tau_c$ is a relaxation time constant related to the original relaxation time constant $\tau$ by

$$\tau_c = \tau \frac{\varepsilon'_2 + 2\varepsilon_0}{\varepsilon''_2 + 2\varepsilon_0}$$ (15.30)

with $\varepsilon_0$ denoting the permittivity of free space.

Equations (15.24) and (15.25) can be solved numerically using the MOM, with the aid of AWE for a broadband calculation.
15.5.2 Numerical Examples

Consider a dielectric sphere of radius 0.5 cm immersed in free space. For the numerical solution, the surface of the sphere is modeled by 648 triangular patches, resulting in 972 edges and thus 1,944 unknowns. The permittivity of the sphere is characterized by $\varepsilon'_s = 2.56$, $\varepsilon''_s = 1.0$, and $\tau = 1.59$ ps/rad. As a result, as frequency varies from 0.5 to 35 GHz, the real part of the relative permittivity varies from 2.56 to 2.22 and the imaginary part varies from $-0.012$ to $-0.65$. The backscatter RCS of the sphere is shown in Figure 15.11, where the backscatter RCS of a nondispersive sphere of the same size and having a relative permittivity 2.56 is also given. Three solutions are displayed in the figure. One is the exact Mie series solution, the second is the solution obtained directly at each frequency, and the third is the solution obtained using the AWE method. With a frequency step of 0.5 GHz, it takes the direct method 24,611 s to obtain the solution on a DEC Personal Workstation. In contrast, the AWE method produces the solution with 0.01 GHz increments in 2,206 s on the same computer. Figure 15.12 shows similar results for a 1 cm $\times$ 1 cm $\times$ 1 cm dielectric cube with normal incidence.
Figure 15.12  Backscatter RCS versus frequency of a dielectric cube having a side length of 1 cm [21].

15.6  ANALYSIS OF MICROSTRIP ANTENNAS

The preceding sections described the application of AWE to the MOM solution. In this section, we demonstrate the use of AWE in the FEM combined with the boundary integral equation (BIE). The detailed formulation of the FEM/BIE method is described in Chapter 13.

15.6.1  Formulation

The FEM/BIE hybrid method is a powerful numerical technique for solving electromagnetic scattering and radiation problems [31]. This technique divides an open-region problem into interior and exterior problems and employs the FEM to deal with the interior problem. The exterior problem is formulated using the BIE which, when coupled with interior fields, provides an efficient solution to the original problem.

For the problem of scattering and radiation by a cavity-backed microstrip patch antenna recessed in a ground plane (Figure 15.13), it has been shown [31] that the
electric field inside the cavity and over the aperture can be found by seeking the stationary point of the functional

\[
F(\mathbf{E}) = \frac{1}{2} \iiint_V \left[ \frac{1}{\mu_r} (\nabla \times \mathbf{E}) \cdot (\nabla \times \mathbf{E}) - k^2 \varepsilon_r \mathbf{E} \cdot \mathbf{E} \right] dV \\
+ \iiint_V \left[ jkZ J^{\text{int}} \cdot \mathbf{E} - \frac{1}{\mu_r} M^{\text{int}} \cdot (\nabla \times \mathbf{E}) \right] dV \\
- k^2 \iint_S \mathbf{M}(\mathbf{r}) \cdot \left[ \iint_S \mathbf{M}(\mathbf{r}') g(\mathbf{r}, \mathbf{r}') dS' \right] dS \\
+ \iint_S \nabla \cdot \mathbf{M}(\mathbf{r}) \left[ \iint_S g(\mathbf{r}, \mathbf{r}') \nabla' \cdot \mathbf{M}(\mathbf{r}) dS' \right] dS \\
- 2jk\eta \iint_S \mathbf{M}(\mathbf{r}) \cdot \mathbf{H}^{\text{inc}}(\mathbf{r}) dS \tag{15.31}
\]

where \( V \) denotes the volume of the cavity and \( S \) denotes its aperture, \( \mathbf{M} = \mathbf{E} \times \hat{z} \) is the equivalent magnetic current over the aperture, \( k \) is the free-space wavenumber, \( \eta \) is the free-space wave impedance, and \( g(\mathbf{r}, \mathbf{r}') \) denotes the free-space Green’s function. For scattering problems, \( \mathbf{H}^{\text{inc}} \) denotes the incident magnetic field. For radiation problems, \( \mathbf{J}^{\text{int}} \) and \( \mathbf{M}^{\text{int}} \) denote the electric and magnetic sources associated with the antenna feeds.

The dielectric substrate is characterized by its relative permittivity \( \varepsilon_r \) and permeability \( \mu_r \). For a dispersive substrate, the relative permittivity \( \varepsilon_r \) can be represented by the Debye model described in the preceding section.
The discretization of the above functional has been described in detail in the past [31]. It leads to the matrix equation

\[ A(k)E(k) = B(k) \]  \hspace{1cm} (15.32)

where \( A \) is a partly sparse and partly full symmetric matrix, \( E \) is a vector representing the discretized electric field, and \( B \) is the excitation vector related to the incident field for scattering or internal sources for radiation. Equation (15.32) can be solved using the AWE method for a broadband calculation.

### 15.6.2 Numerical Examples

The first example is scattering by an antenna geometry consisting of a 3.66 cm \( \times \) 2.60 cm rectangular conducting patch residing on a dielectric substrate having thickness \( t = 0.158 \) cm, relative permittivity \( \varepsilon_r = 2.17 \), and a loss tangent of 0.001. The substrate is housed in a 7.32 cm \( \times \) 5.20 cm rectangular cavity recessed in a ground plane. The incident plane wave is polarized along the \( \theta \) direction and the angle of incidence is \( \theta_{\text{inc}} = 60^\circ \) and \( \phi_{\text{inc}} = 45^\circ \). The monostatic RCS of the antenna is shown in Figure 15.14 as a function of frequency from 2 to 8 GHz. Clearly, the RCS

**Figure 15.14** Monostatic VV-polarized RCS versus frequency for a cavity-backed patch antenna (\( A = 7.32 \) cm, \( B = 5.20 \) cm, \( L = 3.66 \) cm, \( W = 2.60 \) cm, \( d = 0.158 \) cm, \( \varepsilon_r = 2.17 \), \( \tan\delta = 0.001 \), \( \theta_{\text{inc}} = 60^\circ \), \( \phi_{\text{inc}} = 45^\circ \)) [19].


**Table 15.3** CPU Timings for Calculations on DEC Personal Workstation

<table>
<thead>
<tr>
<th>Problem</th>
<th>No. of unknowns</th>
<th>AWE method</th>
<th>Direct method</th>
<th>Speedup</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Freq. pts</td>
<td>CPU time</td>
<td>Freq. pts</td>
</tr>
<tr>
<td>Fig. 15.14</td>
<td>1,585</td>
<td>600</td>
<td>265.2 s</td>
<td>120</td>
</tr>
<tr>
<td>Fig. 15.15</td>
<td>1,741</td>
<td>300</td>
<td>254.2 s</td>
<td>60</td>
</tr>
<tr>
<td>Fig. 15.16</td>
<td>1,741</td>
<td>300</td>
<td>254.2 s</td>
<td>60</td>
</tr>
</tbody>
</table>

is characterized by a series of peaks, each corresponding to a resonant mode of the patch. The results compare well with the experimental data for the patch residing on an infinite substrate [32]. The number of unknowns used in the calculation is 1,585. With a frequency increment of 0.05 GHz, it takes the direct method, which solves (15.32) repeatedly for each frequency, 3,254.4 s to obtain the solution on a DEC Personal Workstation. With a sixth-order Taylor expansion \(Q = 6, L = 3, M = 3\), the AWE method produces an accurate solution with 0.01 GHz increments over the entire band in 265.2 s.

The second example is radiation by an antenna geometry consisting of a 5.0 cm \(\times\) 3.4 cm rectangular conducting patch residing on a dielectric substrate having thickness \(t = 0.08770\) cm, relative permittivity \(\varepsilon_r = 2.17\), and a loss tangent of 0.0015. The substrate is housed in a 7.5 cm \(\times\) 5.1 cm rectangular cavity recessed in a ground plane. The patch is excited by a current probe applied at \(x_f = 1.22\) cm and \(y_f = 0.85\) cm. Figure 15.15 shows the input impedance of the antenna as a function of frequency from 1 to 4 GHz. Figure 15.16 shows the input impedance when a 50-Ω impedance load is placed at \(x_L = -2.2\) cm and \(y_L = -1.5\) cm. The calculated results compare well with the experimental data for the patch residing on an infinite substrate [32]. The number of unknowns used in the calculations is 1,741. With a frequency increment of 0.05 GHz, it takes the direct method 4,012.8 s to obtain the solution. With a sixth-order Taylor expansion \(Q = 6, L = 3, M = 3\), the AWE method produces an accurate solution with 0.01-GHz increments over the entire band in 254.2 s.

The information about the calculations is summarized in Table 15.3 for a clear comparison. In both cases, the speedup is more than an order of magnitude.

To demonstrate the capability of the AWE method to deal with dispersive substrates, we reconsider the second example. We assume that the substrate is dispersive with \(\varepsilon'_r = 2.17, \epsilon'' = 1.0, \text{ and } \tau = 7.96\) ps/ rad. As a result, as frequency varies from 1 to 10 GHz, the real part of the relative permittivity varies from 2.16 to 1.79 and the imaginary part varies from \(-0.081\) to \(-0.55\). Figure 15.17(a) shows the input impedance of the antenna from 1 to 4 GHz. Figure 15.17(b) gives the input impedance when a 50-Ω impedance load is placed at \(x_L = -2.2\) cm and \(y_L = -1.5\) cm. It can be seen clearly that the AWE solution agrees very well with the direct solution.
Figure 15.15  Input impedance versus frequency for a cavity-backed patch antenna with a probe feed at $x_f = 1.22$ cm and $y_f = 0.85$ cm ($A = 7.5$ cm, $B = 5.1$ cm, $L = 5.0$ cm, $W = 3.4$ cm, $d = 0.08779$ cm, $\varepsilon_r = 2.17$, $\tan \delta = 0.0015$): (a) resistance; (b) reactance [19].
Figure 15.16  Input impedance versus frequency for a cavity-backed patch antenna with a probe feed at $x_f = 1.22$ cm and $y_f = 0.85$ cm and a 50-Ω resistor load at $x_L = -2.2$ cm and $y_L = -1.5$ cm ($A = 7.5$ cm, $B = 5.1$ cm, $L = 5.0$ cm, $W = 3.4$ cm, $d = 0.08779$ cm, $\varepsilon_r = 2.17$, $\tan \delta = 0.0015$): (a) resistance; (b) reactance [20].
Figure 15.17  Input impedance versus frequency for a cavity-backed patch antenna residing on a dispersive substrate: (a) without an impedance load; (b) with a 50-Ω resistor load.
15.7 SUMMARY

This chapter described the formulation of the AWE method and its application for achieving a fast frequency-sweep analysis with a variety of electromagnetics problems, which include (1) radiation of antennas made of metallic wires and/or surfaces, (2) scattering by a PEC body, (3) scattering by a dispersive dielectric body, and (4) scattering and radiation of conformal cavity-backed microstrip patch antennas. The AWE method has also been applied very successfully to microstrip circuits in a multilayer medium. Some numerical examples of this application are given in Chapter 16. It was shown that the use of AWE can speed up the analysis by more than an order of magnitude.
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Full-Wave Analysis of Multilayer Microstrip Problems

Feng Ling and Jian-Ming Jin

16.1 INTRODUCTION

In the past decades, integrated circuits (ICs) have undergone impressive advancements. Planar passive components are extensively used in IC systems. Hence, fast and accurate electromagnetic (EM) analysis of planar components becomes very important for IC design.

To develop a reliable computer-aided design (CAD) tool for this purpose, several aspects have to be considered. First, with the increased complexity of those structures, multilayer media are often employed to allow more versatile designs. This fact necessitates that the modeling be capable of dealing with planar components in multilayer media. Second, as the operating frequency of ICs increases, the empirical formulas and quasi-static models are unable to provide accurate results. Consequently, it is desirable to develop a rigorous full-wave EM modeling. Third, the ability to tackle electrically large problems becomes necessary to perform the integrated simulation.

There have been a variety of full-wave EM methods developed to accomplish the goal mentioned above. These methods can be divided into two broad classes: the differential equation approach and the integral equation approach. The differential
equation approach includes the finite-difference time-domain (FDTD) [1–4] and finite element methods (FEM) [5–8]. In the integral equation approach, the method of moments (MOM) is employed to solve the pertinent integral equations [9–24]. The integral equation approach is more attractive for multilayer medium problems since the method allows one to apply Green’s theorem to reduce volume integrals to surface integrals, thus reducing the matrix dimension significantly because of the use of surface discretization rather than volume discretization.

In this work, we develop the spatial domain MOM for the analysis of microstrip circuits and antennas in a multilayer medium. Section 16.2 describes the evaluation of Green’s functions using the discrete complex image method (DCIM). Special attention is given to the treatment of surface-wave contributions. Section 16.3 discusses the MOM solution using higher-order vector basis functions, which can represent the unknown currents and model geometries more accurately than lower-order basis functions. Section 16.4 employs the asymptotic waveform evaluation (AWE) to rapidly compute the solution over a broad frequency band. This is followed by the presentation of the adaptive integral method (AIM) and the multilevel fast multipole algorithm (MLFMA) for simulating large-scale microstrip problems. Both methods reduce the computational complexity from \(O(N^3)\) to \(O(N \log N)\), where \(N\) denotes the number of unknowns. Numerical examples are given in each section to demonstrate the accuracy and capability of the proposed formulations.

16.2 GREEN’S FUNCTIONS FOR MULTILAYER MEDIA

This section addresses the efficient evaluation of Green’s functions, which are expressed in terms of the Sommerfeld integrals (SIs). Several approaches have been developed to efficiently evaluate the Green’s functions, such as the fast Hankel transform (FHT) approach [25, 26], the steepest-descent path (SDP) approach [27], and the discrete complex image method [28–36]. In this work, an improved DCIM is employed to efficiently evaluate the Green’s functions. The spectral domain Green’s functions for multilayer media are first derived from a simple transmission line perspective. Then, the DCIM is employed to efficiently evaluate the SIs, resulting in closed-form spatial domain Green’s functions. The issue of surface-wave extraction is discussed. For the far-field Green’s functions, it is necessary to extract surface waves to approximate \(1/\sqrt{\theta}\) asymptotic behavior. In the previous work of the DCIM, the surface-wave contribution is treated analytically by using residue calculus, which makes it difficult to extend to multilayer cases. Here, the surface-wave contribution is obtained by performing a contour integral recursively in the complex \(k_p\) plane [37]. Finally, to make the Green’s function evaluation more efficient, especially for three-dimensional (3D) structures, an interpolation scheme is employed, which is able to restore the Green’s function at the same order of time as that in free-space problems.
Consider a current source in a multilayer medium. Each layer is characterized by relative permittivity $\varepsilon_r$, relative permeability $\mu_r$, and thickness $h$, as shown in Figure 16.1. The electric field due to the current can be expressed in a mixed potential form as

$$
E = -j\omega \mu_0 \left( \overline{G}^A, \mathbf{J} \right) + \frac{1}{j\omega \varepsilon_0} \nabla \left( G^\Phi, \nabla' \cdot \mathbf{J} \right)
$$

(16.1)

where $\mathbf{J}$ denotes the electric current density of the source, and $\overline{G}^A$ and $G^\Phi$ are the Green’s functions for the vector and scalar potentials, respectively. The detailed discussion in [38] shows that it is preferable to choose $\overline{G}^A$ as

$$
\overline{G}^A = \begin{bmatrix}
G^A_{xx} & 0 & G^A_{xz} \\
0 & G^A_{zz} & G^A_{xz} \\
G^A_{z2} & G^A_{z2} & G^A_{zz}
\end{bmatrix}
$$

(16.2)

and $G^\Phi$ as the scalar potential for a horizontal electric dipole (HED).
In general, the Green’s function for a multilayer medium is expressed in terms of an SI, which can be written as

\[
G(\rho, z | z') = \frac{1}{2\pi} \int_0^\infty \tilde{G}(k_\rho, z | z') J_0(k_\rho \rho) k_\rho dk_\rho
\]  

(16.3)

where \(\tilde{G}\) is the spectral domain counterpart of \(G\) and \(J_0(\cdot)\) denotes the zeroth-order Bessel function.

To evaluate the SI, we begin with the derivation of the spectral domain Green’s functions for an arbitrary dipole in multilayer media, which can be accomplished by constructing equivalent transmission lines [38, 39]. Therefore, the original problem to find electric and magnetic fields is converted to the problem of obtaining the voltage and current of the corresponding transmission lines. From the voltages and currents, the Green’s functions for the vector potential \(A^x\) and the scalar potential \(\Phi^x\) can be derived as

\[
\tilde{G}_ {xx}^A = \frac{1}{j\omega \mu_0} V^h_t, \quad t = x, y
\]  

(16.4)

\[
\tilde{G}_ {zz}^A = \frac{1}{j\omega \epsilon_0} \left[ \left( \frac{\mu_r k_i^2}{\epsilon_r k_i^2} - \frac{\mu_r^2 k_i^2}{\epsilon_r^2 k_i^2} \right) I^e_t + \frac{k_0^2 \mu_r^2 k_i^2}{k_i^2} I^h_t \right]
\]  

(16.5)

\[
\tilde{G}_ {zz}^\Phi = \frac{j\omega \mu_0}{k_i^2} (V^e_t - V^h_t)
\]  

(16.6)

where \(V_t^e, h\) and \(I_t^e, h\) are the voltages and currents of the equivalent transmission line. The \(G_ {xx}^A\) and \(G_ {yy}^A\) are related to \(G_ {xx}^A\) and \(G_ {yy}^A\) by the reciprocity principle, which gives

\[
G_ {xz}^A(z | z') = -\frac{\mu_r}{\mu_r} G_ {zz}^A(z' | z)
\]  

(16.8)

Therefore, the Green’s functions required in this method are \(G_ {xx}^A\), \(G_ {zz}^A\), \(G_ {zz}^\Phi\), \(G_ {yz}^A\), and \(G_ {yz}^\Phi\). Also, \(G_ {xz}^A\) and \(G_ {yz}^A\) have the same kernels so that a total of only four Green’s functions are required for evaluation.

Once the spectral domain Green’s functions are obtained, the DCIM can be applied to rapidly evaluate the SIs. A minor modification of the DCIM is necessary since \(G_ {zz}^A\) and \(G_ {zz}^\Phi\) have \(k_x\) and \(k_y\) dependence, which makes \(G_ {xz}^A\) and \(G_ {yz}^A\) in a form of \(x\) and \(y\) derivative of the same SI. Let us rewrite the spectral domain Green’s function in a simple form as

\[
\tilde{G} = A \frac{F}{2j k_{zm}}
\]  

(16.9)
where $A$ is a constant. As the first step of the DCIM, the primary field term $F_{pr}$ is extracted from $F$ when the source and observation points are in the same layer. Note that there is no primary field term in $G_{zt}^A$. The static contributions $F_{st}$, which dominate as $k_p \to \infty$, are also extracted, which makes the remaining kernel decay to zero for a sufficiently large $k_p$. This happens only when both source and field points are on the interface of two different layers.

The next step is to extract the guided-mode or surface-wave contributions $F_{gm}$, which can be written as

$$F_{gm} = 2j k_{zm} \sum_i \frac{2k_{pi} \text{Res}_i}{k_p^2 - k_{pi}^2}$$

(16.10)

where $\text{Res}_i$ is the residue for the pole $k_{pi}$. When transformed to the spatial domain, the guided-mode contributions to the Green’s function become

$$G_{gm} = \frac{A}{4\pi} \left[ -2\pi j \sum_i \text{Res}_i H_0^{(2)}(k_{pi} r) k_{pi} \right]$$

(16.11)

where $H_0^{(2)}$ denotes the zeroth-order Hankel of the second kind.

In the previous work on the DCIM, $\text{Res}_i$ is calculated analytically by using residue calculus, which makes it difficult to extend to multilayer cases. Here, we obtain $\text{Res}_i$ by evaluating a contour integral numerically in the complex $k_p$-plane recursively. The integration begins with a rectangular contour enclosing the region of interest. If the calculated value is nonzero, then we subdivide the contour into four contours and evaluate the contour integral along each of them. This process is repeated until the location $k_{pi}$ and residue $\text{Res}_i$ for all the poles are found. These procedures can be illustrated by the following example, which is a five-layer medium with the top layer being free space. The magnitude of $G_{gm}$ in the first and fourth quadrants is plotted in Figure 16.2. The contour integral is repeated until we find the surface-wave poles at $k_p = 1.736k_0$ and $2.435k_0$, respectively. Since the top layer is the unbounded free space, there is a branch cut associated with $k_{z0}$, where the radiation modes lie on [41]. This branch cut is known and can be deliberately avoided. For shielded multilayer media, both of the modes guided by the layers and the ground planes are extracted. The poles on the imaginary axis correspond to the evanescent modes, which are not extracted in this method.

After these extractions, the remainder of $F$ can be approximated as a sum of complex exponentials using the generalized pencil-of-function (GPOF) method [42]. With the aid of the Sommerfeld identity, we can obtain the closed-form Green’s functions.

As pointed out in [31], for a multilayer medium with an unbounded top or bottom layer, there is a branch cut. For instance, when the top layer is free space, the branch cut is associated with $k_{z0}$. When the source is in the bounded region of multilayer
media, the DCIM needs to be modified. In that case, we rewrite (16.9) as

\[ \hat{G} = A \frac{F'}{2j \kappa_{z0}}, \quad F' = F \frac{\kappa_{z0}}{\kappa_{zm}} \]  

As a consequence, \( \kappa_{zm} \) in \( F_{p\nu} \) and \( F_{\nu\nu} \) is replaced by \( \kappa_{z0} \). The GPOF approximation is performed in terms of \( \kappa_{z0} \). For shielded multilayer media, since there are no branch cuts, such a modification is not necessary.

With the guided-mode extraction, the DCIM works well in the far-field region. However, a problem is encountered for the near-field evaluation. As we know, when \( z \neq z' \), the Green’s function is not singular at \( \rho = 0 \); however, the guided-mode term carries the singularity. This phenomenon is shown in Figure 16.3, where a five-layer
medium problem is investigated for $z \neq z'$. In the figure, the dashed and solid lines represent those obtained by the DCIM with and without the guided-mode extraction, respectively. The crosses represent those obtained by direct numerical integration along the Sommerfeld integration path (SIP).

To overcome this difficulty, a transition point is introduced, as is done in [28], which divides the near- and far-field regions. Therefore, the DCIM is applied twice: once with and once without the guided-mode extraction. The first yields the Green’s function for the near-field region, and the second gives the Green’s function for the far-field region. From Figure 16.3, we can see that the two approaches overlap in the middle region and the transition point can be easily picked up, say, at $\log_{10} k_0 \rho = 0$. With this modification, the DCIM works for all the regions. The magnitudes of four Green’s functions $G^A_{xx}$, $G^A_{zz}$, $G^A_{z\phi}$, and $G^\phi$ are shown in Figure 16.4. Compared to the result of SIP, the DCIM with the guided-mode extraction has an average relative error of 0.13% in the far-field region, whereas the error for the DCIM without the guided-mode extraction is over 104%. Note that $G^A_{z\phi}$ approaches zero as $\rho \to 0$ except in the case that both source and field points are at the different interfaces.

The DCIM provides an efficient way to evaluate the Green’s functions; however, issues of computer time still have to be considered since the number of Green’s
functions to be evaluated is proportional to \(O(N^2)\) in the MOM analysis, where \(N\) denotes the number of unknowns. Since the guided modes are expressed in terms of the Hankel function, their evaluation is expensive compared to the evaluation of the remaining part. Furthermore, for structures supporting vertical currents, the Green’s functions for all the different combinations of \(z\) and \(z’\) are needed. The DCIM has to be performed for every combination, although it is possible for some cases to generate the complex images that are independent of \(z\) and \(z’\). To circumvent these problems, an interpolation scheme is usually employed [18, 19, 23, 25, 35]. In this scheme, sections along the \(z\)-axis where the structure is located are first determined and then subdivided into \(N_s\) sheets, as shown in Figure 16.5, resulting in a total of \(N^2_s\) combinations of \(z\) and \(z’\). For each pair of sheets, the DCIM is performed and the Chebyshev interpolation is applied to the variable \(\rho\) [43]. For \(G_{zz}^A\), \(G_{z}^A\), and \(G^\Phi\), the reciprocity principle can reduce the number of times to perform the DCIM to \(N_s(N_s + 1)/2\). When \(z\) and \(z’\) are located between those sheets, the Lagrange polynomial interpolation is employed for the variables \(z\) and \(z’\) [43].

With the interpolation strategy, the computer time to evaluate the Green’s functions for multilayer media is further reduced in the MOM analysis. Moreover, it is possible to store the interpolation coefficients as a database instead of performing
the interpolations on-line. Therefore, the generation of Green’s functions can be decoupled from specific circuit geometries.

16.3 THE METHOD-OF-MOMENTS SOLUTION

With the integral equation and the Green’s functions available, the MOM can be employed to solve the currents on microstrips. A critical factor for an efficient and accurate MOM analysis is the choice of basis functions. Traditional numerical modeling employs roof-top functions for rectangular discretization or Rao-Wilton-Glisson (RWG) functions [44] for triangular discretization. These functions are complete to the zeroth order. As a result, a very fine discretization is often required to yield an accurate solution. This leads to a large matrix equation, which is expensive to solve. In addition, the numerical solution converges slowly to the exact one when the discretization is made finer. A solution to this problem is to employ higher-order basis functions, which have a better convergence rate and can yield an accurate solution with a rather coarse discretization. The better convergence of higher-order basis functions has been demonstrated in the literature [45–47]. The higher-order interpolatory basis functions developed by Graglia et al. [46] are employed in this

![Figure 16.5](image-url)  
*Figure 16.5* Interpolation scheme for a general 3D circuit in multilayer media.
work. Also, the curvilinear discretization is used, which provides more flexibility to model arbitrary shapes.

The mixed-potential form of the electric field is given by (16.1). With excitation by an applied field \( \mathbf{E}^a \), the induced current on the microstrips can be found by solving the integral equation:

\[
\hat{n} \times \left[ -j\omega\mu_0 \nabla \phi \left( \mathbf{G}^e(r, r'), \mathbf{J}(r') \right) + \frac{1}{j\omega\epsilon_0} \nabla \cdot \left( \mathbf{G}^\Phi(r, r'), \nabla' \cdot \mathbf{J}(r') \right) \right] = -\hat{n} \times \mathbf{E}^a(r)
\]

(16.13)

where \( \hat{n} \) denotes the unit normal to the surface of the microstrips.

To solve the integral equation (16.13) using the MOM, the surface is first divided into curvilinear triangular patches. As shown in Figure 16.6(a), a quadratic triangular patch described by six nodes can be employed. After the coordinate transformation, shown in Figure 16.6(b), we can easily describe any vector \( \mathbf{r} \) on the patch in terms of the quadratic shape function \( \varphi \)

\[
\mathbf{r} = \sum_{i=1}^{6} \varphi_i(\xi_1, \xi_2, \xi_3) \mathbf{r}_i
\]

(16.14)

where the coordinates \( \xi_1, \xi_2, \) and \( \xi_3 \) have the dependence relation \( \xi_1 + \xi_2 + \xi_3 = 1 \) and the shape functions are given by

\[
\begin{align*}
\varphi_1 &= \xi_1(2\xi_1 - 1) & \varphi_2 &= \xi_2(2\xi_2 - 1) & \varphi_3 &= \xi_3(2\xi_3 - 1) \\
\varphi_4 &= 4\xi_1\xi_2 & \varphi_5 &= 4\xi_2\xi_3 & \varphi_6 &= 4\xi_3\xi_1
\end{align*}
\]

(16.15)

The edge vectors can be calculated as

\[
\mathbf{\ell}_1 = -\frac{\partial \mathbf{r}}{\partial \xi_2}, \quad \mathbf{\ell}_2 = -\frac{\partial \mathbf{r}}{\partial \xi_1}, \quad \mathbf{\ell}_3 = \frac{\partial \mathbf{r}}{\partial \xi_2} - \frac{\partial \mathbf{r}}{\partial \xi_1}
\]

(16.16)

The gradient vectors are evaluated by

\[
\begin{align*}
\nabla \xi_1 &= \frac{\hat{n} \times \mathbf{\ell}_1}{J}, & \nabla \xi_2 &= \frac{\hat{n} \times \mathbf{\ell}_2}{J}, & \nabla \xi_3 &= -\nabla \xi_1 - \nabla \xi_2
\end{align*}
\]

(16.17)

where \( J \) is the Jocobian of the transformation.

The building block of the higher-order interpolatory basis functions is the zeroth-order basis function, which is given by

\[
\mathbf{A}_\beta(r) = \frac{1}{J}(\xi_{\beta+1}\ell_{\beta-1} - \xi_{\beta-1}\ell_{\beta+1}), \quad \beta = 1, 2, 3
\]

(16.18)

The zeroth-order basis function on the flat triangular patch is also known as the RWG basis function [44]. This function has a constant normal and a linear tangential variation along edges.
The higher-order interpolatory vector basis functions on a given triangular element are constructed by multiplying the zeroth-order basis functions with a set of polynomial functions \[46]\[16.19]\]

\[
\Lambda_{ijk}^\beta(\mathbf{r}) = N_\beta \frac{(p+2)\xi_\beta \xi_{ijk}(\xi)}{i_\beta} \Lambda_\beta(\mathbf{r})
\]

where $\beta$ denotes the edge number associated with the zeroth-order basis function; $i, j$, and $k$ are the indexes for labeling the interpolation points, which satisfy $i + j + k = p + 2$; and $i_\beta$ takes $i, j, \text{or } k$ for $\beta = 1, 2, \text{or } 3$, respectively. The normalization coefficients $N_\beta$ are given by

\[
N_\beta = \frac{p+2}{p+2-i_\beta}
\]

\[16.20\]

The $\xi_{ijk}(\xi)$ is the polynomial function defined in terms of shifted Silvester-Lagrange polynomials $\hat{R}$ as

\[
\hat{\xi}_{ijk}(\xi) = \hat{R}_i(p+2, \xi_1) \hat{R}_j(p+2, \xi_2) \hat{R}_k(p+2, \xi_3)
\]

\[16.21\]

where the shifted Silvester-Lagrange polynomial is given by

\[
\hat{R}_i(p, \xi) = \begin{cases} 
\frac{1}{(i-1)!} \prod_{k=1}^{i-1} (q_\xi - k), & 2 \leq i \leq p + 1 \\
1, & i = 1
\end{cases}
\]

\[16.22\]
The number of degrees of freedom is $N_e = (p + 1)(p + 3)$ on a triangular element for the basis functions of order $p$. The first-order basis functions so obtained are shown in Figure 16.7, which shows a linear normal and a quadratic tangential variation at edges.

Therefore, the current density on each patch is expanded as

$$J(\mathbf{r}) = \sum_{i=1}^{N_e} I_i \Lambda_i(\mathbf{r})$$  \hspace{1cm} (16.23)

Substituting (16.23) into (16.13) and applying Galerkin’s procedures, we obtain a matrix equation

$$[Z]\{I\} = \{V\}$$  \hspace{1cm} (16.24)

where the global impedance matrix $[Z]$ and the right-hand side (RHS) vector are assembled from the local impedance matrix and local RHS vector, respectively. For
example, the local impedance matrix for patch $m$ and patch $n$ has the dimension $N_e \times N_e$, and the local RHS vector has the dimension $N_e$, whose elements $Z_{ij}$ and $V_i$ are given by

$$Z_{ij}^{mn} = -j\omega \mu_0 \langle A_i ; (G^A, A_j) S_m \rangle s_m - \frac{1}{j\omega \varepsilon_0} \langle \nabla \cdot A_i, (G^A, \nabla \cdot A) S_m \rangle s_m$$

$$V_i^{mn} = -\langle A_i, E^n \rangle s_m$$

The double surface integrals are involved in the matrix element, which are evaluated by using Gaussian quadrature when the two elements do not overlap. When they do, the method proposed by Duffy [48] is employed to evaluate the singular integral.

The excitation, or equivalently the RHS of (16.13), is different for different problems. When the scattering properties of microstrip antennas are of interest, the applied field $E^n$ should be the electric field in the multilayer medium environment without conductors. When we are simulating circuit problems, a voltage delta source is usually applied to the excitation port.

Once the current distribution on the microstrips is obtained, the parameters associated with the current distribution are then extracted. For the scattering/radiation problems, those parameters are far fields, which can be calculated by the standard stationary phase method. A simpler approach is to employ the reciprocity theorem [24]. For the circuit problems, the S-parameters are usually extracted. For $N$-port circuit problems, it is necessary to extract the scattering parameters. In general, $N$ linearly independent excitations are required for an $N$-port network. In some practical cases, the properties of symmetry and reciprocity can be utilized to reduce the number of excitations. Two popular extraction schemes can be found from [18] and [49].

The convergence behavior of the higher-order MOM is first analyzed using a microstrip patch antenna as an example. The patch is 40 mm $\times$ 40 mm, which resides on a substrate with relative permittivity 2.17 and thickness 1.58 mm. The incident plane wave is assumed to be $\theta$ polarized with the incident angle $(\theta^i, \phi^i) = (60^\circ, 45^\circ)$. The frequency is 10 GHz. The $\theta$ component of backscatter RCS is calculated. The simulation is carried out at various levels of discretization for basis functions with different orders. The error is plotted in Figure 16.8(a) by computing $|\sigma - \sigma_{ref}|/|\sigma_{ref}|$ where $\sigma_{ref}$ is the reference RCS result obtained using the third-order scheme at a discretization of 400 triangles. The corresponding CPU time for matrix filling is given in Figure 16.8(b). From the figures, we observe that for the same number of unknowns, the higher-order scheme gives more accurate results and the CPU times are comparable for different order schemes. For small problems, the higher-order schemes use more CPU time because the singular and near interaction terms are relatively dominant. When the problem size becomes large, the higher-order schemes become more efficient than the lower-order ones.
Figure 16.8 Convergence behavior of the high-order basis functions: (a) relative error versus the number of unknowns; (b) CPU time versus the number of unknowns.
Next, we consider several problems to demonstrate the capability of the method. The scattering properties of a microstrip antenna are investigated first. The backscatter RCS $\sigma_{0\theta}$ is given in Figure 16.9 as a function of frequency. The zeroth-, first-, and second-order schemes are employed for a coarse discretization with 24 triangles. As can be seen from Figure 16.9, the zeroth-order scheme does not give an accurate result, especially at high frequencies, whereas the first- and second-order schemes converge to the accurate result. The numbers of unknowns for the zeroth-, first-, and second-order approaches are 29, 106, and 231, respectively. The result for the rectangular patch antenna is compared with those from [10]. It is seen that the RCS peaks occur at the frequencies corresponding to the cavity resonant modes. For example, the first two peaks in Figure 16.9 around 2.7 and 3.7 GHz correspond, respectively, to the first two dominant cavity modes (1,0) and (0,1).

![Graph showing backscatter RCS versus frequency for a rectangular microstrip patch antenna](image)

**Figure 16.9** Backscatter RCS ($\sigma_{0\theta}$) versus frequency for a rectangular microstrip patch antenna [50]. $L = 36.6$ mm, $W = 26$ mm, $h = 1.58$ mm, $\varepsilon_r = 2.17$, $\theta^i = 60^\circ$, $\phi^i = 45^\circ$. 
The second example is a four-port branch line coupler. This structure has been analyzed using the FDTD method [3], and it is found difficult for regular FDTD grids to match all of the circuit dimensions exactly. In contrast, all the dimensions in our case are precisely modeled. With the mesh shown in Figure 16.10, we employ the second-order scheme, which has 968 unknowns. The S-parameters obtained are shown in Figure 16.10, compared with the measured data from [3]. Good agreement is observed.

![Branch Line Coupler Diagram](image)

**Figure 16.10** (a) Geometry and (b) S-parameters for a branch line coupler (dimensions in mm) [51]. $\varepsilon_r = 2.2$, $h = 0.794$ mm.
To show advantages of the curvilinear discretization, the third example is a four-port annular-ring power-divider, which has been analyzed using the approximate planar waveguide models [52]. Here, the circular boundary is precisely modeled by the curvilinear patches, as shown in Figure 16.11. The numbers of unknowns for the

\[
\begin{align*}
S_{11} &= 0.8 \quad S_{21} = S_{41} \\
S_{31} &= 0.6 \\
S_{12} &= 0.4 \\
S_{13} &= 0.2
\end{align*}
\]

Figure 16.11  (a) Geometry and (b) S-parameters of an annular-ring power-divider [51]. 
\( \varepsilon_r = 2.2, \ h = 0.79 \ mm. \) The line width is 2.4 mm. The inner and outer radii of the annular ring are 1.5 mm and 7.2 mm, respectively. The angle between port 1 and port 2 is 60°.
zeroth-, first-, and second-order approaches are 172, 612, and 1,320, respectively. The second-order results are given in Figure 16.11, which agrees reasonably well with those in [52].

All the above examples have no vertical current so that only one component $G_{zz}$ in $\mathbf{G}^4$ is required to build the impedance matrix. In the next two examples, we show the capability of the method to deal with the 3D structures with both horizontal and vertical currents. Both of them are the spiral inductors, one with a rectangular shape and the other with a curvilinear boundary. The first one has previously been analyzed using the FDTD method [4]. Its discretization is shown in Figure 16.12(a); a top view of the current distribution at $f = 3.5$ GHz is displayed in Figure 16.12(b); and the results obtained using the second-order basis functions with 1,263 unknowns are given in Figure 16.12(c). The results are in good agreement with those in [4]. The detailed information about the geometry of the second example is given in [8]. The only difference here is that the bonding edge of the bridge and the spiral is shifted from the center to the side. The S-parameters calculated using the second-order basis functions with 840 unknowns are given in Figure 16.13.

### 16.4 Fast Frequency-Sweep Calculation

The MOM analysis in the preceding section is implemented in the frequency domain. To obtain frequency responses over a band of interest, we have to repeat the calculation at each discrete frequency. This can be computationally intensive for devices with complicated frequency responses. For this reason, several different techniques have been proposed to characterize the device by using the reduced-order model, such as the asymptotic waveform evaluation (AWE) [53], the complex frequency hopping (CFH) [54], and the Padé via Lanczos (PVL) [55,56]. All of them were originally developed in the circuit community. The basic idea of these techniques is to approximate the frequency response, or the transfer function, by a low-order rational function, the Padé approximant. In AWE and CFH, the Padé approximant of the frequency response is obtained by the moment matching process. In PVL, the Padé approximant is obtained by the Lanczos process so that the direct calculation of moments is eluded. Recently, these techniques have been extended for electromagnetic analysis [57–60]. A parallel effort ongoing in the electromagnetics community is the development of the model-based parameter estimation (MBPE) [61,62]. Instead of matching moments in AWE, MBPE matches the derivatives of the transfer function to find the Padé approximant.

Although PVL is more stable than AWE, the algorithm requires the submatrices to be frequency independent. This is not the case in MOM since the submatrices are frequency dependent through the Green’s functions. Therefore, the AWE is employed in this work to achieve the fast frequency sweep [36]. The unknown current is first expanded as a Taylor series at the expansion point. The Taylor series coefficients, or the moments, are associated with the frequency derivatives of the impedance matrix,
Figure 16.12  (a) Geometry, (b) current distribution, and (c) S-parameters of a spiral inductor [51]. $\varepsilon_r = 9.6$, $h = 2.0$ mm. The line widths and spacings are all 2.0 mm. The height and the span of the air bridges are 1.0 mm and 6.0 mm, respectively.
which can be derived because of the use of the DCIM. The Padé approximant is then obtained by matching the moments. The response over a frequency band near the expansion point can be easily obtained. To obtain the broadband response, more expansion points are required. A simple binary search algorithm, as proposed in [57], is employed to automatically determine the expansion points and obtain the accurate solution over the entire broadband. The details of the AWE method are given in Chapter 15.

**Figure 16.13** (a) Geometry and (b) S-parameters of a spiral inductor [51]. $\epsilon_r = 9.8$, $h = 0.635$ mm (see [8] for detailed information about the geometry).
Table 16.1 Comparison of the CPU Time Using the Direct Calculation and AWE [36]

<table>
<thead>
<tr>
<th></th>
<th>Direct</th>
<th>AWE</th>
<th>Speedup</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$T_{freq}$ (s)</td>
<td>$N_{freq}$</td>
<td>$T_1$ (s)</td>
</tr>
<tr>
<td>Ex. 1</td>
<td>6.4</td>
<td>60</td>
<td>384</td>
</tr>
<tr>
<td>Ex. 2</td>
<td>104.0</td>
<td>80</td>
<td>8,320</td>
</tr>
<tr>
<td>Ex. 3</td>
<td>27.0</td>
<td>400</td>
<td>10,800</td>
</tr>
</tbody>
</table>

- $T_{freq}$: CPU time per frequency in the direct calculation;
- $N_{freq}$: Number of frequencies in the direct calculation;
- $T_1$: Total CPU time by the direct calculation;
- $T_{expn}$: CPU time per expansion point with AWE;
- $N_{expn}$: Number of expansion points with AWE;
- $T_2$: Total CPU time with AWE.

In the next three examples, AWE is applied to expedite the calculation of frequency response over a specified bandwidth. In all the cases, we use $q = 8$. The CPU time using AWE is compared in Table 16.1 with that of the direct calculation to demonstrate the efficiency. We first consider a microstrip double-stub on a single layer, which has a relative permittivity $\varepsilon_r = 9.9$ and a thickness 0.127 mm [17, 18]. The number of unknowns is 205. The direct calculation gives a very good result compared with the measured data [17, 18], as shown in Figure 16.14(a). In this calculation, the CPU time at each frequency is 6.4 s and a total of 60 frequencies are sampled to obtain the accurate results. Therefore, the total CPU time is 384 s. Using AWE and choosing only one expansion point $f = 10.0$ GHz, we can obtain a very good result, as given by Figure 16.14(b). In the calculation with AWE, the CPU time is 18.1 s. Thus, using AWE is approximately 21 times faster. Note that the sampling points are not dense enough to catch the null at about 9.75 GHz for the direct calculation.

We next consider a two-port asymmetric antenna on a two-layer substrate [21]. There are two orthogonally crossed dipoles on the top layer. They have the different lengths so that dual frequency operation is achieved. The longitudinal one has length 11.9 mm and the transversal one has length 10.2 mm. The width of both is 1.7 mm. The two substrate layers have the same relative permittivity $\varepsilon_r = 2.17$. The top layer has thickness 1.6 mm and the bottom layer has thickness 0.8 mm. On the bottom layer, the feeding lines are 2.2 mm wide. Fed from port 1, the longitudinal dipole is excited at the resonant frequency of 8.4 GHz. The current distribution is given in Figure 16.15(a). Fed from port 2, the transversal dipole is excited at its resonant frequency 9.6 GHz. At 11.3 GHz, the coupling bend consisting of two perpendicular half-dipoles is resonant. The incident power is essentially transmitted from one port to the other. The magnitude of S-parameters is given in Figure 16.15(b). The
Figure 16.14 Current distributions and S-parameters for a microstrip double-stub [36]. \( \varepsilon_r = 9.9, h = 0.127 \text{ mm} \). The line width is 0.122 mm. The stub length is 2.921 mm. The spacing between two stubs is 0.757 mm.
Figure 16.15 Current distribution and S-parameters for a two-port asymmetric antenna [36].
measured data are available from [21]. Good agreement can be observed. In this example, the number of unknowns is 912. The direct method takes 104 s for each frequency, and a total of 80 sampling frequencies are used to obtain the accurate results. Therefore, the total CPU time is about 139 min. In contrast, with AWE only three expansion frequencies are needed. At each expansion point, the CPU time is 350.2 s. Totally, the CPU time is 17.5 min, making AWE approximately eight times faster.

The last example is an overlap-gap-coupled microstrip filter [23, 63], illustrated in Figure 16.16(a). It is a two-layer geometry. The top layer is alumina with relative permittivity 9.8 and thickness 0.254 mm. The bottom layer is duroid with relative permittivity 2.2 and thickness 0.254 mm. The geometrical parameters are the same as those in [63]. The number of unknowns is 503. In the direct calculation, the CPU time at each frequency is 27 s and a total of 400 sampling frequencies are used to obtain the accurate results. Therefore, the total CPU time is approximately 3 h. The computed S-parameters in comparison with the measured data are shown in Figure 16.16(b). The small discrepancy with the measured data is due to the finite thickness of metalization and the fabrication tolerance of substrates, as discussed in [23] and [63]. In contrast, with AWE only nine expansion frequencies are chosen automatically by the binary search. At each expansion point, the CPU time is 95.9 s. The CPU time totals 863.1 s. Thus, the method with AWE is approximately 12.5 times faster than the direct calculation. The results with AWE agree very well with the direct calculation, as shown in Figure 16.16.

16.5 THE CONJUGATE GRADIENT–FFT METHOD

To simulate large-scale microstrip problems, it is often necessary to employ a large number of unknowns. For the conventional MOM, whether in the spectral or the spatial domain, the memory requirement is always proportional to $O(N^2)$, where $N$ denotes the number of unknowns. This requirement can easily become prohibitive even on the most powerful computers. Even if the memory permits, the computing time can become very excessive because direct matrix inversion solvers, such as Gaussian elimination and $LU$ decomposition methods, require $O(N^3)$ floating-point operations. When an iterative solver such as the conjugate gradient (CG) method is employed for solving the MOM matrix equation, the operation count is $O(N^2)$ per iteration because of the need to evaluate the matrix-vector product. This operation count is still too high for an efficient simulation. To make the iterative method more efficient, it is necessary to speed up the matrix-vector multiplication.

By exploiting the translational invariance of the Green’s function, the matrix-vector product can be computed using the FFT. When this is combined with the CG method, the resulting algorithm is called the conjugate gradient–FFT (CGFFT) method [64–72]. Several different schemes of CGFFT have been implemented in
Figure 16.16 S-parameters for an overlap-gap-coupled microstrip filter [36]. \( \varepsilon_{r1} = 1.0, \)
\( \varepsilon_{r2} = 9.8, \varepsilon_{r3} = 2.2, h_2 = h_3 = 0.254 \) mm, \( w_1 = 0.812 \) mm, \( w_2 = 0.458 \) mm, \( l_1 = 6.990 \) mm, \( l_2 = 6.457 \) mm, \( l_3 = 7.242 \) mm, \( x_1 = 1.311 \) mm, \( x_2 = 0.386 \) mm, \( x_3 = 0.269 \) mm.
the past, which differ primarily in the treatment of the Green’s function and the del operators. A review of those works reveals that the spatially discretized Green’s functions can eliminate the aliasing and truncation errors, and that the transfer of the del operators to the basis and testing functions can improve the accuracy and efficiency [70–72]. The resulting algorithm is suitable for analysis of large-scale problems because the CPU time per iteration is of $O(N \log N)$ and the memory requirement is of $O(N)$.

To make use of CGFFT, a uniform discretization is required. We first enclose the conducting surface by a rectangle, which is then divided into $M \times N$ small rectangular cells whose side lengths are $\Delta x$ and $\Delta y$ along the $x$ and $y$ directions, respectively. Assume that $f_{m,n}^x = f_{m,n}^x \hat{x}$ and $f_{m,n}^y = f_{m,n}^y \hat{y}$ are vector basis functions in the $x$ and $y$ directions, respectively, where $f_{m,n}^x$ represent the roof-top functions. We can expand the surface current distribution $J$ in a sequence of vector basis functions $f_{m,n}^x$ and $f_{m,n}^y$ as

$$J = \sum_{m,n} I_{m,n}^x f_{m,n}^x + \sum_{m,n} I_{m,n}^y f_{m,n}^y$$

Substituting (16.27) into (16.13) and applying Galerkin’s procedure, we obtain

$$\begin{bmatrix} G_{xx} & G_{xy} \\ G_{yx} & G_{yy} \end{bmatrix} \begin{bmatrix} J_x \\ J_y \end{bmatrix} = \begin{bmatrix} b_x \\ b_y \end{bmatrix}$$

where

$$G_{xx} = [G_{xx}(m - m', n - n')], \quad G_{xy} = [G_{xy}(m - m', n - n')]$$
$$G_{yx} = [G_{yx}(m - m', n - n')], \quad G_{yy} = [G_{yy}(m - m', n - n')]$$
$$b_x = [\{f_{m,n}^x, E^x(r)\}], \quad b_y = [\{f_{m,n}^y, E^y(r)\}]$$

in which

$$G_{xx}(m - m', n - n') = \Gamma^x_a(m - m', n - n') + \Gamma^x_z(m - m', n - n')$$
$$G_{xy}(m - m', n - n') = \frac{1}{\Delta x \Delta y} \sum_{i=1}^{1} \sum_{k=0}^{1} (-1)^{i+k} \Gamma_q(m - m' + i, n - n' + k)$$
$$G_{yx}(m - m', n - n') = \Gamma^y_a(m - m', n - n') + \Gamma^y_x(m - m', n - n')$$
$$G_{yy}(m - m', n - n') = G_{xy}(n' - n, m' - m)$$
and

\[ \Gamma_{xx}(m - m', n - n') = \frac{1}{(\Delta x)^2} \sum_{i=0}^{1} \sum_{k=0}^{1} (-1)^{i+k} \Gamma_q(m - m' + i + k, n - n') \]

\[ \Gamma_{yy}(m - m', n - n') = \frac{1}{(\Delta y)^2} \sum_{i=0}^{1} \sum_{k=0}^{1} (-1)^{i+k} \Gamma_q(m - m', n - n' + i + k) \]

\[ \Gamma_z^z(m - m', n - n') = j\omega\mu_0 \int \int_S f_{m,n}^z \int \int_S G_a f_{m',n'}^{z'} ds' ds \]

\[ \Gamma_y^y(m - m', n - n') = j\omega\mu_0 \int \int_S f_{m,n}^y \int \int_S G_a f_{m',n'}^{y'} ds' ds \]

\[ \Gamma_q(m - m', n - n') = \frac{j}{\omega\varepsilon_0} \int \int_S \Pi_{m,n} \int \int_S G_q \Pi_{m',n'} ds' ds \]

In the above, \( \Pi_{m,n} \) is the 2D unit pulse function defined over \((m,n)\)-th rectangular cell.

The biconjugate gradient (BCG) algorithm is employed here for the solution of \( A x = b \) in which \( A \) is symmetric. The convolution relationship between \( G^A \) and \( J \) gives the following equations:

\[ G_{xx} J_x = DFT^{-1} \{ DFT\{ G_{xx}(m,n) \} \cdot DFT\{ J_x(m,n) \} \} \]  (16.29)

\[ G_{yy} J_y = DFT^{-1} \{ DFT\{ G_{yy}(m,n) \} \cdot DFT\{ J_y(m,n) \} \} \]  (16.30)

The convolution relationship between \( G^\Phi \) and \( \nabla \cdot J \) is also exploited:

\[ G_{xy} J_y = [D_y(m,n) - D_y(m + 1,n)] \]  (16.31)

\[ G_{yx} J_x = [D_x(m,n) - D_x(m,n + 1)] \]  (16.32)

where

\[ D_x(m,n) = \frac{1}{\Delta x \Delta y} DFT^{-1}\{ \Gamma_{xq}(m,n) \} \]  (16.33)

\[ D_y(m,n) = \frac{1}{\Delta x \Delta y} DFT^{-1}\{ \Gamma_{yq}(m,n) \} \]  (16.34)

and

\[ \Gamma_{xq}(m,n) = DFT\{ \Gamma_q(m,n) \} \cdot DFT\{ J_x(m,n) - J_x(m - 1,n) \} \]

\[ \Gamma_{yq}(m,n) = DFT\{ \Gamma_q(m,n) \} \cdot DFT\{ J_y(m,n) - J_y(m,n - 1) \} \]

To demonstrate the accuracy and efficiency of the method, we consider a corporate-fed microstrip array depicted in Figure 16.17. The radiation patterns are given in Figure 16.18. In calculating the radiation patterns, we have increased the number of
microstrip patch elements in each arm from 4 to 16 to show the effect on the radiation pattern. The monostatic RCS of the same structure is given in Figure 16.19. The requirement of computational resources is listed in Table 16.2, where the normalized residual is defined as $Err = \|r_n\|^2/\|b\|^2$. All computations are carried out on a DEC alpha workstation.

**Table 16.2** CPU Time and Memory on DEC Alpha Workstation

<table>
<thead>
<tr>
<th>Array</th>
<th>Number of unknowns</th>
<th>CPU time per Iteration</th>
<th>Number of iterations</th>
<th>Computer storage</th>
<th>Tolerance $Err$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$8 \times 8$</td>
<td>118,073</td>
<td>11.6 s</td>
<td>313</td>
<td>18 MB</td>
<td>$10^{-3}$</td>
</tr>
<tr>
<td>$8 \times 8$</td>
<td>118,073</td>
<td>11.6 s</td>
<td>599</td>
<td>18 MB</td>
<td>$10^{-6}$</td>
</tr>
<tr>
<td>$16 \times 16$</td>
<td>495,044</td>
<td>97.81 s</td>
<td>425</td>
<td>65 MB</td>
<td>$10^{-3}$</td>
</tr>
<tr>
<td>$16 \times 16$</td>
<td>495,044</td>
<td>97.81 s</td>
<td>1,070</td>
<td>65 MB</td>
<td>$10^{-6}$</td>
</tr>
</tbody>
</table>
Figure 16.18 Radiation patterns of the $8 \times N$ microstrip corporate-fed microstrip array: (a) $E$-plane pattern; (b) $H$-plane pattern [72].
Figure 16.19  Monostatic RCS of a corporate-fed microstrip antenna array: (a) 8 × 8 array; (b) 8 × 16 array [72].
16.6 THE ADAPTIVE INTEGRAL METHOD

The CGFFT method requires a uniform discretization to make use of the translational invariance of the Green’s functions. This limits the applicability of the method to complex geometries and results in a staircase approximation for curved boundaries. The AIM is developed to lift this restriction. The basic principle of this method is to translate the triangular basis function onto a regular Cartesian grid and then utilize FFT to carry out the matrix-vector multiplication. This idea was originally proposed by Bleszynski et al. for solving the scattering and radiation problems [73–75]. It was later extended to large-scale microstrip structures [76], where the DCIM is employed to accelerate the computation of the spatial domain Green’s functions. This method retains the advantages of the CGFFT method as well as the excellent modeling capability offered by the RWG basis functions. Similar approaches include the sparse-matrix/canonical grid method [77] and the precorrected-FFT method [78].

To employ AIM to accelerate the matrix-vector multiplication, we first enclose the whole structure in a rectangular region and then recursively subdivide it into small rectangular grids, as illustrated in Figure 16.20. Then the original basis functions on the triangular elements are translated to the rectangular grids.

Let us first denote the RWG basis function as \( \mathbf{f}_i \) and rewrite the impedance matrix element as

\[
Z_{ij} = -j \frac{\omega}{\mu_0} \int_{T_i} \int_{T_j} \left[ \mathbf{f}_i(r) \cdot \mathbf{f}_j(r') \mathbf{G}_{zz}^A(r, r') \right] ds' ds + \frac{1}{k_0} \left[ \nabla \cdot \mathbf{f}_i(r) \nabla' \cdot \mathbf{f}_j(r') \mathbf{G}^\Phi(r, r') \right] ds' ds
\]

(16.35)

where \( T_i \) and \( T_j \) denote the support of \( \mathbf{f}_i \) and \( \mathbf{f}_j \), respectively. If any one of the Cartesian components of \( \mathbf{f}_i(r) \) and \( \nabla \cdot \mathbf{f}_i(r) \) is denoted as \( \psi_i(r) \), the impedance matrix element of (16.35) can be expressed as a linear combination of matrix elements in the form of

\[
A_{ij} = \int_{T_i} \int_{T_j} \psi_i(r) g(r, r') \psi_j(r') ds' ds
\]

(16.36)

where \( g \) can be either \( \mathbf{G}_{zz}^A \) or \( \mathbf{G}^\Phi \). The AIM first approximates \( \psi_i(r) \) as a combination of the Dirac delta functions on the rectangular grids:

\[
\psi_i(r) \approx \hat{\psi}_i(r) = \sum_{u=1}^{(M+1)^2} \Lambda_{iu} \delta(r - r_{iu})
\]

(16.37)

where \( \Lambda_{iu} \) is the translation coefficient for the basis function \( \psi_i(r) \), \( M \) is the order of the translation, and \( r_{iu} = (x_{iu}, y_{iu}) \) is the coordinate of the grid.
Figure 16.20  Translation of RWG basis functions to rectangular grids [76]. The highlighted triangular basis function on the left is approximated by $(M + 1)^2 = 9$ rectangular grids. The one on the right is approximated by $(M + 1)^2 = 16$ rectangular grids.

The translation coefficients can be found based on the criterion that the translated basis function produces the same multipole moments as the original basis function

\[
\sum_{w=1}^{(M+1)^2} (x_{iw} - x_0)^{q_1} (y_{iw} - y_0)^{q_2} \Lambda_{iw} = \iint_{T_1} \psi_i(x) (x - x_0)^{q_1} (y - y_0)^{q_2} \, ds \\
\text{for } 0 \leq q_1, q_2 \leq M \quad (16.38)
\]

where the reference point \( r_0 = (x_0, y_0) \) is chosen as the center of the basis function. The closed-form solution of (16.38) has been given by Bleszynski et al. [74].

Once this translation is found, we can approximate the matrix element of (16.36) as

\[
\hat{A}_{ij} = \sum_{u=1}^{(M+1)^2} \sum_{v=1}^{(M+1)^2} \Lambda_{iu} g(r_u, r'_v) \Lambda_{jv} \quad (16.39)
\]
With the translation formula given above, we can now rewrite the impedance matrix element in the form of (16.35) as

\[
\hat{Z}_{ij} = -j\omega\mu_0 \sum_{u=1}^{(M+1)^2} \sum_{v=1}^{(M+1)^2} \left[ (\Lambda_x, iu \Lambda_x, jv + \Lambda_y, iu \Lambda_y, jv)G_{xz}^A(r_u, r'_v) - \frac{1}{k_0^2} \Lambda_d, iu \Lambda_d, jv G^{\phi}(r_u, r'_v) \right]
\]

(16.40)

where \( \Lambda_x, \Lambda_y, \) and \( \Lambda_d \) denote the translation coefficients for the \( x \)-component, the \( y \)-component, and the divergence of the basis function, respectively.

The \( \hat{Z}_{ij} \) in (16.40) offers good accuracy to approximate \( Z_{ij} \) in (16.35) when the basis and testing functions are at a sufficiently large distance. The significant error, which occurs when the basis and testing functions are close to each other, is compensated for by introducing a residual matrix \([R]\). Therefore, the impedance matrix is decomposed into

\[
[Z] = [\hat{Z}] + [R]
\]

(16.41)

Note that only when \( f_i \) and \( f_j \) are very close does \( R_{ij} \) have an appreciable value, which makes the residual matrix \([R]\) very sparse. In matrix form, \([\hat{Z}]\) can be written as

\[
[\hat{Z}] = -j\omega\mu_0 \left[ \tilde{\Lambda}_x \mathbf{G}^A_{xz} \tilde{\Lambda}_x^T + \tilde{\Lambda}_y \mathbf{G}^A_{yz} \tilde{\Lambda}_y^T - \frac{1}{k_0^2} \tilde{\Lambda}_d \mathbf{G}^{\phi} \tilde{\Lambda}_d^T \right]
\]

(16.42)

where \( \tilde{\Lambda}_x, \tilde{\Lambda}_y, \) and \( \tilde{\Lambda}_d \) are sparse matrices with each row containing only \((M + 1)^2\) nonzero elements. The translational invariance of \( \mathbf{G}^A_{xz} \) and \( \mathbf{G}^{\phi} \) enables the use of FFT to accelerate the computation of the product of this matrix \([\hat{Z}]\) with a vector. These features make the algorithm less demanding of memory and CPU time. Employing the CG method as the iterative solver, we can write the matrix-vector multiplication as

\[
[Z] \cdot \mathbf{I} = [\hat{Z}] \cdot \mathbf{I} + [R] \cdot \mathbf{I}
\]

(16.43)

where \([\hat{Z}] \cdot \mathbf{I}\) can be evaluated using FFT as

\[
[\hat{Z}] \cdot \mathbf{I} = -j\omega\mu_0 \left\{ \mathcal{F}^{-1} \left[ \mathcal{F}(\mathbf{G}^A_{xz}) \cdot \mathcal{F}(\tilde{\Lambda}_x^T \mathbf{I}) \right] + \mathcal{F}^{-1} \left[ \mathcal{F}(\mathbf{G}^A_{yz}) \cdot \mathcal{F}(\tilde{\Lambda}_y^T \mathbf{I}) \right] \right. \\
- \frac{1}{k_0^2} \mathcal{F}^{-1} \left[ \mathcal{F}(\mathbf{G}^{\phi}) \cdot \mathcal{F}(\tilde{\Lambda}_d^T \mathbf{I}) \right] \right\}
\]

(16.44)

As we can see from the analysis described above, the memory requirement of AIM is proportional to \(O(N)\) due to the sparsity of matrices \([R], \tilde{\Lambda}_x, \) and \( \tilde{\Lambda}_y, \) The
CPU time per iteration is dominated by the FFT computation of the matrix-by-vector product, which is proportional to \( O(N \log N) \). In contrast, for the conventional MOM, the CPU time for the matrix fill is of \( O(N^2) \) and the CPU time per iteration is also of \( O(N^2) \).

The accuracy of the AIM is first examined. Consider a microstrip line on a substrate with relative permittivity \( \epsilon_r = 2.17 \) and thickness \( h = 1.58 \) mm. The frequency is 3.0 GHz. The line is 5 mm wide and 400 mm long, as seen from Figure 16.21(a). Enclose the line by rectangular grids with the grid size being 6.25 mm. Matrix elements calculated by using (16.35) and (16.40) are compared in Figure 16.21(b) where \( M = 3 \) is chosen. The relative error is also given, which is defined as

\[
\Delta_{ij} = \frac{|Z_{ij} - \hat{Z}_{ij}|}{|Z_{ij}|}
\]

(16.45)

Figure 16.21(c) gives the relative errors for \( M = 1 \) and \( M = 3 \), which shows that the accuracy increases with the increase of \( M \).

Next, the complexity of this algorithm is evaluated. The CPU time per iteration and the memory requirement versus the number of unknowns are plotted by considering a rectangular microstrip patch on the substrate with relative permittivity \( \epsilon_r = 2.17 \) and thickness \( h = 1.58 \) mm. The frequency is 3.0 GHz. The patch is discretized with 20 unknowns per wavelength \( \lambda_0 \). It is seen from Figure 16.22 that the CPU time per iteration is scaled as \( O(N \log N) \) and the memory requirement is scaled as \( O(N) \).

The first example is a parallel-coupled bandpass filter. The dimension of the filter is given by Figure 8.26 in [79]. The substrate has permittivity \( \epsilon_r = 10.0 \) and thickness \( h = 0.635 \) mm. The numbers of facets and unknowns are 1086 and 1402, respectively. Again, the current distributions are shown at \( f = 9.0 \) GHz and \( f = 11.0 \) GHz. The \( S \)-parameters of this bandpass filter are shown in Figure 16.23. Both MOM and AIM results agree very well. The measured data from [79] are also given in Figure 16.23 for comparison. The discrepancy at the low-frequency range is believed to be due to the fabrication error.

The example above demonstrates the accuracy of this algorithm. Because the structure analyzed is relatively small, the saving of CPU time is not expected, although significant memory reduction has been achieved. For large-scale problems, we can predict a substantial reduction of CPU time in both the matrix fill and the matrix solve. To illustrate the efficiency of this method, we now consider some large-scale microstrip structures. First, a structure consisting of five radial stubs is analyzed, as shown in Figure 16.24. The dimension of each radial stub is given in [80]. The spacing between stubs is 7.5 mm. The substrate has the permittivity of 10.0 and the thickness of 0.635 mm. The numbers of facets and unknowns are 3982 and 5580, respectively. The memory requirement is 21 MB and the CPU time per iteration is 1.7 s in the AIM algorithm. In contrast, the conventional MOM requires 250 MB memory and 5.7 s CPU time per iteration. The CPU time for the matrix fill is only
Figure 16.21 Matrix elements $Z_{ij}$ ($j = 1, 2, \ldots, 80$) calculated by the conventional MOM and the AIM [76].
40% of that in the conventional MOM. The $S$-parameters of this structure are shown in Figure 16.24. The current distributions at two frequencies, $f = 8.0$ GHz and $f = 12.0$ GHz, are also given in the figure.

The second problem concerns the scattering properties of a microstrip antenna array. The substrate has relative permittivity $\epsilon_r = 2.17$ and thickness $h = 1.58$ mm. The rectangular element has length $36.6$ mm and width $26.0$ mm. The element spacing is $55.517$ mm in both axes. The incident wave is $\theta$-polarized with incident angles $\theta = 0^\circ$ and $\phi = 45^\circ$. The monostatic RCS ($\theta$-component) of various size arrays is given by Figure 16.25 as a function of frequency, which exhibits good agreement with those data available in [12]. The $31 \times 31$ array has 141,267 unknowns. The standard MOM requires about 160 GB memory, which is far beyond the capability of most computers currently available. This method requires only 402 MB memory. The CPU time per iteration is 35.8 s.

### 16.7 THE MULTILEVEL FAST MULTipoLE ALGORITHM

Another fast algorithm to speed up the matrix-vector multiplication is the fast multipole method (FMM), which is originally proposed to evaluate particle simulations [81] and later extended to solve electromagnetics problems [82–87]. Some suc-
Figure 16.23 (a, b) Current distributions and (c) S-parameters for the parallel-coupled bandpass filter [76]. $\epsilon_r = 10.0$, $h = 0.635$ mm.
Figure 16.24 (a, b) Current distributions and (c) S-parameters for the cascaded microstrip radial stub [76]. $\varepsilon_r = 10.0$, $h = 0.635$ mm. The spacing between stubs is 7.5 mm.
successful examples using this technique include Fastcap [82], which applies the FMM to extract capacitance for objects in homogeneous media, and FISC (Fast Illinois Solver Code) [87], which uses the multilevel fast multipole algorithm (MLFMA) to deal with free-space scattering problems. After successfully being applied to homogeneous problems, this method has been investigated and extended to microstrip problems. One approach is to combine the FMM with the DCIM [88–90]. In [88] and [89], the equivalent problem is set up by adding \( N_c \) images at the corresponding complex coordinates, and therefore represented by \( N(N_c + 1) \) basis functions. In the FMM implementation, the translation is different for different images. Also, the static problem and the 2D problem are treated in [88] and [89], respectively. In [90], both the 2D and 3D FMMs are employed because the surface-wave poles are extracted in the DCIM, which makes the implementation complicated. The multilevel algorithm is not implemented in those analyses. The other FMM approach is to express the Green’s function in terms of a rapidly converging steepest descent integral, and evaluate the Hankel function arising in the integrand by the FMM [91]. This approach is good for thin-stratified media.

In this section, the MLFMA combined with the DCIM is presented for efficient analysis of microstrip structures [92]. Instead of being treated separately, the image sources are grouped with the original source. By the use of the multilevel algorithm, the complexity is reduced to \( O(N \log N) \). The algorithm requires little extra computation compared with that applied to free space problems.
In general, both $G^A_{zz}$ and $G^\phi$ can be expressed in a closed form by using the DCIM

$$G(r, r') = \sum_{p=0}^{N_c} a_p e^{-jkr_p} \frac{r_p}{4\pi r_p}, \quad r_p = |r - (r' + \hat{z} b_p)| \quad (16.46)$$

where $a_p$ and $b_p$ are the complex coefficients obtained from the DCIM.

To use the FMM, the entire structure is divided into groups denoted by $G_m (m = 1, 2, \ldots, M)$. Letting $r_i$ be the field point in group $G_m$ centered at $r_m$, and $r_j$ be the source point in group $G_{m'}$ centered at $r_{m'}$, we have

$$r_{ij} = r_i - (r_j + \hat{z} b_p) = (r_i - r_m) + (r_m - r_{m'}) + (r_{m'} - r_j) - \hat{z} b_p$$

$$= r_{im} + r_{mm'} - r_{jm'} - \hat{z} b_p \quad (16.47)$$

Employing the addition theorem and the elementary identity, we can rewrite the Green’s function in (16.46) as

$$G(r_i, r_j) \approx \frac{k}{j 16 \pi^2} \iint S^A(\hat{k}) U_{im}(\hat{k}) \cdot T(\mathbf{r}_{mm'}, \hat{k}) U^*_j m'(\hat{k}) d^2 \hat{k} \quad (16.48)$$

where

$$T(\mathbf{r}_{mm'}, \hat{k}) = \sum_{l=0}^{L} (-j)^l (2l + 1) h_l^{(2)}(kr_{mm'}) P_l(\mathbf{r}_{mm'}, \hat{k}) \quad (16.49)$$

Substituting (16.48) into (16.35), we obtain

$$Z_{ij} = \frac{\omega k}{16 \pi} \left[ \iint S^A(\hat{k}) U_{im}(\hat{k}) \cdot T(\mathbf{r}_{mm'}, \hat{k}) U^*_j m'(\hat{k}) d^2 \hat{k} \right.$$

$$\left. - \frac{1}{k^2} \iint S^{\phi}(\hat{k}) V_{im}(\hat{k}) T(\mathbf{r}_{mm'}, \hat{k}) V^*_j m'(\hat{k}) d^2 \hat{k} \right] \quad (16.50)$$

where

$$U_{im}(\hat{k}) = \iint_{T_i} e^{-jkr_{im}} f_i d\mathbf{r} \quad (16.51)$$

$$V_{im}(\hat{k}) = \iint_{T_i} e^{-jkr_{im}} \nabla \cdot f_i d\mathbf{r} \quad (16.52)$$

$$S(\hat{k}) = \sum_{p=0}^{N_c} a_p e^{jkr_{mm'} b_p} \quad (16.53)$$
When we use an iterative method to solve (16.24), the matrix-vector multiplication performed in each iteration can be written as

\[
\sum_{j=1}^{N} Z_{ij} I_j = \sum_{m \in B_m} \sum_{j \in G_m} Z_{ij} I_j + \frac{\omega \hat{k}}{16 \pi^2} \left[ \iiint S^A(\hat{k}) \mathbf{U}_{im}(\hat{k}) \cdot \sum_{m' \not\in B_m} T(\hat{r}_{mm'}, \hat{k}) \sum_{j \in G_m} U_{jm}^*(\hat{k}) I_j d^2 \hat{k} \right. \\
- \frac{1}{k^2} \iiint S^A(\hat{k}) \mathbf{V}_{im}(\hat{k}) \cdot \sum_{m' \not\in B_m} T(\hat{r}_{mm'}, \hat{k}) \sum_{j \in G_m} V_{jm}^*(\hat{k}) I_j d^2 \hat{k} \left. \right]
\]

(16.54)

for \( i \in G_m \), where \( B_m \) denotes the neighboring groups of \( G_m \) including \( G_m \) itself. Therefore, the first term in (16.54) is the contribution from nearby groups and is calculated directly. The second term is the far interaction to be calculated by the FMM.

It has been shown that the operation count for calculating (16.54) is proportional to \( O(N^{1.5}) \) [85]. This complexity can be reduced to \( O(N \log N) \) by using the multilevel algorithm [86].

Before we apply the proposed method to realistic problems, the accuracy of this algorithm is examined. Consider a microstrip line on a substrate with relative permittivity \( \epsilon_r = 2.17 \) and thickness \( h = 1.58 \) mm. The frequency is 3.0 GHz. The line is 5 mm wide and 400 mm long. As shown in Figure 16.26, the line is discretized into triangular elements with edge length 5 mm. We plot the values of matrix elements \( Z_{ij}(j = 1, 2, \ldots, 80) \) obtained by using two different approaches. One approach is to use the original formulation (16.35). The other approach is to use the MLFMA, where group size \( d \) is \( 0.25 \lambda_0 \) with \( \lambda_0 \) being the wavelength in free space. Note that \( Z_{ij}(j = 1, 2, \ldots, 14) \) is considered as the near interaction so it is calculated directly, and \( Z_{ij}(j = 15, 16, \ldots, 80) \) is considered as the far interaction so it is calculated by the MLFMA. As seen from Figure 16.26, these two approaches agree well. In this calculation, the number of modes \( L \) is chosen to be \( kd + 3 \ln(\pi + kd) \).

Next, the complexity of this algorithm is evaluated. The CPU time per iteration and the memory requirement versus the number of unknowns are plotted by considering a rectangular microstrip patch on the substrate with relative permittivity \( \epsilon_r = 2.17 \) and thickness \( h = 1.58 \) mm. The frequency is 3.0 GHz. The patch is discretized with 20 unknowns per wavelength \( \lambda_0 \). It is seen from Figure 16.27 that the CPU time per iteration is scaled as \( O(N \log N) \) and the memory requirement is scaled as \( O(N) \).

As an example, we recalculate the corporate-fed microstrip antenna array in Figure 16.17, which involves 6,569 facets and 8,668 edges. At frequency \( f = 9.42 \) GHz, the radiation patterns in the two principal planes \( \phi = 0^\circ \) and \( \phi = 90^\circ \) are given in Figure 16.28, which shows excellent agreement between this method and the conventional
MOM. For the conventional MOM, the memory requirement is over 600 MB and the CPU time per iteration is 15.8 s. However, it takes only 36.3 MB and 3.0 s for the 5-level MLFMA. The MLFMA also yields more than a 70% reduction in the CPU time for the matrix fill compared to the conventional MOM.

16.8 SUMMARY

A fast integral equation solver for microstrip structures in multilayer media is presented. In this method, the spectral domain Green’s functions are derived from the
Figure 16.27 Complexity of the MLFMA [92]. The CPU time per iteration is close to $9 \times 10^{-6}N \log N$ and the memory requirement is close to $7 \times 10^{-3}N$.

simple transmission line perspective. The time-consuming numerical integration of the associated SIs is circumvented by applying the DCIM. Furthermore, the interpolation strategy is employed to evaluate the Green’s functions, which makes the Green’s function calculation in the MOM analysis very efficient. The higher-order interpolatory basis functions defined on the curvilinear triangular elements are employed, which offers a better convergence rate and gives an accurate solution with a rather coarse discretization.

To achieve the fast frequency sweep, a reduced-order model is incorporated into this MOM analysis, in which AWE is employed to obtain the Padé approximant at the expansion point. Then, the frequency response near the expansion point can be easily obtained. When one expansion point is not adequate, a binary search algorithm is employed to automatically determine the expansion points and obtain the accurate solution over the entire broadband. The numerical results show that the method using AWE results in 8 to 22 times faster than the direct calculation.

To simulate large-scale problems, two fast algorithms have been developed for planar structures in multilayer media. One is the FFT-accelerated scheme, AIM. The other is the multipole-accelerated scheme, MLFMA. Both of the algorithms reduce the computational complexity to $O(N \log N)$, which allows us to solve large-scale problems.

As one might see, several techniques have been developed to tackle the multilayer microstrip antennas and circuits, which leaves plenty of room for future studies. For
Figure 16.28 Radiation patterns of the corporate-fed microstrip antenna array [92]. $c_e = 2.2$, $h = 1.59$ mm, $l = 10.08$ mm, $w = 11.79$ mm, $d_1 = 1.3$ mm, $d_2 = 3.93$ mm, $l_1 = 12.32$ mm, $l_2 = 18.48$ mm, $D_1 = 23.58$ mm, $D_2 = 22.40$ mm. $f = 9.42$ GHz.

example, the higher-order basis functions and the AIM have shown their advantages independently. We expect that the combination of both techniques can yield more improvement. Also, the AIM in the work is confined to 2D planar structures. The structures with vertical supporting can also be solved. Because most of the unknowns are on the planar surfaces, the matrix-vector multiplication associated with the vertical currents can be directly performed. The algorithm will maintain the computational complexity as $O(N \log N)$.
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The Steepest-Descent Fast Multipole Method

Vikram Jandhyala, Eric Michielssen, Balasubramaniam Shanker, and Weng Cho Chew

17.1 INTRODUCTION

Quasi-planar structures are those whose transverse dimensions are much larger than their height. Efficient and accurate algorithms for analyzing electromagnetic interactions with such structures are important since they permit the characterization of several real-world electromagnetic analysis problems, including rough surface scattering, radiation from microstrip patch antennas, grating structure design, and the analysis of diffractive optical elements. In the past, algorithms have been developed for the rapid analysis of scattering from quasi-planar structures. Two such algorithms are the sparse-matrix flat-surface iterative algorithm [1] and the fast multipole method (FMM)–fast Fourier transform method [2, 3]. The computational complexity of both these techniques scales as \( O(N \log N) \), where \( N \) is the number of basis functions used to discretize currents on scatterer surfaces.

In this chapter, an FMM variant with \( O(N) \) complexity is developed that permits the rapid full-wave electromagnetic analysis of general quasi-planar structures. In its most general form, this technique, termed the steepest-descent fast multipole method (SDFMM), accelerates the solution of multiregion combined field integral equations.
Fast and Efficient Algorithms in CEM

SDFMM relies on a representation of the 3D Green’s function in terms of a steepest-descent integral coupled with a 2D FMM-like multilevel inhomogeneous plane-wave expansion. SDFMM is applied to the analysis of several important electromagnetics problems, including scattering from perfectly conducting and dielectric rough surfaces, optical coupling in quantum-well infrared photodetectors, and radiation from microstrip antennas with finite substrates and ground planes. The material presented in this chapter is drawn from published work [4–8].

17.2 FIELD EVALUATION ON QUASI-PLANAR SURFACES

The solutions of integral equations pertinent to the analysis of electromagnetic scattering problems are accelerated and rendered memory efficient by FMM through fast method-of-moments (MOM) matrix-vector products. The physical meaning of a matrix-vector product in the MOM is the evaluation of fields due to sources of known strength. In this section, SDFMM is developed to rapidly evaluate fields on quasi-planar surfaces, with the intention of accelerating iterative solutions of the associated integral equations.

17.2.1 The Scalar Case

Consider a quasi-planar surface $S$ residing in a homogeneous medium, and characterized by a height profile $z(x, y)$. The lateral dimensions of the surface are assumed to be bounded by $L^{(S)}$, and $H = |max\{z(x, y)\} - min\{z(x, y)\}|$, with $H \ll L^{(S)}$. Thus the entire surface $S$ can be enclosed by a cuboid of volume $L^{(S)} \times L^{(S)} \times H$. Let $j_n(r)$ and $f_n(r)$, with $n = 1, \ldots, N$ and $r \in S$, denote sets of $N$ compactly supported scalar source and test functions, respectively. A time variation of $e^{-i\omega t}$ is assumed and suppressed throughout. The objective is to compute the “tested” fields given by

$$\sum_{m=1}^{N} \langle f_m, g * j_n \rangle, \quad m = 1, \ldots, N \quad (17.1a)$$

where

$$[g \ast x](r) = \int_{S} ds' g(r, r') x(r'), \quad r, r' \in S \quad (17.1b)$$

Here, $g(r, r')$ is

$$g(r, r') = \frac{e^{ik|r-r'|}}{4\pi|r-r'|} \quad (17.1c)$$

and $k$ denotes the wavenumber. Clearly, a direct evaluation of the interactions in (17.1a) would require $O(N^2)$ operations.

A two-level implementation of SDFMM proceeds very much like that of a standard two-level FMM by embedding $S$ into a block of dimensions $L^{(S)} \times L^{(S)} \times H$ and
by partitioning this block into smaller blocks of dimensions $l \times l \times H$ (Figure 17.1). Because $H \ll L^{(S)}$, no partitioning is carried out in the $z$-direction. Also, $z$-coordinates of block centers are determined by the average heights of the portion of $S$ present in each block. Based on this partitioning, an interaction $\langle f_m, g * j_n \rangle$ is termed a near-field interaction if the source $j_n$ and the observer $f_m$ reside in blocks that are separated by no more than $B_{d1}$ blocks in both lateral directions (Figure 17.1). Here, $B_{d1}$ is a fixed constant, typically less than three. All other interactions are termed far-field interactions. In SDFMM, near-field interactions are computed in the classical manner, using (17.1b). Far-field interactions, on the other hand, are

---

**Figure 17.1** Top and side views of a quasi-planar surface $S$. SDFMM far-field interactions in a two-level implementation are shown. The surface $S$ of lateral dimensions $L^{(S)} \times L^{(S)}$ has been divided into blocks of lateral dimensions $l \times l$. The $z$-coordinates of their centers (shown as small dark circles) are determined by the mean height of the portion of $S$ they enclose. Circles represent plane-wave expansions. Blocks marked by black circles are in the far field of the central block marked by a lighter circle. In this figure, $B_{d1}$ equals two.
computed using a modified expansion of the Green’s function. The three-dimensional
dynamic scalar Green’s function \( g(\mathbf{r}, \mathbf{r}') \) can be expressed as a contour integral, using
the Sommerfeld identity [9]:

\[
g(\mathbf{r}, \mathbf{r}') = \frac{i}{8\pi} \int_{-\infty}^{\infty} dk_\rho e^{ik_\rho(z-z')} H_0^{(1)}(k_\rho|\mathbf{\rho} - \mathbf{\rho}'|) \tag{17.2}
\]

where \( k_\rho = \sqrt{k^2 - k_z^2}, \mathbf{r} = \hat{z}z + \mathbf{\rho}, \) and \( \mathbf{r}' = \hat{z}z' + \mathbf{\rho}' \). The Hankel function is
factored as

\[
H_0^{(1)}(k_\rho|\mathbf{\rho} - \mathbf{\rho}'|) = \tilde{H}_0^{(1)}(k_\rho|\mathbf{\rho} - \mathbf{\rho}'|) e^{ik_\rho|\mathbf{\rho} - \mathbf{\rho}'|} \tag{17.3}
\]

where \( \tilde{H}_0^{(1)}(k_\rho|\mathbf{\rho} - \mathbf{\rho}'|) \) is a slowly varying function for large arguments. Let
\( \mathbf{r}_s = \hat{z}z_s + \mathbf{\rho}_s \), and \( \mathbf{r}_t = \hat{z}z_t + \mathbf{\rho}_t \) denote the centers of the source and observation
blocks, respectively; similarly, let \( \mathbf{r}_1 = \hat{z}z_1 + \mathbf{\rho} \), and \( \mathbf{r}'_1 = \hat{z}z_1 + \mathbf{\rho}' \). Using these
definitions, (17.2) is rewritten as

\[
g(\mathbf{r}, \mathbf{r}') = \frac{i}{8\pi} \int_{-\infty}^{\infty} dk_\rho e^{ik_\rho(\delta z - \delta z')} \tilde{H}_0^{(1)}(k_\rho|\mathbf{\rho} - \mathbf{\rho}'|) e^{i(k_\rho|\mathbf{\rho} - \mathbf{\rho}'|)} \tag{17.4}
\]

where \( \delta z = z - z_t \), and \( \delta z' = z' - z_s \). Introducing \( k_z = k_0 \cos \alpha \) and \( k_\rho = k_0 \sin \alpha \)
yields

\[
g(\mathbf{r}, \mathbf{r}') = -\frac{i k_0}{8\pi} \int_{-\infty}^{\infty} d\alpha \sin \alpha e^{i k_0(\delta z - \delta z')} \tilde{H}_0^{(1)}(k_0 \sin \alpha|\mathbf{\rho} - \mathbf{\rho}'|) e^{i k_0|\mathbf{\rho} - \mathbf{\rho}'|} \tag{17.5}
\]

where \( \theta_1 = \cot^{-1}[z_t - z_s]/|\mathbf{\rho} - \mathbf{\rho}'| \), with \( 0 \leq \theta_1 \leq \pi \). The saddle point is at
\( \alpha = \theta_1 \). In anticipation of the aggregation of fields due to sources residing in a
source block and their disaggregation over similar observation blocks, the following
steepest-descent path (SDP) is defined:

\[
i k_0|\mathbf{r}_1 - \mathbf{r}'_1| \cos(\alpha - \theta_2) = i k_0|\mathbf{r}_1 - \mathbf{r}'_1| - s^2 \tag{17.6}
\]

Here \( \theta_2 = \cot^{-1}[z_t - z_s]/|\mathbf{\rho}_t - \mathbf{\rho}_s| \). Deforming the integrand along the SDP yields

\[
g(\mathbf{r}, \mathbf{r}') = -\frac{i k_0}{8\pi} e^{i k_0|\mathbf{r}_1 - \mathbf{r}'_1|} \int_{-\infty}^{\infty} ds d\alpha \frac{d\alpha}{d\mathbf{r}_1} e^{i k_0(\delta z - \delta z')} \tilde{H}_0^{(1)}(k_0 \sin \alpha|\mathbf{\rho} - \mathbf{\rho}'|) e^{i k_0|\mathbf{\rho} - \mathbf{\rho}'|} \cos(\alpha - \theta_2) \tag{17.7}
\]

The function \( \tilde{H}_0^{(1)}(k_0 \sin \alpha|\mathbf{\rho} - \mathbf{\rho}'|) e^{i k_0|\mathbf{\rho} - \mathbf{\rho}'|} \cos(\alpha - \theta_2) \) varies slowly
for large arguments. Efficient quadrature rules using a small number of sampling
points can be developed for computing the above integral, as the integrand decays
exponentially for $s \to \pm \infty$ and both $\delta z$ and $\delta z'$ are small for a quasi-planar structure. In other words, the above integral can be efficiently approximated as

$$g(\mathbf{r}, \mathbf{r}') = \frac{i}{8\pi} e^{ik_0 |\mathbf{r} - \mathbf{r}'|} \sum_{j=1}^{n_{\text{sz}}} w_j^{(sd)} k_p^{(j)} e^{ik_p^{(j)} (\delta z - \delta z')} \hat{H}_0^{(1)} \left( k_p^{(j)} |\mathbf{r} - \mathbf{r}'| \right) e^{ik_0 |\mathbf{r} - \mathbf{r}'| \cos (\alpha_j - \theta_j) - \cos (\alpha_j - \theta_j)} e^{-\sigma_j^2}$$  \hspace{2cm} (17.8)

where $k_p^{(j)} = k_0 \sin \alpha_j$, $k_z^{(j)} = k_0 \cos \alpha_j$, and $w_j^{(sd)}$ and $s_j$ are the weights and abscissas of the quadrature rule (the index $j$ labels the integration point).

Combining (17.3), (17.6), and (17.8) yields

$$g(\mathbf{r}, \mathbf{r}') = \frac{i}{8\pi} \sum_{j=1}^{n_{\text{sz}}} w_j^{(sd)} k_p^{(j)} H_0^{(1)} \left( k_p^{(j)} |\mathbf{r} - \mathbf{r}'| \right) e^{ik_0^{(j)} (\delta z - \delta z')}$$  \hspace{2cm} (17.9)

Within the context of an MOM scheme, the Hankel function in (17.9) can be computed efficiently through a generalization of the free-space 2D FMM [10,11] to an inhomogeneous plane-wave basis. Sources lying in each block are represented by plane-wave expansions located at the center of each block, irrespective of the $z$-location of the source. The Hankel function can then be expressed as

$$H_0^{(1)} \left( k_p^{(j)} |\mathbf{r} - \mathbf{r}'| \right) = \frac{1}{2\pi} \int_0^{2\pi} d\phi e^{ik_0^{(j)} (\mathbf{r} - \mathbf{r}' \cdot \hat{\mathbf{e}})} \bar{T} \left( k_p^{(j)}, \hat{s}, \mathbf{r}_t - \mathbf{r}_s \right) e^{ik_0^{(j)} (\mathbf{r}_t - \mathbf{r}_s \cdot \hat{\mathbf{e}})}$$  \hspace{2cm} (17.10a)

$$\approx \frac{1}{2\pi} \sum_{j'=1}^{P} w_{j'}^{(\text{fmm})} e^{ik_0^{(j')} (\mathbf{r} - \mathbf{r}' \cdot \hat{\mathbf{e}})} \bar{T} \left( k_p^{(j)}, \hat{s}, \mathbf{r}_t - \mathbf{r}_s \right) e^{ik_0^{(j')} (\mathbf{r}_t - \mathbf{r}_s \cdot \hat{\mathbf{e}})}$$

$$\bar{T} \left( k_p^{(j)}, \hat{s}, \mathbf{r}_t - \mathbf{r}_s \right) = \sum_{p=-P}^{P} H_0^{(1)} \left( k_p^{(j)} |\mathbf{r}_t - \mathbf{r}_s| \right) e^{-ip|\theta_0 - \theta - \pi/2|}$$  \hspace{2cm} (17.10b)

where $P$ is the number of integration points required for the azimuthal spectral integration, $w_{j'}^{(\text{fmm})}$ are the quadrature weights defined above, and $T$ is the translation operator, which depends on the complex wavenumber and spectral angle and on the displacement between source and observation blocks. Also, $\hat{s} = \hat{x} \cos \phi + \hat{y} \sin \phi$, and $\cos \theta = \hat{x} \cdot (\mathbf{r}_t - \mathbf{r}_s)/|\mathbf{r}_t - \mathbf{r}_s|$. 

Finally, using the plane-wave basis, the tested fields can be expressed as

$$\langle f_m, g * j_n \rangle = \frac{i}{16\pi^2} \sum_{j=1}^{n_{(s+d)}} \sum_{j'=1}^{P} w_{j}^{(s+d)} w_{j'}^{(fmm)} k_{j}^{(j)}$$

$$\int_{S} \int_{S'} d\mathbf{r} d\mathbf{r'} e^{ik_{j}^{(j')} (\mathbf{r} - \mathbf{r'})} T \left( k_{j'}^{(j)}, \hat{\mathbf{r}}', \rho_{b} - \rho_{s} \right)$$  \hspace{1cm} (17.11a)

$$\int_{S} \int_{S'} d\mathbf{r} d\mathbf{r'} j_{n} e^{ik_{j}^{(j')} (\mathbf{r} - \mathbf{r'})}$$

where

$$k_{0}^{(j')} = k_{j}^{(j')} \hat{\mathbf{r}}' + k_{j}^{(j)} \hat{\mathbf{z}}$$  \hspace{1cm} (17.11b)

The above interactions are depicted schematically in Figure 17.2.

When a matrix-vector product is computed, plane-wave spectra from multiple sources residing in a source block are combined, and this aggregate spectrum is used to evaluate fields throughout an observer block, thereby decoupling individual sources and observers. Although the technique described above results in substantial CPU time and memory savings, further dramatic savings can be obtained through a multilevel SDFMM. In such a technique, $S$ is recursively enclosed in blocks by hierarchically partitioning a block (the parent) at a coarse level into four blocks (the children) at a finer level. Plane-wave expansions are shifted to centers of parent blocks, and incoming spectra are shifted to centers of child blocks. Such an operation is termed an FMM traversal. In general, plane-wave spectrum information at different levels is recycled, as in standard FMMs [10, 11]. Complexity estimates of the multilevel SDFMM are discussed later.

![Figure 17.2](image.png)
17.2.2 The Vector Case

By building on the results obtained for the scalar case, SDFMM can be used to accelerate Green’s functions computations involving vector Green’s functions and sources. In what follows, let $\varepsilon$ and $\mu$ represent the permittivity and permeability, respectively, of a homogeneous region. Also, $k = \omega \sqrt{\varepsilon \mu}$, and $\eta = \sqrt{\mu/\varepsilon}$. Consider $2N$ compactly supported vector sources $\mathbf{j}_n(\mathbf{r})$, and $2N$ similar observers $\mathbf{f}_m(\mathbf{r})$, $n = 1, \ldots, 2N$, residing on the surfaces bounding the homogeneous region.

The objective is to accelerate the computation of the expressions given by

$$\sum_{n=1}^{N} (\mathbf{f}_m, \mathcal{L} \mathbf{j}_n - \mathcal{K} \mathbf{j}_{n+N}) , \ m = 1, \ldots, 2N$$  \hspace{1cm} (17.12a)

and

$$\sum_{n=1}^{N} (\mathbf{f}_m, \mathcal{K} \mathbf{j}_n + \frac{1}{\eta^2} \mathcal{L} \mathbf{j}_{n+N}) , \ m = 1, \ldots, 2N$$  \hspace{1cm} (17.12b)

where the operators $\mathcal{L}$ and $\mathcal{K}$ are defined by

$$\mathcal{L} \mathbf{X}(\mathbf{r}) = \int_{S} ds' \left( -i \omega \mu \mathbf{X}(\mathbf{r}') + \frac{i}{\omega \varepsilon} \nabla \nabla' \cdot \mathbf{X}(\mathbf{r}') \right) g(\mathbf{r}, \mathbf{r}')$$  \hspace{1cm} (17.12c)

$$\mathcal{K} \mathbf{X}(\mathbf{r}) = \int_{S} ds' \mathbf{X}(\mathbf{r}') \times \nabla g(\mathbf{r}, \mathbf{r}')$$  \hspace{1cm} (17.12d)

and $g(\mathbf{r}, \mathbf{r}')$ is the homogeneous scalar Green’s function

$$g(\mathbf{r}, \mathbf{r}') = \frac{e^{i k |\mathbf{r} - \mathbf{r}'|}}{4\pi |\mathbf{r} - \mathbf{r}'|}$$  \hspace{1cm} (17.12e)

In this case, SDFMM can be used to represent the action of the operators $\mathcal{L}$ and $\mathcal{K}$ in the following manner:

$$\langle \mathbf{f}_m, \mathcal{L} \mathbf{j}_n \rangle = \frac{k\eta}{16\pi^2} \sum_{j=1}^{n(p)} \sum_{j'=1}^{P} \frac{w_{j}^{(p)} w_{j'}^{(mm)}}{k_{p}^{(j)}} \int_{S} d\mathbf{r} \mathbf{f}_m e^{i \mathbf{k}_{p} \mathbf{r} - \mathbf{r}_c} \left( T \left( k_{p}^{(j)} , \delta_{j', j} , \rho_{s} - \rho_{s} \right) \left( I - \frac{k_{p}^{(jj')}}{k^2} \right) \right)$$

$$\int_{S} d\mathbf{r}' \mathbf{j}_n e^{i \mathbf{k}_{p} \mathbf{r}' - \mathbf{r}_c}$$  \hspace{1cm} (17.13a)
and

\[
\langle f_m, k \cdot j_n \rangle = \frac{1}{16\pi^2} \sum_{j=1}^{n_{(s)}} \sum_{j'=1}^{P} w_j^{(s)} w_{j'}^{(fmm)} k_p^{(j)} \int_S d\mathbf{r} \ (f_m \times k^{(j')}) e^{ik^{(j')}(r-r_s)} T \left( k_p^{(j)}, s_{j'}, \rho_t - \rho_s \right) \int_S d\mathbf{r'} j_n e^{ik^{(j')}(r-r')} \ 
\]

(17.13b)

where

\[
k^{(j')} = k_p^{(j)} s_f + k_{z}^{(j)} \hat{z} \ 
\]

(17.13c)

The multilevel SDFMM traversal will proceed exactly in the same manner as for the scalar case, with the distinction that two far-field components of the vector inhomogeneous plane-wave spectra are used in place of scalar spectra.

### 17.3 Computational Complexity Estimates

To analyze the computational complexity and memory requirements of SDFMM, consider a quasi-planar surface \( S \) of dimensions \( L^{(s)} \times L^{(s)} \lambda^2 \) with a maximum peak-to-peak height of \( H \), on which a source distribution is modeled using \( N \) basis functions. Let the number of SDFMM levels be \( f \). At any intermediate level \( g \), the number of blocks is denoted by \( b^{(g)} \), and the size of each block is \( l^{(g)} \times t^{(g)} \lambda^2 \). Furthermore, the number of points used for the steepest descent integration and the number of spectral angles required by SDFMM are \( n^{(g)}_{(s)} \) and \( P^{(g)} \), respectively. Finally, \( (g-independent) \) constants are denoted by \( C_i \), where \( i \) is some integer. The following relations hold:

\[
b^{(g)} = \left( L^{(s)} / t^{(g)} \right)^2 \ 
\]

(17.14a)

\[
t^{(g-1)} = 2^{g} \ 
\]

(17.14b)

and

\[
f = \left( \log_2 \left( L^{(s)} / t^{(f)} \right) \right) \ 
\]

(17.14c)

Assuming that the basis functions are uniformly distributed over the surface, an upper bound \( I_n \) on the total number of near-field interactions is obtained:

\[
I_n = (2B_{d_1} + 1)^2 N^2 \left( t^{(1)} / L^{(s)} \right)^2 \ 
\]

(17.15a)

Moreover, \( [L^{(s)}]^2 = C_1 N \); therefore,

\[
I_n = (2B_{d_1} + 1)^2 N \left( t^{(1)} \right)^2 / C_1 \ 
\]

(17.15b)
The initial step in the computation of the far-field contributions is the projection of the sources onto inhomogeneous plane waves defined with respect to the centers of finest-level blocks. The next step is the recursive generation of all higher-level spectra; this step involves spectrum interpolation and translation of plane-wave reference points from child to parent centers. These operations are carried out while ascending the SDFMM tree. Far field expansions will exist at all levels finer than and including level \( b_4 \), determined by the value of \( B_{dl} \). At each of these levels, in-level translations using the diagonalized translation operator turn outgoing plane-wave spectra into incoming ones. When descending the SDFMM tree, incoming spectra are interpolated and their reference points shifted from parent to child centers. At the finest level, incoming plane-wave spectra are projected onto observers to obtain actual field values. The overall far-field computation cost is estimated as follows. The total cost \( I_p \) of projecting sources onto plane waves and vice versa is given by

\[
I_p = C_2 n^{(f)}_{(sd)} P^{(f)} N \tag{17.16}
\]

The cost \( I_c^{(g)} \) of all center-to-center translations and interpolation/antipolation at level \( g \) is

\[
I_c^{(g)} = C_3 n^{(g)}_{(sd)} P^{(g)} b^{(g)} \tag{17.17}
\]

and the cost of in-level translations \( I_t^{(g)} \) is given by

\[
I_t^{(g)} = C_4 n^{(g)}_{(sd)} P^{(g)} (2 B_{dl} + 1)^2 b^{(g)} \tag{17.18}
\]

A simplistic assumption about \( n^{(g)}_{(sd)} \) is that it is independent of the level \( g \) and hence equals \( n^{(f)}_{(sd)} \). In fact, as explained later, the number of points for SDP integration progressively reduces initially at coarser levels before reaching a saturation value. However, assuming \( n^{(g)}_{(sd)} = n^{(f)}_{(sd)} \) provides a simple upper bound on associated costs. The number of spectral angles required depends on the block size and roughly doubles as the block size doubles \([12]\), or \( P^{(g)} = 2 P^{(g+1)} \). The overall cost of SDFMM is

\[
I_{SDFMM} = I_d + I_p + \sum_{g=g(B_a)}^{f} \left( I_c^{(g)} + I_t^{(g)} \right) \tag{17.19a}
\]

\[
I_{SDFMM} = (2 B_{dl} + 1)^2 N \left( l^{(f)} \right)^2 /C_1 + n^{(f)}_{(sd)} P^{(f)} N \left[ C_5 + C_6 (2 B_{dl} + 1)^2 \right] \tag{17.19b}
\]

Therefore,

\[
I_{SDFMM} = O(N) \tag{17.19c}
\]

Not only is the cost of each matrix-vector product of \( O(N) \), but the total memory requirements (storing near-field interactions and incoming-outgoing spectra at all
levels) are also of $O(N)$. Owing to exponential decay characteristics of the SDP integrand and FMM integration rules, the computational cost for a matrix-vector product is $O(N \ln \epsilon^{-1})$ for an arbitrary and fixed error tolerance of $\epsilon$.

The above complexity calculation assumes a single-region multilevel SDFMM; the extension to the multiregion case is straightforward and essentially involves an added multiplicative factor because distinct SDFMM traversals are performed for each region.

The $O(N)$ cost of SDFMM can be intuitively explained in the following manner. The number of inhomogeneous plane-wave components $n_{(s,d)}^{(g)}$ needed to perform the SDP integration at a given level $g$ is proportional to the angle which the observation region subtends as seen from the source region; if the observation region moves closer, more points will be required in the SDP integration rule. If block sizes and minimum block separations are fixed at the finest level, then, clearly, at any coarser level, the angle subtended by an observation region is smaller than that at a finer level. In conclusion, the number of SDP integration points at any level is never larger than that at the finest level. Increasing the size of the rough surface, while keeping surface roughness and finest-level block sizes constant, will not increase the required number of SDP integration points. The cost of SDP integration per block is thus bounded, independently of the number of unknowns. In fact, the angle roughly halves each time one moves up a level; hence, the number of points required for SDP integration roughly decreases initially by a factor of two as one moves to a coarser level, until it saturates to a small constant value. The remaining contribution to the computational complexity of SDFMM arises from the multilevel two-dimensional FMM. The computational labor required per block roughly doubles as the block size doubles [13, 14]. Here, block size refers to the linear dimensions of a block. The increase in computation is brought about by an increase in the number of sampling points $n_{(s,d), P}^{(g)}$ required to correctly represent fields due to sources within a block. All four children of an SDFMM parent block are nonempty. Therefore, the total computation per level diminishes by a factor of two at a coarser level, yielding an overall cost proportional to $N$. The use of a standard three-dimensional FMM in place of SDFMM would result in an $O(N \log^2 N)$ complexity. This is because the total number of harmonics required increases by a factor of four as one goes to a coarser level (proportional to the surface area of the block). Thus, the computation per level remains constant and proportional to $N$, making the overall cost over $\log N$ levels scale as $O(N \log N)$. The extra $\log N$ term appears because a standard FMM requires that fields be expanded in a plane-wave basis over all $4\pi$ steradians as opposed to a narrow range of angles near the horizontal plane as in SDFMM.
17.4 SCATTERING FROM RANDOM ROUGH SURFACES

The analysis of three-dimensional scattering from two-dimensional rough surfaces is a complex vector problem that requires efficient numerical techniques. For large rough surfaces, solution of the MOM system using direct inversion is practically impossible due to CPU time and memory constraints. In this section, SDFMM is used to rapidly analyze scattering from perfectly electrically conducting (PEC) and penetrable rough surfaces.

17.4.1 Model Development

Random rough surfaces with a Gaussian distribution are generated using a two-step process [2, 15]. First, an uncorrelated Gaussian distribution on a discrete two-dimensional regular grid is assembled. Next, this distribution is filtered in the spectral domain; the filter used also has a Gaussian profile. The parameters associated with this process are the variance \( \sigma^2 \) of the zero-mean Gaussian generator and the correlation length \( l_c \) of the filter. The resulting rough surface height follows the statistics

\[
\langle z(x, y) \rangle = 0 \quad (17.20a)
\]

\[
\langle z(x, y)z(x', y') \rangle = \sigma^2 e^{-\left[ \frac{(x-x')^2 + (y-y')^2}{2\sigma^2} \right]} \quad (17.20b)
\]

where \( \langle \cdot \rangle \) denotes an ensemble average.

For a finite-surface sample \( S \) to be an accurate representation of an infinite interface, a spatially limited excitation is employed so that edge effects are avoided. Specifically, a Gaussian-weighted superposition of plane waves [2, 15] is used with

\[
E^{inc}(r) = \frac{2\pi W^2}{[L(z)]^2} \sum_{|\mathbf{K}| \leq k_l} \hat{e}^{inc}(\mathbf{K}, k_z)e^{i\mathbf{K} \cdot \mathbf{r}}e^{-i k_z z} e^{-|\mathbf{K} - \mathbf{K}_0|^2 w^2/2} \quad (17.21)
\]

and

\[
\hat{e}^{inc}(K_x, K_y, k_z) = \frac{1}{\sqrt{K_x^2 + k_z^2}} [k_z, 0, K_x] \quad (17.22)
\]

where \( \mathbf{K}_0 \) is the average wave vector in the transverse plane. Also, \( \mathbf{r} = \hat{z} z + \mathbf{D} \), and \( \mathbf{K} = (K_x, K_y) \), with \( K_x \) and \( K_y \) multiples of \( 2\pi/L(z) \). The dispersion relation \( K_x^2 + K_y^2 + k_z^2 = k_1^2 \) is satisfied, where \( k_1 \) is the wavenumber in the homogeneous medium (typically free space) that interfaces the rough surface. Typically, \( W = L(z)/4 \) [2].


17.4.2 Integral Equation Formulations

For perfectly conducting surfaces, an electric field integral equation (EFIE) is utilized to analyze the field scattered by the surface $S$ when excited by $E^\text{inc}(\mathbf{r})$:

$$
\left. E^\text{scat}(\mathbf{r}, \mathbf{J}) \right|_{t=\text{tan}} = -\left. E^\text{inc}(\mathbf{r}) \right|_{t=\text{tan}} \quad \mathbf{r}, \mathbf{r}' \in S 
$$

(17.23a)

where $\left. E^\text{inc}(\mathbf{r}) \right|_{t=\text{tan}}$ selects the component tangential to $S$, $E^\text{scat}(\mathbf{r}, \mathbf{J})$ denotes the scattered field generated by the surface currents $\mathbf{J}$ and can be expressed as

$$
\left. E^\text{scat}(\mathbf{r}, \mathbf{J}) \right|_{t=\text{tan}} = -\mathcal{L}(\mathbf{r}) \quad \mathbf{r} \in S 
$$

(17.23b)

In this expression, the operator $\mathcal{L}$ is as defined in (17.12c). The solution of the EFIE yields the current density $\mathbf{J}(\mathbf{r})$.

To formulate integral equations for a dielectric rough surface, we follow the approach of [16, 17]. As before, a temporal dependency of $e^{-j\omega t}$ is assumed and suppressed. A finite rough surface $S$, of dimensions $L(S) \times L(S)$, formed at the interface of two dielectric half spaces is assumed. Incident electric and magnetic fields $E^\text{inc}(\mathbf{r})$ and $H^\text{inc}(\mathbf{r})$ excite $S$ from Region 1, and equivalent electric and magnetic surface currents $\mathbf{J}(\mathbf{r})$ and $\mathbf{M}(\mathbf{r})$ are impressed on the rough surface. In what follows, $\epsilon_q$ and $\mu_q$, with $q = 1, 2$, represent the permittivity and permeability, respectively, of the half spaces separated by the surface $S$. Also, $k_q = \sqrt{\frac{\omega}{\epsilon_q}}$, and $\eta_q = \sqrt{\frac{\omega}{\mu_q}}$.

To obtain $\mathbf{J}(\mathbf{r})$ and $\mathbf{M}(\mathbf{r})$, the PMCHWT formulation enforces the continuity of the tangential electric and magnetic field components across $S$:

$$
\left. E^\text{inc}(\mathbf{r}) \right|_{t=\text{tan}} = (\mathcal{L}_1 + \mathcal{L}_2) \mathbf{J}(\mathbf{r}) \left|_{t=\text{tan}} \right. - (\mathcal{K}_1 + \mathcal{K}_2) \mathbf{M}(\mathbf{r}) \left|_{t=\text{tan}} \right.
$$

(17.24a)

$$
\left. H^\text{inc}(\mathbf{r}) \right|_{t=\text{tan}} = (\mathcal{K}_1 + \mathcal{K}_2) \mathbf{J}(\mathbf{r}) \left|_{t=\text{tan}} \right. + \left( \frac{1}{\eta_1^2} \mathcal{L}_1 + \frac{1}{\eta_2^2} \mathcal{L}_2 \right) \mathbf{M}(\mathbf{r}) \left|_{t=\text{tan}} \right.
$$

(17.24b)

where the operators $\mathcal{L}_q$ and $\mathcal{K}_q$ are similar to those defined in (17.12c) and (17.12d), with an additional index $q = 1, 2$ signifying the region:

$$
\mathcal{L}_q \mathbf{X}(\mathbf{r}) = \int_S ds' \left( -i\omega \mu_q \mathbf{X}(\mathbf{r}') + \frac{i}{\omega \epsilon_q} \nabla \nabla' \cdot \mathbf{X}(\mathbf{r}') \right) g_q(\mathbf{r}, \mathbf{r}')
$$

(17.24c)

$$
\mathcal{K}_q \mathbf{X}(\mathbf{r}) = \int_S ds' \nabla \times \mathbf{X}(\mathbf{r}') \times g_q(\mathbf{r}, \mathbf{r}')
$$

(17.24d)

and $g_q(\mathbf{r}, \mathbf{r}')$ is the scalar Green’s function for Region $q$:

$$
g_q(\mathbf{r}, \mathbf{r}') = \frac{e^{jk_q|\mathbf{r} - \mathbf{r}'|}}{4\pi|\mathbf{r} - \mathbf{r}'|}
$$

(17.24e)
The solution of the EFIE of (17.23) for perfectly conducting surfaces and of the PMCHWT of (17.24) for dielectric surfaces yields the electric, or electric and magnetic surface current densities

\[ J^e(r) \]

and

\[ J^m(r) \]

respectively. These current densities can be used to evaluate the scattered field \( E_{\text{scat}}(r) \) required in the computation of the bistatic RCS, which is given by

\[
\sigma_{\gamma,\delta}(\theta, \phi) = \lim_{r \to \infty} \frac{4\pi r^2 S_{\delta}(\theta, \phi, r)}{P_{\gamma}^{\text{inc}}} \tag{17.25}
\]

Here, \( P_{\gamma}^{\text{inc}} \) is the incident beam power, \( S_{\delta}(r) \) is the scattered power density, and \( \gamma \) and \( \delta \) denote the polarization of the incident and the considered scattered electric field, respectively. In a Monte Carlo simulation, the variance of \( E_{\text{scat}}(r) \) over an ensemble of rough surfaces possessing the same \( l_c \) and \( \sigma \) is used to compute the noncoherent part of the bistatic scattering coefficient [2, 18, 19].

### 17.4.3 SDFMM-Based Solutions

To solve the EFIE in (17.23), the unknown current density \( J \) is approximated in terms of a linear combination of basis functions \( j_n \), \( n = 1, \ldots, N \) as

\[
J(r') \approx \sum_{n=1}^{N} I_n j_n(r') \tag{17.26a}
\]

Substituting (17.23b), (17.23c), and (17.26a) into (17.23a), and testing the resulting equation with functions \( f_m, m = 1, \ldots, N \), results in a system of equations

\[
\bar{Z} \cdot I = V \tag{17.26b}
\]

where \( I \) represents the vector of unknown coefficients \( I_n \),

\[
Z_{mn} = \langle f_m, -E_{\text{scat}}(r, j_n) \rangle \tag{17.26c}
\]

\[
V_m = \langle f_m, E_{\text{inc}}(r) \rangle \tag{17.26d}
\]

and \( \langle \cdot, \cdot \rangle \) denotes surface integration. The Rao-Wilton-Glisson (RWG) basis [20] is utilized for the functions \( j_n \) and \( f_m \). SDFMM is used to accelerate the iterative solution of the MOM system by the application of (17.13a) in conjunction with the multilevel algorithm described in the previous section.

To solve the PMCHWT in (17.24), the unknown current densities \( J(r) \) and \( M(r) \) are approximated in terms of linear combinations of a set of basis functions \( j_n, n = 1, \ldots, N \) as

\[
J(r) \approx \sum_{n=1}^{N} I_n^1 j_n(r) \tag{17.27a}
\]

\[
M(r) \approx \sum_{n=1}^{N} I_n^m j_n(r) \tag{17.27b}
\]
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\[ M(r) \approx \sum_{n=1}^{N} I_n^2 \mathbf{j}_n(r) \quad (17.27b) \]

Substituting (17.27a) and (17.27b) into (17.24a) and (17.24b), and testing the latter two equations with functions \( \mathbf{f}_m \), for \( m = 1, \ldots, N \), results in a \( 2N \times 2N \) system of equations:

\[ \tilde{Z} \cdot \mathbf{I} = \mathbf{V} \quad (17.28) \]

Here, the MOM matrix \( \mathbf{Z} \) has the form

\[ \mathbf{Z} = \begin{bmatrix} \mathbf{Z}_{11} & \mathbf{Z}_{12} \\ \mathbf{Z}_{21} & \mathbf{Z}_{22} \end{bmatrix} \quad (17.29a) \]

with the entries of the four \( N \times N \) submatrices given by

\[ Z_{mn}^{11} = \langle \mathbf{f}_m, (\mathcal{L}_1 + \mathcal{L}_2) \mathbf{j}_n \rangle \quad (17.29b) \]
\[ Z_{mn}^{12} = \langle \mathbf{f}_m, -(\mathcal{K}_1 + \mathcal{K}_2) \mathbf{j}_n \rangle \quad (17.29c) \]
\[ Z_{mn}^{21} = \langle \mathbf{f}_m, (\mathcal{K}_1 + \mathcal{K}_2) \mathbf{j}_n \rangle \quad (17.29d) \]
\[ Z_{mn}^{22} = \langle \mathbf{f}_m, (\frac{1}{\eta_1} \mathcal{L}_1 + \frac{1}{\eta_2} \mathcal{L}_2) \mathbf{j}_n \rangle \quad (17.29e) \]

Also, the vector of coefficients \( \mathbf{I} \) is

\[ \mathbf{I} = \begin{bmatrix} \mathbf{I}_1 \\ \mathbf{I}_2 \end{bmatrix} \quad (17.30) \]

and the excitation vector \( \mathbf{V} \) is given by

\[ \mathbf{V} = \begin{bmatrix} \mathbf{V}_1 \\ \mathbf{V}_2 \end{bmatrix} \quad (17.31a) \]

where

\[ V_m^1 = \langle \mathbf{f}_m, \mathbf{E}_{inc}(r) \rangle \quad (17.31b) \]
\[ V_m^2 = \langle \mathbf{f}_m, \mathbf{H}_{inc}(r) \rangle \quad (17.31c) \]

The RWG basis [20] is used for both \( \mathbf{j}_n \) and \( \mathbf{f}_m \).

The iterative solution of the above equations can be accelerated using the SDFMM form similar to that in (17.13a) and (17.13b), with an added index \( q = 1, 2 \) signifying the region:
\[
\langle \mathbf{f}_m, \mathcal{L}_q \mathbf{j}_n \rangle = \frac{k \eta}{16 \pi^2} \sum_{j=1}^{n_{(s,t),q}} \sum_{j'=1}^{n_{(s,t),q}} w_{j,q}^{(s,t)} w_{j',q}^{(f,mm)} k_{pq}^{(j,j')}
\]
\[
\int_S \mathbf{f}_m e^{ik_{q}^{(j,j')} |r-r_s|} \text{d}r
\]
\[
T \left( k_{pq}^{(j,j')}, \hat{\mathbf{j}}_{j',q}, \rho_b - \rho_s \right) \left( I - \frac{k_{q}^{(j,j')}}{k_{q}^2} \right)
\]
\[
\int_S \mathbf{j}_n e^{ik_{q}^{(j,j')} |r-r'|} \text{d}r'
\]

and

\[
\langle \mathbf{f}_m, \mathcal{K}_q \mathbf{j}_n \rangle = -\frac{1}{16 \pi^2} \sum_{j=1}^{n_{(s,t),q}} \sum_{j'=1}^{n_{(s,t),q}} w_{j,q}^{(s,t)} w_{j',q}^{(f,mm)} k_{pq}^{(j,j')}
\]
\[
\int_S \left( \mathbf{f}_m \times k_{q}^{(j,j')} \right) e^{ik_{q}^{(j,j')} |r-r_s|} \text{d}r
\]
\[
T \left( k_{pq}^{(j,j')}, \hat{\mathbf{j}}_{j',q}, \rho_b - \rho_s \right)
\]
\[
\int_S \mathbf{j}_n e^{ik_{q}^{(j,j')} |r-r'|} \text{d}r'
\]

where

\[
k_{q}^{(j,j')} = k_{p}^{(j)} \hat{s}_{j'} + k_{z}^{(j)} \hat{z}
\]

### 17.4.4 Simulation Results

SDFMM is used to simulate scattering from individual perfectly conducting and dielectric surfaces, and to characterize their statistical properties through Monte Carlo simulations. The computing platform used is a single R8000 processor on an SGI Power Challenge, with 2 GB of RAM and an average throughput of 60 Mflops.

To validate the SDFMM approach, a comparison is made with results obtained by using the standard MOM technique. The perfectly conducting rough surface used for this purpose has a roughness \( \sigma = 0.5 \lambda \) and correlation length \( l_c = 1.5 \lambda \). Its size is \( 3.9 \lambda \times 3.9 \lambda \). The density of discretization is 10 nodes per wavelength. Finest-level blocks of size \( 0.5 \lambda \times 0.5 \lambda \) are used, and the residual error stopping criterion for the transpose-free quasi-minimal residual (TFQMR) [21] solver used to iteratively reconstruct the surface currents is \( 10^{-2} \). A Gaussian beam lying in the \( x-z \) plane
and having no amplitude variation in the $y$-direction is used as the excitation. The beam is incident at an angle of $10^\circ$ from the vertical with a positive $x$-component (i.e., $\theta = 10^\circ$, $\phi = 180^\circ$). The half-width of the beam is $W = L^{(s)}/4 = 0.975\lambda$, and its electric field vector is polarized in the $x$-$z$ plane. The current obtained using SDFMM agrees to within $0.5\%$ of that obtained with a classical MOM scheme. Figure 17.3 compares the RCS obtained using SDFMM and MOM. It is evident that the agreement is excellent.

A Monte Carlo simulation is carried out for an ensemble of 50 perfectly conducting rough surfaces of size $5.9\lambda \times 5.9\lambda$ with $\sigma = 0.5\lambda$ and $l_c = 1.5\lambda$. The excitation field is a Gaussian beam similar to the one in the above problem, with $W = L^{(s)}/4 = 1.475\lambda$. The problem involves $N=10,325$ unknowns and requires approximately 52 CPU hr for the complete simulation on a 60-Mflop SGI Power Challenge. The noncoherent bistatic scattering coefficients for the cross- and copolarized cases are depicted in Figures 17.4 and 17.5. Backscattering enhancement (at $\theta = 10^\circ$, $\phi = 180^\circ$) is clearly observed for both cases.

The CPU time and memory requirements of SDFMM are examined by applying it to progressively larger penetrable rough surface problems. The rough surfaces utilized for this purpose are characterized by $\sigma = 0.4\lambda$ and $l_c = 1.5\lambda$, and form the

![Figure 17.3 Bistatic RCS: SDFMM and MOM results. A Gaussian beam is incident at $\theta = 10^\circ$, $\phi = 180^\circ$, marked as $-10$.](image)
interface between half spaces comprised of free space and a dielectric with \( \epsilon_2 = 2 \).
The SDP integration rules utilized in this case are designed for surfaces having a maximum roughness of \( \sigma = 1.0\lambda \), and therefore the results for memory and time usage are representative for all surfaces having smaller roughness. Figure 17.6 depicts the CPU time required for a matrix-vector product, while Figure 17.7 shows the memory requirements. The dramatic improvements in speed and memory over standard iterative MOM solution are evident.

An example of scattering from a large surface is shown in Figure 17.8. The area of the surface is \( 205\lambda^2 \). The surface is mildly rough with \( \sigma = 0.05\lambda \) and \( l_s = 1.0\lambda \). A Gaussian beam is incident at \( \theta = 15^\circ, \phi = 180^\circ \), and \( \epsilon_2 = 2 \), making the surface dimensions equal to 410 square wavelengths in the dielectric. This problem requires 191,530 unknowns and can be accommodated in 1.8 GB of memory, as is clear from Figure 17.7. With the classical MOM, and with 2 GB of memory, the largest solvable problem would have been approximately \( N=16,000 \) unknowns only. An \( N=191,530 \) size problem would have required 325 GB of memory with the classical MOM.

Moreover, for an \( N=191,530 \) unknown case, a standard iterative MOM solution would entail extremely expensive CPU time requirements of 80 minutes-per-matrix-
Figure 17.5 Monte Carlo simulation: cross-polarized bistatic scattering coefficient. A Gaussian beam is incident at $\theta = 10^\circ$, $\phi = 180^\circ$, marked as $-10$.

vector product, and 1,200 hours for matrix fill. The SDFMM correspondingly needs only approximately 14 minutes for a matrix-vector product, and 3 hours for setup.

17.5 QUANTUM WELL GRATING ANALYSIS

17.5.1 Introduction and Formulation

Quantum well infrared photodetectors (QWIPs) with AlGaAs/GaAs quantum wells have shown great potential as sensors in large imaging arrays [22–26]. Owing to quantum-mechanical selection rules, most unstrained n-type QWIPs respond only to the longitudinal component of the optical electrical field (i.e., the field along the growth direction). For such devices to sense normally incident radiation, optical grating couplers are needed to scatter the optical field in directions favorable to inter-subband absorption [27–32]. While periodic gratings [27–30] have been extensively studied and modeled using modal expansion methods, aperiodic or quasi-random gratings [31, 32] have not been analyzed in comparable detail. Nonetheless, quasi-random gratings have been experimentally observed to produce better absorption over
Figure 17.6  Matrix-vector product times: times required for direct multiplication and for SDFMM are shown as a function of problem size.

Figure 17.7  Memory requirements for the standard MOM and SDFMM.
Figure 17.8  Copolarized bistatic RCS for a thin rough surface of area $205\lambda^2$. The roughness parameters are $\sigma = 0.05\lambda$ and $L_0 = 1.0\lambda$, where $\lambda$ is the free-space wavelength. A Gaussian beam is incident at $\Theta = 15^\circ$, $\Phi = 180^\circ$, marked as $-15$. The dielectric constant of the surface is $\varepsilon_r = 2$, making the surface dimensions equal to 410 squared wavelengths in the dielectric. The surface is modeled with 191,530 unknowns.

broad spectral ranges than periodic ones. The necessarily large but finite dimensions of realistic gratings place an exacting demand on solution efficiency and accuracy because the computational advantages of small-scale problems or the relative ease of infinite approximations disappear. Unfortunately, the computational burden associated with the solution of a large-scale, three-dimensional, vector electromagnetic problem has restricted the numerical analysis of quasi-random gratings to modal expansions for computationally simpler one-dimensional profiles \[32\].

In this section, SDFMM is applied to the analysis of scattering from finite two-dimensional quasi-random gratings. This approach permits a fast and memory efficient route to analyzing large and arbitrarily shaped gratings. Furthermore, using SDFMM, we are able to propose new rough surface gratings that display remarkable spectral properties and can potentially improve absorption in QWIPs to a substantial degree.

The back-illuminated QWIP structure to be analyzed is shown in Figure 17.9(a). The metallic grating layer $S$ (modeled as a perfect conductor \[29, 32\]), which interfaces with GaAs, prevents radiation loss and serves as a contact. An optical wave impinges normally on the grating from the substrate side, and the scattered
Figure 17.9  Schematic cross-sectional view of a grating coupled QWIP device with (a) a quasi-random grating; (b) a rough surface coupler.

wave excites the quantum wells owing to its nonzero electric field along the growth direction.

The incident field $E_{inc}(r)$ is assumed to be a tapered Gaussian beam similar to that used in (17.4.1), which suppresses edge scattering effects at the mesa boundary. This assumption is consistent with the observation that a substantial portion of the grating and device near the mesa edge is optically inactive [29]. A surface current $J(r)$ is generated at the grating due to $E_{inc}(r)$. The total electric field tangential to $S$ must vanish on $S$, and therefore the field obeys the same EFIE as in (17.23).

The solution of (17.23) yields $J(r)$, and the total longitudinal electric field at the device layer can then be obtained via the operator $L$ as in (17.12c). As a figure of merit of the absorption due to a grating, we define an integrated field strength (IFS)
as

\[
\text{IFS} = \frac{k_n}{i} \int_{D} \int_{S} \mathbf{J}(\mathbf{r}') \cdot \mathbf{dS}' d\mathbf{D}
\]

where \( D \) denotes the device layer. The IFS is similar to the measure used earlier [32]. As before, we use the MOM with RWG basis functions to solve the integral equation. For a grating \( S \) of size \( L^{(s)} \times L^{(s)} \) square wavelengths, the number of unknowns \( N \) grows approximately as \( 200[L^{(s)}]^2 \). For the QWIP grating structure under analysis, \( N \) can be of the order of \( 10^4 \) or \( 10^5 \). Hence, direct inversion of \( \mathbf{Z} \), which entails a computational cost proportional to \( N^3 \), is practically impossible. Therefore, recourse is taken to the SDFMM technique as in (17.11), which has CPU time and memory costs that scale as \( O(N) \) as demonstrated earlier.

### 17.5.2 Periodic and Quasi-Random Grating Analysis

Three kinds of periodic and quasi-random gratings have been studied. The P-grating is a doubly periodic grating. Displacing raised portions of this grating in lateral directions from their original positions on a periodic grid produces a D-grating. Scaling raised portions of a P-grating along their diagonal while keeping one corner and the height fixed generates an S-grating. Figure 17.10 shows D- and S-gratings.
As a precursor to employing the RWG basis in conjunction with SDFMM, the grating surfaces are tessellated into planar triangles with nodes separated by approximately $0.14\lambda$, where $\lambda$ is the optical wavelength in the GaAs layer. For infrared radiation with a free-space wavelength of $10 \mu m$, $\lambda \approx 3.03 \mu m$. Current on each grating is modeled in terms of approximately $N=30,000$ basis functions. With SDFMM such problems can be solved in 3–7 hours (depending on the number of iterations required) on a single-processor R8000 SGI Power Challenge. The P-, D-, and S-gratings used here are of dimensions $38 \times 38 \mu m^2$. The periodicity of the P-grating is $4.0 \mu m$ along each lateral direction, and the raised portions measure $2.0 \times 2.0 \mu m^2$. The average shift relative to the period size for the specific D-grating considered is 14%, and the maximum is 50%. The average deviation in size (relative compression/elongation) for the S-grating is 32% and the maximum deviation is 50%.

The importance and need for quasi-random gratings is evident when one observes the spectral behavior of the absorption due to the gratings, which is depicted in Figure 17.11. For the P-grating, the absorption diminishes rapidly at larger wavelengths due to the evanescent nature of the higher-order Floquet modes. If such a grating were

![Figure 17.11](image-url)  

*Figure 17.11*  IFS in $\mu V^2$ versus wavelength/period for the periodic quasi-random gratings. The ratios of maximum to minimum IFS are 3.83, 1.75, and 1.70 for the P-, D-, and S-gratings, respectively.
designed to operate optimally at the nominal wavelength of 10 μm, its performance at the extremal wavelengths (8 μm and 12 μm) would be poor. The D- and S-gratings, on the other hand, exhibit a much smoother spectral behavior over the frequency range of interest, albeit with a slightly reduced peak absorption. Hence there exists a trade-off between peak absorption and smooth spectral behavior.

The results presented here are qualitatively consistent with the findings for one-dimensional gratings reported by Xing and Liu [32]. Hence, we confirm these authors’ conjecture that the aforementioned trade-off demonstrated for one-dimensional gratings in their work should extend to two-dimensional gratings.

17.5.3 Random Rough Surface Couplers

The SDFMM-based solution presented herein is sufficiently flexible to permit the rapid analysis of a far larger class of grating and coupling structures than have been analyzed or tested in the past. Specifically, SDFMM can be used to analyze rough surface gratings (shown in Figure 17.9(b)), which are proposed here as suitable candidates for QWIP applications. These rough surfaces are assumed to have correlated Gaussian profiles, and are characterized by two parameters, a correlation length $l_c$ and a mean square height $\sigma$. Prior to the analysis of such surfaces, it was expected that their strongly random nature would result in desirable spectral properties without substantial deterioration in peak absorption. This conjecture has been validated on the basis of the following simulation results.

Figure 17.12 shows the spectral dependence of the grating absorption for three rough surface grating realizations with different root mean square heights and a unit wavelength correlation length. All three gratings exhibit an extremely smooth IFS over the entire wavelength band of interest (8–12 μm in free space) without any compromise in the peak IFS. This is in sharp contrast to the behavior exhibited by quasi-random gratings wherein peak absorption is traded for smoothness of spectral behavior. Such behavior as seen in Figure 17.11 suggests that rough surface gratings should be particularly suitable for QWIP applications.

17.6 ANALYSIS OF MICROSTRIP ANTENNA ARRAYS ON FINITE SUBSTRATES

17.6.1 Introduction

Accurate tools for analyzing radiation and scattering from realistic microstrip structures are essential in the design of many modern antenna systems [33, 34]. Unfortunately, the MOM-based assessment of finite-substrate and ground-plane-truncation effects remains a computationally challenging task owing to the large number of basis functions required for the accurate full-wave modeling of these structures. Indeed,
such an approach requires one to associate unknown weighting coefficients with basis functions that model currents on microstrip elements, penetrable interfaces, and ground planes, and thereby results in a very large MOM system.

SDFMM permits the analysis of scattering and radiation from large and complex structures within realistic CPU times on laboratory workstations. These structures include large microstrip patch arrays on finite substrates and ground planes modeled using 100,000 or more MOM basis functions.

### 17.6.2 Integral Equation Formulation and SDFMM Solution

In what follows, it will be assumed that the structure under study is associated with an arbitrary number of regions $q = 1, \ldots, R_T$, with the permittivity and permeability of each region being denoted by $\epsilon_q$ and $\mu_q$; apart from the regions comprising the structure, the region exterior to the structure (typically free space) is also included as one of the $R_T$ regions. A simple finite microstrip array consists of PEC patches that lie on a dielectric substrate, and probes that connect the patches to the ground plane.

---

*Figure 17.12*  IFS in $\mu V^2$ versus wavelength/period for rough surface couplers. The three realizations R1, R2, and R3 possess root mean square heights of 0.2\(\lambda\), 0.4\(\lambda\), and 0.6\(\lambda\), respectively. The ratio of maximum to minimum IFS is less than 1.2 for all the three rough surfaces, while the periodic grating has a ratio of 3.83.
To formulate integral equations for analyzing scattering and radiation from general finite microstrip structures, the approach outlined in [16] is followed. In general, incident electric and magnetic fields $\mathbf{E}^{inc}_q(\mathbf{r})$ and $\mathbf{H}^{inc}_q(\mathbf{r})$ excite the structure from Region $q$, and equivalent electric and magnetic surface currents $\mathbf{J}^{e}_q(\mathbf{r})$ and $\mathbf{M}^{m}_q(\mathbf{r})$ are impressed on the surfaces bounding Region $q$. Furthermore, probes are modeled as wires connecting ground planes to conducting patches, and the currents on the wires residing in Region $q$ are denoted by $\mathbf{J}^{w}_q(\mathbf{r})$. The fields produced by $\mathbf{J}_q = \mathbf{J}^{e}_q + \mathbf{J}^{w}_q$ and $\mathbf{M}_q = \mathbf{M}^{m}_q$ in Region $q$ can be written as

$$\mathbf{E}^{scat}_q(\mathbf{r}) = -\mathcal{L}_q\mathbf{J}_q(\mathbf{r}) + \kappa_q\mathbf{M}_q(\mathbf{r})$$  \hspace{1cm} (17.34a)$$

$$\mathbf{H}^{scat}_q(\mathbf{r}) = -\kappa_q\mathbf{J}_q(\mathbf{r}) - \frac{1}{\eta_q^2}\mathcal{L}_q\mathbf{M}_q(\mathbf{r})$$  \hspace{1cm} (17.34b)$$

where $\kappa_q = \sqrt{\varepsilon_\infty \mu_\infty}$, $\eta_q = \sqrt{\mu_\infty / \varepsilon_\infty}$, and the operators $\mathcal{L}_q$ and $\kappa_q$ are the same as in (17.24). The PMCHW equations are obtained by enforcing appropriate boundary conditions on the electric and magnetic fields at the interfaces between all regions. Let the total number of surfaces bounding separate volumes be $S_T$. Also, let $q_u$ and $q'_u$ denote the region separated by surface $u$ ($u = 1, \ldots, S_T$). The following boundary conditions hold true: if surface $u$ is a penetrable interface, then the field constraints are

$$\hat{n} \times \left\{ \mathbf{E}^{inc}_{q_u}(\mathbf{r}) + \mathbf{E}^{scat}_{q'_u}(\mathbf{r}) \right\} = \hat{n} \times \left\{ \mathbf{E}^{inc}_{q'_u}(\mathbf{r}) + \mathbf{E}^{scat}_{q_u}(\mathbf{r}) \right\}, \quad \mathbf{r} \in \text{Surface } u$$  \hspace{1cm} (17.34c)$$

and

$$\hat{n} \times \left\{ \mathbf{H}^{inc}_{q_u}(\mathbf{r}) + \mathbf{H}^{scat}_{q'_u}(\mathbf{r}) \right\} = \hat{n} \times \left\{ \mathbf{H}^{inc}_{q'_u}(\mathbf{r}) + \mathbf{H}^{scat}_{q_u}(\mathbf{r}) \right\}, \quad \mathbf{r} \in \text{Surface } u$$  \hspace{1cm} (17.34d)$$

Here, $\hat{n}$ denotes a position dependent normal to the surface $u$. If surface $u$ is perfectly conducting, then the constraints are

$$\hat{n} \times \left\{ \mathbf{E}^{inc}_{q_u}(\mathbf{r}) + \mathbf{E}^{scat}_{q_u}(\mathbf{r}) \right\} = 0, \quad \mathbf{r} \in \text{Surface } u$$  \hspace{1cm} (17.34e)$$

and

$$\hat{n} \times \left\{ \mathbf{E}^{inc}_{q'_u}(\mathbf{r}) + \mathbf{E}^{scat}_{q'_u}(\mathbf{r}) \right\} = 0, \quad \mathbf{r} \in \text{Surface } u$$  \hspace{1cm} (17.34f)$$

Finally, along a wire probe residing in Region $q$

$$\hat{t} \cdot \left\{ \mathbf{E}^{inc}_q(\mathbf{r}) + \mathbf{E}^{scat}_q(\mathbf{r}) \right\} = 0$$  \hspace{1cm} (17.34g)$$

where $\hat{t}$ denotes a position dependent tangent to the wire in Region $q$.

The solution of the PMCHW equations yields the electric and magnetic current densities on all interfaces and probes, which can be used to compute antenna radiation patterns, impedances, and radar cross-sections.
17.6.3 MOM Formulation

To solve (17.34), the unknown current densities $\mathbf{J}_q (\mathbf{r})$ and $\mathbf{M}_q (\mathbf{r})$ are approximated in terms of linear combinations of RWG functions, as before. Also, piecewise linear basis functions are used to represent the electric currents on probes, which are modeled as wires of a given radius connecting the ground plane to the microstrip patches. Additional wire-surface junction basis functions model current through terminal wire nodes on wires that are connected to a surface.

Using the above basis functions, the electric and magnetic current densities are approximated as

$$\mathbf{J}_q (\mathbf{r}) \cong \sum_{n=1}^{N^E_q} I_{q,n}^E \mathbf{j}_{q,n} (\mathbf{r}) + \sum_{n=1}^{N^W_q} I_{q,n}^W \mathbf{w}_{q,n} (\mathbf{r})$$

(17.35a)

and

$$\mathbf{M}_q (\mathbf{r}) \cong \sum_{n=1}^{N^H_q} I_{q,n}^H \mathbf{j}_{q,n} (\mathbf{r})$$

(17.35b)

where $\mathbf{j}_{q,n}$ denote surface basis functions, and $\mathbf{w}_{q,n}$ represent wire and surface-wire junction basis functions. There are $2N^E_q$ electric and magnetic current surface basis functions and $N^W_q$ wire and surface-wire basis functions associated with Region $q$.

The total number of basis functions $N$ equals $\sum_{q=1}^{R_x} (2N^E_q + N^W_q)$.

The $N$ basis functions above do not, in general, form an independent set. Indeed, electric and magnetic currents on either side of a penetrable interface flow in opposite directions. Also, dependencies between currents flowing from one surface to another through surface-surface junctions have not been accounted for at this stage. Finally, the fact that the magnetic current is zero on a PEC surface has not yet been exploited. To incorporate the above constraints, the approach outlined in [16, 35] is followed. Let $\mathbf{I} = [I_{q,1}, \ldots, I_{q,R_x}]^T$ denote a vector of $N$ current coefficients, where $I_q = \{[I_{q,n}^E], [I_{q,n}^H], [I_{q,n}^W]\}$, and assume that there are $N_{ind} (N_{ind} < N)$ current coefficients that are arranged in a vector $\mathbf{I}_{ind}$. By enforcing the above dependencies, a bipolar matrix $\mathbf{X}$ of dimension $N_{ind} \times N$ is constructed such that $\mathbf{I} = \mathbf{X} \mathbf{I}_{ind}$. Substituting the expansions for the current into the PMCHW equations, and testing the equations with RWG functions $\mathbf{j}_{q,m}$, $m = 1, \ldots, N^E_q$ and with wire and surface-wire junction basis functions $\mathbf{w}_{q,m}$, $m = 1, \ldots, N^W_q$, we arrive at the following full-rank matrix equation [16]:

$$\mathbf{X} \mathbf{Z} \mathbf{X}^T \mathbf{I}_{ind} = \mathbf{X} \mathbf{V}$$

(17.36)

Here, $\mathbf{Z} = \text{Block} [Z_{1}, \ldots, Z_{R_x}]$ where

$$Z_q = \begin{bmatrix}
Z_{11}^q & Z_{12}^q & \cdots & Z_{13}^q \\
Z_{21}^q & Z_{22}^q & \cdots & Z_{23}^q \\
\vdots & \vdots & \ddots & \vdots \\
Z_{31}^q & Z_{32}^q & \cdots & Z_{33}^q
\end{bmatrix}$$

(17.37a)
The elements $Z^{11}_{q.m.n}$ and $Z^{3i}_{q.m.n}$ for $i = 1, 2$ relate to fields radiated by wires being tested by surface basis functions, and vice versa, and $Z^{33}_{q.m.n}$ relates to the field radiated by wire basis functions and tested on wires. As a typical microstrip structure has very few probes (and therefore wire basis functions), the subsequent discussions will focus primarily on surface basis functions. It should be noted that each block $Z_{q}$ depends only on the properties of medium $q$, which is key to the efficient application of SDFMM. The matrix $V$ is the vector of the inner products of incident electric and magnetic fields with testing functions.

In order to rapidly solve (17.36) using an iterative technique, the SDFMM expansion for electromagnetic fields developed earlier is used to efficiently represent terms arising in the product of $Z$ with a trial vector. The fields evaluated by testing functions in a particular block by the operation of $C_4$ and $C_3$ on basis functions in another block can then be represented in the SDFMM representations developed earlier in (17.13a) and (17.13b), and applied to each Region $q$ with the appropriate material parameters.

### 17.6.4 Simulation Results

Numerical results are presented which demonstrate the efficacy of SDFMM in analyzing scattering and radiation from penetrable and PEC quasi-planar structures. The computing platform used is a single R8000 processor on an SGI Power Challenge, with 2 GB of RAM and an average in-program throughput of 60 Mflops. A TFQMR (transpose-free quasi-minimal residual) [21] iterative solver is used with both SDFMM and MOM.

SDFMM is used to analyze scattering from microstrip arrays, using a large number of MOM unknowns. For this purpose, patches of dimensions $a = 0.27\lambda$ and $b = 0.19\lambda$ are placed on a ground-plane backed dielectric ($\varepsilon_r = 2.17$) of thickness $h = 0.05\lambda$. The patch separation in the two lateral directions is given by $L = 0.17\lambda$ and $W = 0.25\lambda$. The dimensions of the substrate $d \times d$ are chosen to be close to the extent of the finite array of patches.

Radiation patterns produced by in-phase excitation are simulated for a large array. This array is modeled using $N = 117,952$ (11 $\times$ 11 array) basis functions, and the pattern is shown in Figure 17.13. In a smaller example considered ($N = 3,720$), the radiation pattern obtained using SDFMM is compared to the standard MOM result (Figure 17.14). This example has $N_{in} = 33,998$ and a lateral extent of the dielectric substrate and ground plane determined by $d = 6.7\lambda$. 

\[
Z^{11}_{q.m.n} = \langle \hat{j}_{q,m}, \mathcal{L}_{q}\hat{j}_{q,n} \rangle \\
Z^{12}_{q.m.n} = \langle \hat{j}_{q,m}, -\mathcal{K}_{q}\hat{j}_{q,n} \rangle \\
Z^{21}_{q.m.n} = \langle \hat{j}_{q,m}, \mathcal{K}_{q}\hat{j}_{q,n} \rangle \\
Z^{22}_{q.m.n} = \langle \hat{j}_{q,m}, \mathcal{L}_{q}\hat{j}_{q,n}/\eta_{q}^2 \rangle 
\] (17.37b)
Figure 17.13  Radiation pattern of an 11 × 11 array.

Figure 17.14  Radiation pattern of a 2 × 2 array using SDFMM (solid line), and standard MOM (*).
17.7 CONCLUSION

This chapter presented a review of SDFMM, an FMM-like scheme for rapidly evaluating matrix-vector products that arise in the analysis of scattering and radiation from quasi-planar structures. The CPU time and memory requirements of SDFMM scale as $O(N)$. SDFMM has been applied to the analysis of diverse phenomena including scattering from rough surfaces and quantum-well gratings, and radiation from microstrip antenna arrays, and a similar approach has been devised for multilayered media [36].
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Plane-Wave Time-Domain Algorithms

A. Arif Ergin, Balasubramaniam Shanker, and Eric Michielssen

18.1 INTRODUCTION

Computer simulation of linear transient wave phenomena involving structures that reside in an unbounded medium to generate broadband data is of paramount importance in such disciplines as acoustics, electromagnetics, and geophysics. Numerical techniques for performing such simulations call for the evaluation of retarded-time boundary integrals (RTBIs), which relate known transient source distributions to the fields they radiate. This is due to the fact that RTBIs play a fundamental role in formulation of the integral equation-based numerical techniques such as the marching-on-in-time method and in imposing exact radiation boundary conditions used in differential equation-based methods such as the finite-difference time-domain and finite element time-domain methods. However, evaluation of RTBIs using classical techniques is a computationally expensive procedure limiting the applicability of numerical transient analysis techniques to a small number of problems. This chapter introduces two PWTD algorithms that considerably reduce the cost of evaluating RTBIs by using plane wave bases. Strictly speaking, the introduced PWTD algorithms help evaluate wave fields that are radiated by a cluster of sources and that are tested at a group of observation points that are well separated from the source domain.
The cost of evaluating the field due to an arbitrary surface source distribution can be accelerated by partitioning the whole source distribution into small source clusters and by applying a PWTD algorithm within a two-level or a multilevel framework to calculate the fields due to each cluster. The first PWTD algorithm, introduced in Section 18.3, is based on a Whittaker-type field expansion [1–3] (i.e., a representation of the radiated field in terms of plane waves that propagate in all directions). To some extent, this scheme can be considered the direct time-domain counterpart of the frequency domain fast multipole method (FMM) [4]. Using this PWTD algorithm in two-level and multilevel settings to accelerate MOT schemes reduces the computational complexity of a scattering analysis to $O(N_t N_s^{1.5} \log N_s)$ and $O(N_t N_s \log^2 N_s)$, respectively, where $N_t$ and $N_s$ denote the number of temporal and spatial degrees of freedom of the discretized surface equivalent sources.

The second PWTD algorithm—introduced in Section 18.5 and henceforth referred to as the windowed PWTD algorithm—relies on a finite-cone representation in which only plane waves whose propagation directions fall within a cone encompassing the observation domain are used in representing the radiated field [5]. The computational costs of the PWTD-enhanced MOT algorithms based on the windowed PWTD algorithm can scale as low as $O(N_t N_s^{4/3} \log N_s)$ and $O(N_t N_s \log N_s)$. These algorithms can be considered the time-domain analogs of the windowed fast multipole methods [6–8] and steepest descent path algorithms [9, 10] that have been so remarkably successful in accelerating the solution of frequency domain scattering problems. Since the nature of the wave phenomenon being modeled and the boundary condition being enforced are secondary to the description of the PWTD schemes, the algorithms presented here are for a transient scalar wave solver that imposes a Dirichlet boundary condition on the scatterer. The generalization to different boundary conditions and to a Maxwell equation solver will be outlined in the following chapter.

This chapter is organized as follows. Section 18.2 outlines the classical MOT algorithm for analyzing scalar wave scattering from a scatterer characterized by a Dirichlet boundary condition. The nonwindowed PWTD scheme is presented in Section 18.3. Incorporation of this PWTD algorithm into the MOT scheme of Section 18.2 in two-level and multilevel settings is graphically illustrated in Section 18.4. The resulting algorithms, which have computational complexities of $O(N_t N_s^{1.5} \log N_s)$ and $O(N_t N_s \log^2 N_s)$, are described in sufficient detail to permit the reader to easily retrofit existing MOT codes. Section 18.5 builds upon the ideas presented in Section 18.3 to present the windowed PWTD algorithm. The differences in incorporating the windowed PWTD into MOT schemes is highlighted and the computational complexities of the resulting algorithms are derived in Section 18.6. Finally, a summary of the chapter is given in Section 18.7. The material in this chapter is drawn from [11, 12].
18.2 THE MARCHING-ON-IN-TIME METHOD

Consider a field \( u^i(\mathbf{r}, t) \) that is incident on a scatterer bounded by a surface \( S \) as depicted in Figure 18.1. It is assumed that \( u^i(\mathbf{r}, t) \) is temporally bandlimited to \( \omega_{\text{max}} \). When \( u^i(\mathbf{r}, t) \) interacts with \( S \), a scattered field \( u^s(\mathbf{r}, t) \) is generated, such that the total field \( u(\mathbf{r}, t) = u^i(\mathbf{r}, t) + u^s(\mathbf{r}, t) \) satisfies a given boundary condition on \( S \). In this chapter, the derivations will be carried out assuming the homogeneous Dirichlet condition \( u(\mathbf{r}, t) = 0 \) holds on \( S \) to keep the exposition simple. However, as will be demonstrated in the following chapter, the results of this chapter can be easily extended to cases with different boundary conditions. It is assumed that no interaction takes place before \( t = 0 \) (i.e., \( u^s(\mathbf{r}, t) = 0 \) for \( t < 0 \)). Given that the total field satisfies the wave equation

\[
\nabla^2 u(\mathbf{r}, t) - \frac{\partial^2}{c^2} u(\mathbf{r}, t) = 0
\]

(18.1)

everywhere exterior to \( S \) and the radiation condition (in addition to the Dirichlet boundary condition on \( S \)), it can be shown that \( u^s(\mathbf{r}, t) \) can be represented in terms of equivalent surface sources \( q(\mathbf{r}, t) \) that reside on \( S \) as

\[
u^s(\mathbf{r}, t) = \int_S d\mathbf{r'} \frac{\delta(t - R/c)}{4\pi R} \ast q(\mathbf{r'}, t)
\]

(18.2)
In the above equation, \( c \) is the wave speed in the medium, \( \delta(\cdot) \) is the Dirac delta, \( R = |r - r'| \), and \( * \) denotes temporal convolution. The unknown source density \( q(r, t) \) in (18.2) can be related to the known incident field by enforcing the Dirichlet boundary condition on \( S \), which yields the integral equation

\[
-q^d(r, t) = \int_S \frac{\delta(t - R/c)}{4\pi R} * q(r', t) \quad \forall r \in S \quad (18.3)
\]

To solve (18.3) numerically, \( q(r, t) \) is represented in terms of spatial and temporal basis functions \( f_n(r) \), \( n = 1, \ldots, N_s \), and \( T_i(t) \), \( i = 0, \ldots, N_t \), as

\[
q(r, t) \approx \sum_{n=1}^{N_s} \sum_{i=0}^{N_t} q_{n,i} f_n(r) T_i(t) \quad (18.4)
\]

where the \( q_{n,i} \) represent unknown expansion coefficients. Choosing the number of basis functions as \( N_s \propto S_A (\omega_{max}/c)^2 \) and \( N_t \propto T \omega_{max} \), where \( S_A \) denotes the surface area of the scatterer and \( T \) the duration of the analysis, permits accurate representation of \( q(r, t) \). It is assumed that the spatial and temporal basis functions have local supports. Upon substituting (18.4) into (18.3), and testing the resulting equation at time \( t = t_j = j\Delta_t \), where \( \Delta_t \) is the time step size, with the testing functions \( \tilde{f}_m(r) \), \( m = 1, \ldots, N_s \), the following matrix equation is obtained:

\[
\tilde{Z}_0 Q_j = U_j - \sum_{k=1}^{j-1} \tilde{Z}_k \tilde{Q}_{j-k} \quad (18.5)
\]

In (18.5), the \( m^{th} \) element of the vectors \( Q_j \) and \( U_j \) are given by \( q_{m,j} \) and

\[-\int_S \frac{\delta(t - R/c)}{4\pi R} * f_n(r') T_i(t) \bigg|_{t=t_j} \]

respectively, and the elements of the sparse interaction matrix \( \tilde{Z}_k \) are given by

\[
\tilde{Z}_{k,mn} = \int_S \frac{\delta(t - R/c)}{4\pi R} * f_n(r') \bigg|_{t=t_j} \int_S \frac{\delta(t - R/c)}{4\pi R} * f_m(r') T_i(t) \bigg|_{t=t_j}
\]

Equation (18.5) relates the expansion coefficients at the \( j \)th time step to the incident field and the coefficients at prior time steps. Hence, all the expansion coefficients \( q_{n,j} \) can be evaluated by starting at the first time step \( (j = 0) \), forming the right-hand side, and solving (18.5) at each time step. This procedure is known as the MOT scheme [13–15]. The evaluation of the summation appearing on the right-hand side of (18.5) is the most expensive operation in the MOT scheme. In essence, this operation entails the evaluation of the field \( u^d(r, t) \) at \( O(N_s) \) points on \( S \) due to all past sources, and requires \( O(N_t^2) \) operations. Since this operation is repeated for all \( N_t \) time steps in the analysis, the computational complexity of the classical MOT scheme scales as \( O(N_t N_s^2) \).
18.3 THE PLANE-WAVE TIME-DOMAIN ALGORITHM

Evidently, the cost of the MOT scheme renders infeasible the practical analysis of scattering from large structures. Recent research efforts have focused on reducing this computational burden [16–19]. This section will introduce a PWTD algorithm that achieves this goal by expressing transient fields in terms of plane waves. This algorithm permits the evaluation of transient fields at a set of observers when the sources and observers are clustered in well-separated regions in space. Also, as will be evident in the forthcoming analysis, the algorithm requires all source signals to be of limited temporal extent. However, this limitation does not hinder the applicability of the algorithm since the source signal \( q(r, t) \) can always be broken up into subsignals as

\[
q(r, t) = \sum_{i=1}^{L} q_i(r, t)
\]

(18.7)

where each subsignal \( q_i(r, t) \) is identically zero outside of an interval \((l-1)T_s \leq t < lT_s\), as illustrated in Figure 18.2(a). Then, the field radiated by \( q_i(r, t) \), henceforth denoted as \( u_i(r, t) \), can be evaluated using the PWTD algorithm, and the total field can be formed as
\[ u(\mathbf{r}, t) = \sum_{l=1}^{L} u_l(\mathbf{r}, t) \]  

(18.8)

Note that the subsignal \( q_l(\mathbf{r}, t) \) and the field \( u_l(\mathbf{r}, t) \) are simply related by

\[ u_l(\mathbf{r}, t) = \int_{S} d\mathbf{r}' \frac{\delta(t - R/c)}{4\pi R} * q_l(\mathbf{r}', t) \]  

(18.9)

18.3.1 Plane Wave Decomposition

Motivated by frequency domain fast multipole schemes [4, 7, 8, 20], which reconstruct the time harmonic field due to a group of sources as a superposition of plane waves, our first task is to postulate a suitable plane wave representation for transient wave fields. Such representations date back to Whittaker [3] and have since been thoroughly studied [1, 2, 5, 21–23]. To arrive at a plane wave representation that facilitates the fast evaluation of transient fields, consider the expression

\[ \tilde{u}_l(\mathbf{r}, t) = -\frac{\partial}{8\pi^2 c} \int_0^{\theta_{int}} d\theta \sin\theta \int_0^{2\pi} d\phi \int_{S} d\mathbf{r}' \delta\left(\frac{t - \mathbf{k} \cdot (\mathbf{r} - \mathbf{r}')}{c}\right) * q_l(\mathbf{r}', t) \]  

(18.10)

In (18.10), \( \mathbf{k} = \hat{x} \sin\theta \cos\phi + \hat{y} \sin\theta \sin\phi + \hat{z} \cos\theta \) is a unit direction vector and the innermost integral over \( S \) is a projection of the source distribution \( q_l(\mathbf{r}, t) \) onto a plane wave travelling in the \( \mathbf{k} \) direction. Note that, the directional integration is over a cap of the unit sphere for which \( \theta \leq \theta_{int} \), as illustrated in Figure 18.3(a). However, if the upper limit on the \( \theta \) integral, \( \theta_{int} \), is set equal to \( \pi \), (18.10) expresses \( \tilde{u}_l(\mathbf{r}, t) \) as a superposition of plane waves that travel in all directions. Carrying out the \( \theta \) and \( \phi \) integrations in (18.10) reveals an interesting relation between \( \tilde{u}_l(\mathbf{r}, t) \) and \( u_l(\mathbf{r}, t) \). To this end, the spherical integral in (18.10) is cast in a new coordinate system \((x', y', z') \equiv (\rho', \theta', \phi')\) in which the \( z' \) axis is aligned with \( \mathbf{R} = \mathbf{r} - \mathbf{r}' \) as shown in Figure 18.3(a). In this new coordinate system, the upper limit on \( \theta'^{\prime} \), \( \theta'_{int} \), depends on \( \phi', \mathbf{r}, \) and \( \mathbf{r}' \), and

\[ \tilde{u}_l(\mathbf{r}, t) = -\frac{\partial}{8\pi^2 c} \int_{S} d\mathbf{r}' \int_0^{2\pi} d\phi' \int_0^{\theta'_{int}(\phi', \mathbf{r}, \mathbf{r}')} d\theta' \sin\theta' \delta\left(\frac{t - \mathbf{k'} \cdot \mathbf{R'}}{c}\right) * q_l(\mathbf{r}', t) \]  

(18.11)
where $\mathbf{K}' = \hat{x}' \sin \theta' \cos \phi' + \hat{y}' \sin \theta' \sin \phi' + \hat{z}' \cos \theta'$, and $\mathbf{R}' = |\mathbf{R}|$. In deriving the limits on the elevation integral in (18.11), it was tacitly assumed that

$$\theta_{\text{int}} > \cos^{-1} \left( \frac{\mathbf{z} \cdot \mathbf{R}}{|\mathbf{R}|} \right)$$  \hspace{1cm} (18.12)
Defining \( R = |\mathbf{R}| \), using \( \hat{k}' \cdot \mathbf{R}' = R \cos \theta' \), and setting \( \tau = R \cos \theta'/c \) in (18.11) yields

\[
\tilde{u}_i(\mathbf{r}, t) = -\int d\mathbf{r}' \int_0^{2\pi} d\phi' \int_0^{R/c} \frac{d\tau}{8\pi^2 R} \frac{\partial \delta(t - \tau)}{\partial \tau} * q_i(\mathbf{r}', t) \\
= \int d\mathbf{r}' \frac{\delta(t - R/c)}{4\pi R} * q_i(\mathbf{r}', t) \\
- \int d\mathbf{r}' \frac{\delta(t + R \cos \theta'/c)}{4\pi R} * q_i(\mathbf{r}', t) \\
= u_i(\mathbf{r}, t) - \int d\mathbf{r}' \frac{\delta(t + R/c)}{4\pi R} * q_i(\mathbf{r}', t) 
\]  

(18.13)

The above derivation closely follows that of Heyman [5], who generalizes the results of Tygel and Hubral [2]. For the special case \( \theta_{int} = \pi \), it can be shown that the last expression in (18.13) reduces to

\[
\tilde{u}_i(\mathbf{r}, t) = u_i(\mathbf{r}, t) - \int d\mathbf{r}' \frac{\delta(t + R/c)}{4\pi R} * q_i(\mathbf{r}', t) 
\]  

(18.14)

Were it not for the second term appearing on the right-hand side, \( \tilde{u}_i(\mathbf{r}, t) \) would equal \( u_i(\mathbf{r}, t) \)! The second term is referred to as the ghost signal and is anticausal (i.e., it appears at the observer before the source signal exists, as shown in Figure 18.4). Clearly, if the signal duration \( T_s \) is shorter than \( R/c \), the source signal \( q_i(\mathbf{r}, t) \) vanishes before any true field \( u_i(\mathbf{r}, t) \) appears at the observer. This condition also ensures that the true signal and ghost signal never overlap. Thus, choosing \( T_s < R/c \) as the subsignal duration permits one to time-gate out the ghost signal. In [2], Tygel and Hubral introduced a similar mechanism to avoid the ghost signal, which they refer to as the “causality trick.”

To explore the merits of the field representation provided by (18.10) in the construction of a fast algorithm for evaluating transient fields, consider a source distribution that is confined to a sphere of radius \( R_s \), and a set of observers that are located inside a sphere of equal radius (Figure 18.5). The centers of the source and observer spheres are denoted \( \mathbf{r}_s \) and \( \mathbf{r}_o \), respectively, and the vector connecting the respective sphere centers is denoted \( \mathbf{R}_e = \mathbf{r}_o - \mathbf{r}_s \). It is assumed that \( \mathbf{R}_e > 2R_s \) (i.e., the source and observer spheres do not overlap). Next, noting that the vector \( \mathbf{r} - \mathbf{r}' \) can be decomposed as \( \mathbf{r} - \mathbf{r}' = (\mathbf{r} - \mathbf{r}_o) - \mathbf{R}_e - (\mathbf{r}' - \mathbf{r}_s) \), (18.10) can be rewritten as
Naive application of (18.10) to a source signal results in the true observed field and an anticausal ghost field.

Figure 18.5 Definitions of the vectors used in the three-stage PWTD algorithm.

\[ \tilde{u}_t(r, t) = \int d^2 \hat{k} \delta \left[ t - \hat{k} \cdot (r - r_o) / c \right] * T(\hat{k}, R_c, t) * \int_s dr' \delta \left[ t + \hat{k} \cdot (r' - r_s) / c \right] * q(r', t) \]  

(18.15)

where \( \int d^2 \hat{k} = \int_0^\pi d\theta \sin \theta \int_0^{2\pi} d\phi \) denotes integration over the unit sphere and the translation function \( T(\hat{k}, R_c, t) \) is given by

\[ T(\hat{k}, R_c, t) = -\frac{\partial_t}{8\pi^2 c} \delta \left( t - \hat{k} \cdot R_c / c \right) \]  

(18.16)

Next, an algorithm that evaluates \( \tilde{u}_t(r, t) \) via a three-stage implementation of (18.15) will be outlined, and the conditions for the reconstruction of \( u_t(r, t) \) from \( \tilde{u}_t(r, t) \) by proper time gating will be discussed. The scheme proceeds as follows.
1. Perform the rightmost convolution and integration in (18.15); that is, evaluate
\[ q^{\text{out}}_i(\hat{k}, t) = \int d\mathbf{r}' \delta \left[ t + \hat{k} \cdot (\mathbf{r}' - \mathbf{r}_s) / c \right] * q_i(\mathbf{r}, t) \] (18.17)
which is known as the slant stack transform (SST) of the source distribution \( q_i(\mathbf{r}, t) \) [5, 24, 25]. The quantities \( q^{\text{out}}_i(\hat{k}, t) \) can be interpreted as outgoing rays (i.e., rays that leave the source sphere in the direction \( \hat{k} \)). All \( q^{\text{out}}_i(\hat{k}, t) \) together provide the source’s transient far field pattern. Note that \( q^{\text{out}}_i(\hat{k}, t) \) is completely characterized as soon as \( q_i(\mathbf{r}, t) \) ceases to radiate (i.e., at \( t = IT_s \)).

2. Carry out the center convolution in (18.15); that is, evaluate
\[ q^{\text{in}}(\hat{k}, t) = \mathcal{T}(\hat{k}, R_c, t) * q^{\text{out}}_i(\hat{k}, t) \] (18.18)
The operator \( \mathcal{T}(\hat{k}, R_c, t) \) translates each outgoing ray from the source sphere to the observer sphere. The quantities \( q^{\text{in}}(\hat{k}, t) \) are termed incoming rays (i.e., rays that impinge upon the observation sphere). Since this operation maps an outgoing ray to an incoming ray that travels in the same direction, \( \mathcal{T}(\hat{k}, R_c, t) \) can be considered a diagonal translation operator for transient scalar wave fields.

3. Perform the leftmost integration and convolution in (18.15); that is, evaluate
\[ \tilde{u}_i(\mathbf{r}, t) = \int d\hat{k} \delta \left[ t - \hat{k} \cdot (\mathbf{r} - \mathbf{r}_o) / c \right] * q^{\text{in}}(\hat{k}, t) \] (18.19)
This operation superimposes the projections of all the incoming rays onto the observer.

The signals associated with this three-stage algorithm are depicted in Figure 18.6. Note that the observed field depicted in Figure 18.6(g) consists of a ghost signal and the true field as implied by (18.14).

As was shown earlier, the distance between the source and observation points imposes an upper bound on the subsignal duration. Consequently, considering the nearest possible source and observation locations in the two-sphere setting, the choice of \( T_s < (R_c - 2R_s)/c \) permits the elimination of the ghost signal with proper time gating. This condition implies that \( u_i(\mathbf{r}, t) = 0 \) for \( t < IT_s \) as a time span at least \( (R_c - 2R_s)/c \) should elapse from the onset of the source subsignal \( q_i(\mathbf{r}, t) \) at \( t = (l - 1)T_s \) for any field to propagate to the observer sphere. Also, \( u_i(\mathbf{r}, t) = \tilde{u}_i(\mathbf{r}, t) \) for \( t \geq IT_s \) since the ghost signals vanish throughout the observer sphere for \( t \geq -(R_c - 2R_s)/c + IT_s \) by (18.14) and the observer and source spheres are assumed to be nonoverlapping, i.e., \( R_c > 2R_s \). Therefore, choosing \( T_s < (R_c - 2R_s)/c \) ensures that
\[ u_i(\mathbf{r}, t) = \begin{cases} 0 & \text{for } t < IT_s \\ \tilde{u}_i(\mathbf{r}, t) & \text{for } t \geq IT_s \end{cases} \] (18.20)
Figure 18.6  The signals associated with the three-stage PWTD algorithm. (a) The source–observation configuration and four selected ray directions. (b) The source signal. (c) The outgoing rays propagating along the selected ray directions. Note that for any source location, the outgoing rays are confined to the interval $[−R_s, R_s + cT_a]$. (d) The $δ\left(t − \frac{R_c}{c}\right)$ term of the translation functions associated with the selected ray directions. (e) Incoming rays obtained after translation operation. (f) Projection of the incoming rays onto the observer location. (g) The observed field.
18.3.2 Implementation Issues

Several remarks regarding the implementation of the three-stage PWTD algorithm are in order.

1. **Spatial integration.** The integration over the source domain in (18.17) should be carried out using appropriate quadrature rules. The same holds true when testing the fields, as in (18.6). Since the choice of integration rule depends on the actual discretization function used for representing the source distribution or the testing function, this issue will not be further discussed here.

2. **Spectral integration.** To numerically evaluate the fields via (18.15), the integration over the unit sphere has to be performed using an appropriate quadrature rule that requires sampling of the integrand only in a small number of directions. Three basic observations allow us to achieve arbitrary accuracy when numerically evaluating (18.15). First, the integrand in (18.15), excluding the translation function, can be interpreted as the time-dependent radiation pattern of a source distribution enclosed in a sphere of radius \( R_s \) \[25\]. Therefore, assuming that \( q_t(r, t) \) is temporarily bandlimited to some \( \omega_s > \omega_{max} \) (see part 3 below), this part of the integrand can be represented in terms of spherical harmonics \( Y_{km}(\theta, \phi) \) as

\[
g(k, r, t) = \delta \left[ t - \hat{k} \cdot (r - r_o) / c \right] * \\
\int_S d\theta' \delta \left[ t + \hat{k} \cdot (r' - r_o) / c \right] * q_t(r', t)
\]

\[
= \int_S d\theta' \delta \left[ t + \hat{k} \cdot [(r' - r_s) - (r - r_o)] / c \right] * q_t(r', t)
\]

\[
= \sum_{k=0}^{K} \sum_{m=-k}^{k} g_{km}(r, t) Y_{km}(\theta, \phi)
\]

where \( K = [\chi_1 2R_s \omega_s / c] \) and \( \chi_1 > 1 \) is an excess bandwidth factor \[26, 27\] that ensures rapid convergence of the series in (18.21). Secondly, the translation function is only a function of the angle \( \theta' \) between \( \hat{k} \) and \( R_s \), and can be expressed in terms of associated Legendre polynomials in \( \theta' \) or the
spherical harmonics in $(\theta, \phi)$ as

\[
T(\hat{k}, \mathbf{R}_c, t) = \left\{ \begin{array}{ll}
- \frac{\partial}{16\pi R_c} \sum_{k=0}^{\infty} (2k + 1)P_k(ct/R_c) P_k(\cos \theta') & |t| \leq R_c/c \\
0 & \text{elsewhere}
\end{array} \right.
\]

\[
= \left\{ \begin{array}{ll}
\sum_{k=0}^{\infty} \sum_{m=-k}^{k} T_{km}(\mathbf{R}_c, t) J_{km}(\theta, \phi) & |t| \leq R_c/c \\
0 & \text{elsewhere}
\end{array} \right.
\]

(18.22)

Finally, due to the orthogonality of the spherical harmonics, the terms in (18.22), for which $k > K$, do not contribute to the final result when integrating $g(\hat{k}, \mathbf{r}, t) * T(\hat{k}, \mathbf{R}_c, t)$ over the unit sphere. Hence, the summation in (18.22) can be truncated at $k = K$, and, in all previous expressions, the translation function $T(\hat{k}, \mathbf{R}_c, t)$ can be replaced by its truncated version $\tilde{T}(\hat{k}, \mathbf{R}_c, t)$ given by

\[
\tilde{T}(\hat{k}, \mathbf{R}_c, t) = \left\{ \begin{array}{ll}
- \frac{\partial}{16\pi R_c} \sum_{k=0}^{K} (2k + 1)P_k(ct/R_c) P_k(\cos \theta') & |t| \leq R_c/c \\
0 & \text{elsewhere}
\end{array} \right.
\]

(18.23)

As illustrated in Figure 18.7, with this truncation, the translation function becomes nonlocalized and spans a duration of $2R_c/c$. Note that, as the harmonics with $k > K$ do not contribute to the final result, they can be tapered off with a smooth windowing instead of the hard truncation in (18.23) so that the translation function spans a shorter duration. This also implies that the translation function is not unique. This point will be further exploited in Sections 18.5 and 18.6 to develop more efficient algorithms.

It is now clear that the integrand in (18.15) can be written as a product of two functions, each of which is expressible in terms of spherical harmonics $Y_{km}(\theta, \phi)$, $k = 0, \ldots, K, m = -k, \ldots, k$. Such an integral can be evaluated exactly by using a $(2K + 1)$-point trapezoidal rule in the $\phi$ direction and a $(K + 1)$-point Gauss-Legendre quadrature in the $\theta$ direction yielding the following expression for $\tilde{u}_i(\mathbf{r}, t)$:

\[
\tilde{u}_i(\mathbf{r}, t) = \sum_{p=0}^{K} \sum_{q=-K}^{K} \Delta w_{pq} \delta \left[t - \hat{k}_{pq} \cdot (\mathbf{r} - \mathbf{r}_s) / c\right] \star \tilde{T}(\hat{k}_{pq}, \mathbf{R}_c, t) \\
\star \int d\mathbf{k} \delta \left[t + \hat{k}_{pq} \cdot (\mathbf{r}' - \mathbf{r}_s) / c\right] \star g(\mathbf{r}', t)
\]

(18.24)
Figure 18.7  Effect of bandlimiting the translation function. The lower part illustrates the Dirac functions expressed by the infinite series in (18.22), and the upper part illustrates the truncated series of (18.23) for $K = 30$.

where

$$w_{pq} = \frac{4\pi(1 - \cos^2 \theta_p)}{(2K + 1)(K + 1)P_K(\cos \theta_p)^2}$$

$$\hat{k}_{p\theta} = \hat{x} \sin \theta_p \cos \phi_q + \hat{y} \sin \theta_p \sin \phi_q + \hat{z} \cos \theta_p$$

$$\phi_q = \frac{q2\pi}{2K + 1}$$

$\theta_p$ is the $(p + 1)^{th}$ zero of $P_{K+1}(\cos \theta)$

Although this choice of sampling points seems to depend on the coordinate system, this is not true owing to the fact that under a coordinate system rotation a spherical harmonic of degree $K$ is transformed into a linear combination of harmonics of the same degree [28, 29]. Hence, as already implied by the second equality in (18.22), sampling points can be chosen with respect to any coordinate system independent of $R_c$.

3. **Subsignal temporal representation.** Finally, in the derivation of the above quadrature rule, it was assumed that the subsignals are temporally bandlimited. This assumption contradicts the requirement that each subsignal has to be time limited as well. However, the whole signal that is bandlimited to $\omega_{max}$ can
be broken up into subsignals that are both bandlimited to \( \omega_s = \chi_0 \omega_{\text{max}} \) with \( \chi_2 > 1 \) and approximately time limited to a given interval length by using proper local interpolation functions as follows.

Since \( q(r, t) \) is temporally bandlimited (i.e., the temporal spectrum of \( q(r, t) \) vanishes for \( \omega > \omega_{\text{max}} \)) it can be sampled and locally interpolated using temporally bandlimited and approximately time limited functions as

\[
q(r, t) \approx \sum_{k=1}^{N_r} q(r, k\Delta_t) \psi_k(t)
\]  

where \( \Delta_t \) is the time step size and \( \psi_k(t) \) is a bandlimited interpolant [30]. Many choices for the interpolation function exist; however, a near optimal one—a variant of the approximate prolate spheroidal (APS) functions introduced by Knab [31]—is given by

\[
\psi_k(t) = \frac{\omega_s}{\omega_s} \frac{\sin (\omega_p (t - k\Delta_t))}{\omega_p(t - k\Delta_t)}
\]

\[
\times \frac{\sinh \left( \frac{\omega_p}{2} \Delta_t \sqrt{1 - \left[ (t - k\Delta_t)/p_1\Delta_t \right]^2} \right)}{\sinh \left( \frac{\omega_p}{2} \Delta_t \sqrt{1 - \left[ (t - k\Delta_t)/p_1\Delta_t \right]^2} \right)}
\]  

where

\[
\omega_s = \pi/\Delta_t = \chi_0 \omega_{\text{max}}
\]

In the above, \( \chi_0 > 1 \) is the oversampling ratio, \( \omega_{\pm} = (\omega_s \pm \omega_{\text{max}})/2 \), and \( p_t \) is an integer that defines the approximate duration of the interpolation function. In practice, a truncated version of \( \psi_k(t) \), obtained by setting \( \psi_k(t) = 0 \) for \( |t - k\Delta_t| > p_t \Delta_t \), is used. The relative interpolation error \( \varepsilon_t \) introduced by this truncation can be shown to be bounded as [31]

\[
|\varepsilon_t| \leq \frac{1}{\sinh(\omega_p/2 \Delta_t)}
\]  

which decreases exponentially fast with increasing \( \chi_0 \) for a fixed \( p_t \). Hence, (18.26) permits local interpolation in terms of \( 2p_t \) samples.

From (18.26), it follows that the source signal \( q(r, t) \) can be broken up into subsignals \( q_t(r, t) \), as in (18.7), given by

\[
q_t(r, t) = \sum_{k=1}^{(t+1)M_t - 1} q(r, k\Delta_t) \psi_k(t)
\]  

Each subsignal \( q_t(r, t) \) is defined in terms of \( M_t \) samples of the signal \( q(r, t) \) but spans \( M'_t = M_t + 2p_t \) time steps. In other words, whereas each subsignal
From the above discussions, it should be obvious that the accuracy of the three-stage PWTD algorithm is solely determined by the choice of $\chi_1$ and $\chi_0$. To verify this and to determine the level of accuracy that can be achieved using the proposed algorithm, several numerical experiments were conducted. The results of one such experiment are depicted in Figure 18.8. In this experiment, eight point sources were distributed over a unit sphere centered at $(x, y, z) = (-5, -5, -5)$ meters, and an observation sphere of unit radius was centered at the origin. The time signature of each source was a Gaussian pulse given by $e^{-(t - 7.75\sigma)^2/(2\sigma^2)}$ with $\sigma = 3.183$ ns, and the wave speed of the medium was assumed to be $c = 3 \times 10^8$ m/s. The radiated fields were evaluated via the three-stage PWTD algorithm throughout a $6m \times 6m$ region in the $x = y$ plane centered around the observation sphere. Then, the calculated fields were compared with those obtained analytically. The energy norm of the error thus obtained is plotted in Figure 18.8 for four cases, in which the parameters used for forming the subsignals as well as the truncation limit for the translation functions were estimated to yield $L^2$ errors of order $10^{-4}$, $10^{-7}$, $10^{-10}$, and $10^{-14}$. As seen in the figure, the targeted level of accuracy has been achieved within the observer sphere for each case.

18.4 IMPLEMENTATION OF THE PWTD-ENHANCED MOT SCHEMES

The previous section described a PWTD algorithm that permits the plane wave–based evaluation of transient fields due to a known source distribution. Incorporation of this algorithm into the classical MOT framework results in source reconstruction schemes whose costs scale much more favorably than that of the conventional MOT method. The most naive way to combine the PWTD and MOT schemes is to divide the scatterer into equally sized subscatterers and to evaluate interactions between nearby and distant subscatterers using the classical MOT and PWTD algorithms, respectively. This yields a “two-level” scheme with $O(N_t N_s^{1.5} \log N_s)$ complexity. A more efficient “multilevel” algorithm with $O(N_t N_s \log^2 N_s)$ complexity is obtained by grouping very distant subscatterers into even larger entities before invoking the PWTD scheme (Figure 18.9). In this section, the two-level algorithm will be described first and its multilevel extension will be outlined next.
Figure 18.8  Energy norm of the error calculated by the three-stage PWTD algorithm around the observation sphere. The error estimates prior to the calculation were of order (a) $10^{-4}$, (b) $10^{-7}$, (c) $10^{-10}$, (d) $10^{-14}$.

18.4.1 A Two-Level PWTD-Enhanced MOT Algorithm

The basic idea supporting the two-level PWTD-enhanced MOT scheme is very simple. To rapidly evaluate the sum appearing on the right-hand side of (18.5), the scatterer is subdivided into a large number of subscatterers. Next, all contributions to this sum that arise from spatial basis and testing functions residing on nearby subscatterers are evaluated directly (i.e., as in (18.5)). All other contributions are evaluated using the PWTD scheme.

These ideas are formalized using the following definitions. Consider a fictitious cubical volume enclosing the scatterer that is subdivided into many equally sized smaller boxes, each of which fits into a circumscribing sphere of radius $R_s$, as
illustrated in Figure 18.9(a). Let $N_g$ denote the total number of nonempty boxes. Henceforth, the collection of spatial basis functions that reside within a nonempty box is termed a group and the average number of spatial basis functions per group is denoted by $M_s = N_s / N_g$. It can be verified that, for a surface scatterer, $M_s \propto (R_s \omega_{\text{max}} / c)^2$. Each group pair $(\gamma, \gamma')$, $\gamma, \gamma' = 1, \ldots, N_g$, is identified as either a “near field” or a “far field” pair depending on whether their group centers are separated by less than or more than a preset distance $R_{e, \text{min}}$, respectively. It is assumed that $R_{e, \text{min}} = \xi R_s$, where $\xi$ typically varies between 3 and 6. This implies that every group participates in only a small number of near field pairs, and therefore that the total number of near field pairs is proportional to $N_g$.

In order to facilitate a ghost-free evaluation of fields involving far field source and observer groups using the PWTD algorithm, appropriate subsignal durations
must be defined. To this end, the fundamental subsignal duration \( T_s \) is defined as 
\[ T_s = M_I\Delta_t, \]
where \( M_I = \min_{\gamma, \gamma'} \{(R_{c,\gamma,\gamma'} - 2R_s)/(c\Delta_t)\} \) and \( R_{c,\gamma,\gamma'} \) denotes the distance between the centers of groups \( \gamma \) and \( \gamma' \). This \( T_s \) is easily identified as the maximum duration of a subsignal that can be translated without incurring any ghost signals between the nearest groups classified as a far field pair. Subsignal durations that feature in the evaluation of fields related to other far field pairs \( (\gamma, \gamma') \) are represented as 
\[ T_{s,\gamma,\gamma'} = M_I\Delta_t. \]
The integers \( M_I\gamma \) are multiples of \( M_I \) and are computed as 
\[ M_I\gamma = M_I \{(R_{c,\gamma,\gamma'} - 2R_s)/(c\Delta_t)\}; \]
hence, all subsignal durations \( T_{s,\gamma,\gamma'} \) are integer multiples of the fundamental subsignal duration \( T_s \). Note that these definitions enable one to recycle information since outgoing rays that feature in the interaction of any far field pair can be obtained by concatenating an integer number of rays corresponding to subsignals of duration \( T_s \).

Before embarking on a systematic description of the two-level scheme, a few words are in order regarding the convolution of outgoing rays with translation functions (18.18). The maximum duration of the outgoing rays that are to be translated between groups \( \gamma \) and \( \gamma' \) is 
\[ T_{s,\gamma,\gamma'} = 2R_s, \]
which can be shown to be proportional to 
\[ R_{c,\gamma,\gamma'}/c \propto M_I\gamma \Delta_t \]
with the aid of the above definitions. Also, as evident from (18.23), the duration of the translation functions is proportional to \( R_{c,\gamma,\gamma'}/c \)—in fact, it exactly equals \( 2R_{c,\gamma,\gamma'}/c \). This implies that both signals that are to be convolved last \( O(M_I\gamma) \) time steps. To evaluate this convolution using fast Fourier transform (FFT) techniques in \( O(M_I\gamma \log M_I\gamma) \) operations, note that, as mentioned in Section 18.3.2, the subsignals and therefore the outgoing rays are bandlimited. Consequently, their spectrum can be obtained using FFTs. However, as the translation functions are not bandlimited, their spectrum cannot be obtained by simple FFTs. Fortunately, analytic expressions for the Fourier transforms of the translation functions are available, enabling the rapid evaluation of their spectra. Using (18.23), the Fourier transform of the translation functions is

\[
\mathcal{F}\left\{ \widetilde{T}(\mathbf{k}, \mathbf{R}_{c,\gamma,\gamma'}, t) \right\} = \int_{-\infty}^{+\infty} dt \, \widetilde{T}(\mathbf{k}, \mathbf{R}_{c,\gamma,\gamma'}, t) e^{-j\omega t} \\
= -\frac{j\omega}{8\pi^2c} \sum_{k=0}^{K} (2k+1)(-j)^k j_k \left( \frac{\omega R_{c,\gamma,\gamma'}/c}{P_k(c \cos \theta)} \right) \]

(18.31)

where \( j_k (\cdot) \) is the spherical Bessel function of order \( k \). An efficient way to construct these functions for any sphere pair \( (\gamma, \gamma') \) is to tabulate the normalized translation
function

\[ \hat{T}(\theta', \Omega) = R_{c, \gamma' \gamma} \left\{ \hat{T}(\hat{k}, R_{c, \gamma' \gamma}, t) \right\} \]

\[ = -\frac{j\Omega}{8\pi^2} \sum_{k=0}^{K} (2k + 1)(-j)^k j_k(\Omega) P_k(\cos \theta') \]  

(18.32)

with respect to the ray angle \(\theta'\) and the normalized frequency \(\Omega = \omega R_{c, \gamma' \gamma}/c\). Since \(\hat{T}(\theta', \Omega)\) is bandlimited in both \(\theta'\) and \(\Omega\), it can be reconstructed from judiciously selected samples in the \((\theta', \Omega)\) plane. Specifically, it can be shown that \(O(\max_{\gamma' \gamma} \{M_t, M_s\}) = O(\sqrt{N_s})\) samples in \(\Omega\) and \(O(K)\) samples in \(\theta'\) permit the reconstruction of \(\hat{T}(\theta', \Omega)\) to arbitrary precision for all far field pairs.

A two-level algorithm for the rapid evaluation of the sum on the right-hand side of (18.5) can now be prescribed. In this algorithm, the contributions to this sum due to all near and far field pairs are evaluated separately.

1. **Evaluation of the near field contributions.** At each time step, the sum

\[ \sum_{k=1}^{j-1} \tilde{Z}_{k \gamma' \gamma} Q_{j-k} \]  

is computed for all near field pairs \((\gamma, \gamma')\). In (18.33), \(\tilde{Z}_{k \gamma' \gamma}\) denotes the submatrix of the interaction matrix \(\tilde{Z}_k\) that relates fields over group \(\gamma\) to sources residing in group \(\gamma'\), and \(Q_{j-k}\) is a vector comprised of the \(q_{n, j-k}\) for all sources \(n\) in group \(\gamma'\). For every time step, the evaluation of the sum (18.33) requires \(O(M_s^2)\) operations per near field pair. Since each group interacts in a direct fashion only with a small set of near field neighbors, the overall cost of this step scales as \(O(N_t N_s M_s^2) = O(N_t N_s M_s)\).

2. **Evaluation of the far field contributions.** The three-step procedure outlined in Section 18.3.1 that accounts for the far field contributions is incorporated into the MOT scheme as follows.

(a) **Construction of outgoing rays.** For each group, a set of outgoing rays describing transient far fields that are generated by subsignals of fundamental duration \(T_s\) is constructed every \(M_t\) time steps. Each such set consists of \(O(K^2) = O(R_t^2 c^2 / \nu_{\text{max}}^2) = O(M_s)\) rays that are formed by contributions from all sources residing in a group. The contribution from the spatial basis function \(f_n(r)\) to the outgoing ray propagating in the \(\hat{k}_{pq}\) direction is obtained by convolving the subsignal associated with \(f_n(r)\) with

\[ V_n^+(\hat{k}_{pq}, t) = \int_{S} d\mathbf{r}' \delta \left[ t + \hat{k}_{pq} \cdot (\mathbf{r}' - \mathbf{r}_s)/c \right] f_n(\mathbf{r}') \]  

(18.34)
where \( \mathbf{r}_c \) denotes the center of the group to which \( f_n(\mathbf{r}) \) belongs. Since this mapping from \( O(M_s) \) sources to \( O(K^2) \) rays is carried out for all \( N_g \) groups a total of \( N_t / M_t \) times and since the cost of projecting a single spatial source onto a single direction scales as \( O(M_t) \) per subsignal, the cost of constructing all outgoing rays for the duration of the analysis is

\[
O(M_s K^2 N_g (N_t / M_t) M_t) = O(N_t N_s M_s).
\]

(b) Translation. For each far field pair \((\gamma, \gamma')\), outgoing rays are translated (i.e., converted from outgoing to incoming rays) from group \( \gamma \) to \( \gamma' \) every \( M_{t, \gamma \gamma'} \) time steps. Note that the duration of the subsignals that are translated is \( T_{t, \gamma \gamma'} \). As mentioned previously, although outgoing rays describing such subsignals are not readily available, they can be formed by concatenating \( M_{t, \gamma \gamma'} / M_t \) rays of fundamental duration \( T_s \) computed in step 2a. This is feasible as \( M_{t, \gamma \gamma'} \) is an integer multiple of \( M_t \) by design. Each outgoing ray is translated to an incoming ray by executing the following steps:

i. An outgoing ray described by \( O(M_{t, \gamma \gamma'}) \) time samples is constructed by concatenating the rays stored in step 2a. Furthermore, anticipating its convolution with a translation function, its Fourier transform is computed using an FFT, which can be accomplished in \( O(M_{t, \gamma \gamma'} \log M_{t, \gamma \gamma'}) \) operations.

ii. The spectrum of the pertinent translation function is extracted from the \( \mathcal{T}(\theta, \Omega) \) table through local interpolation in \( O(M_{t, \gamma \gamma'}) \) operations.

iii. The outgoing ray spectrum is multiplied with the translation function spectrum in \( O(M_{t, \gamma \gamma'}) \) operations.

iv. The result is inverse Fourier transformed back into time domain in \( O(M_{t, \gamma \gamma'} \log M_{t, \gamma \gamma'}) \) operations. The rays obtained through this procedure are superimposed onto incoming rays that impinge upon the receiver group from all other source groups.

Clearly, the dominant cost per direction scales as \( O(M_{t, \gamma \gamma'} \log M_{t, \gamma \gamma'}) \). For a single group pair, the above steps are to be repeated \( N_t / M_{t, \gamma \gamma'} \) times to cover the duration of the entire transient analysis, and for all \( O(K^2) \) directions, which results in a cost that scales as \( O((N_t / M_{t, \gamma \gamma'}) K^2 M_{t, \gamma \gamma'} \log M_{t, \gamma \gamma'}) = O(N_t M_s \log M_{t, \gamma \gamma'}) \). Note that the subsignal duration \( M_{t, \gamma \gamma'} \) is proportional to the distance between groups, which is bounded by the maximum linear dimension of the scatterer. For a surface scatterer, the maximum linear dimension is proportional to \( \sqrt{N_s} \). Hence, in the above estimate, \( \log M_{t, \gamma \gamma'} \) can safely be replaced by \( \log N_s \). The total computational cost of translation between all \( O(N_s^2) \) far field group pairs therefore scales as \( O(N_s^2 N_t M_s \log N_s) = O(N_t M_s^{-1} \log N_s) \).
Projection of incoming rays onto observers. At each time step, the field at the \(n\)th observer is formed by convolving the incoming rays with

\[
\hat{V}_n(\mathbf{k}_{pq} \cdot \mathbf{t}) = \int d\mathbf{r}' \ \delta \left[ t - \frac{\mathbf{k}_{pq} \cdot (\mathbf{r}' - \mathbf{r}_c)}{c} \right] \hat{f}_n(\mathbf{r}') \tag{18.35}
\]

and by performing the spherical integration (i.e., adding up the signals due to all incoming rays). This step constitutes a mapping from directions to sources for all groups and all time steps, and can be accomplished in \(O(N_sK^2M_s)\) operations.

Evidently, the computational complexity of each of the steps in this algorithm depends on the group size \(M_s\). It can be verified by adding up the costs associated with steps 1 and 2 above that the overall complexity is minimized by choosing \(M_s\) proportional to \(\sqrt{N_s}\). With this choice, the computational cost of performing a transient scattering analysis using the two-level algorithm scales as \(O(N_1N_1^{1.5}\log N_s)\).

### 18.4.2 A Multilevel PWTD-Enhanced MOT Algorithm

A multilevel PWTD-enhanced MOT scheme can be constructed by casting the two-level algorithm into a divide-and-conquer framework. The procedure that permits a further reduction in computational complexity of the two-level scheme involves the multilevel aggregation of small subscatterers into larger entities before translation, inasmuch as permitted by the PWTD algorithm. This section will introduce a systematic scheme for achieving a multilevel partitioning of a scatterer along with an arsenal of multilevel notation. Also, four operations—ray interpolation, ray splicing, ray resection, and ray anterpolation—that permit the transfer of information across levels will be elucidated. Finally, the multilevel PWTD algorithm will be described in detail.

A hierarchical subdivision of the scatterer is achieved by recursively subdividing a fictitious cubical box that encloses the scatterer. Initially, this box is divided into eight boxes, each of which is further subdivided into eight smaller boxes in a recursive manner. A box that is subdivided into smaller boxes is termed the “parent” of the “child” boxes that result from the operation. The finest boxes so obtained are termed level 1 boxes, and the collection of spatial basis functions that fall into a level 1 box is said to form a level 1 group; higher level boxes and groups are defined similarly. For levels \(i = 1, \ldots, N_l\), let \(N_g(i)\) denote the number of groups (nonempty boxes), \(M_s(i)\) the average number of sources in each group, \(R_s(i)\) the radius of the sphere that encloses a level \(i\) box, and \(K(i)\) the number of spherical harmonics used in construction of the translation functions. It then follows from the discussion of the two-level scheme that \(M_s(i) \propto (R_s(i)\omega_{\text{max}}/c)^2 \propto K^2(i)\). It is assumed that level 1 boxes have linear dimensions that are proportional to the wavelength at \(\omega_{\text{max}}\) [i.e., \((R_s(1)\omega_{\text{max}}/c)\) is of \(O(1)\)]. This in turn implies that level 1 groups contain only a
small number of basis functions that is independent of the problem size [i.e., \( M_s(1) \) is of \( O(1) \)]. It also follows that \( N_g(1) \propto N_s \) and that \( N_l \propto \log N_s \). Finally, note that, for a surface scatterer, \( N_g(i + 1) \propto N_g(i)/4 \) and \( M_s(i + 1) \propto 4M_s(i) \), and therefore \( N_g(i + 1)M_s(i + 1) \approx N_g(i)M_s(i) \approx N_g(1)M_s(1) \approx N_s \).

Next, a set of near and far field group pairs is constructed. Just as in the two-level algorithm, each and every source/observer (basis/testing function) combination belongs to one and only one pair. However, in contrast to the two-level PWTD algorithm, all far field pairs do not all reside at the same level: distant source/observer combinations tend to belong to higher-level far field pairs than those that reside close to one another [Figure 18.9(b)]. Consequently, cutoff separations for all levels are defined as \( R_{c, \text{min}}(i) = \xi R_s(i) \). To construct the near and far field pairs, first, each group pair at the highest level whose centers are separated by more than \( R_{c, \text{min}}(N_l) \) is classified as a “level \( N_l \) far field pair.” Next, all level \( N_l \) – 1 pairs with group centers separated by more than \( R_{c, \text{min}}(N_l - 1) \), and describing interactions that have not yet been accounted for by any of the level \( N_l \) far field group pairs, are classified as “level \( N_l \) – 1 far field pairs.” This process is continued, and far field pairs are identified at each and every level, including level 1, as those pairs that are considered well separated at a given level, but that have not yet been accounted for at a higher level. The level 1 pairs with group centers separated by less than \( R_{c, \text{min}}(1) \) are classified as near field pairs.

As in the two-level algorithm, the fundamental subsignal duration for level \( i \) is calculated as \( T_s(i) = M_t(i) \Delta_t \) with \( M_t(i) = \min \{ \left\lceil \frac{(R_{c, \gamma', \gamma} - 2R_s(i))}{(c\Delta_t)} \right\rceil \} \) \( \gamma \) and \( \gamma' \) vary over all the level \( i \) far field groups. Also, subsignal durations for evaluation of fields involving a far field pair \((\gamma, \gamma')\) at level \( i \) are defined as \( T_{\gamma, \gamma'}(i) = M_t(i) \Delta_t \) with \( M_t(i) = \min \{ \left\lceil \frac{(R_{c, \gamma', \gamma} - 2R_s(i))}{(cT_s(i))} \right\rceil \} \).

For a given level \( i \) far field group pair \((\gamma, \gamma')\), the field at group \( \gamma \) due to \( q_i(\mathbf{r}, t) \) in group \( \gamma' \) (and vice versa) will be calculated using the three-stage PWTD algorithm. The first stage of this algorithm calls for the evaluation of the SSTs to form the outgoing rays associated with group \( \gamma' \) along \( O(K_\gamma^2(i)) \) directions. For \( i = 1 \), the outgoing rays can be obtained by directly evaluating \( V_n^+(\mathbf{K}_p, t) \) as in (18.34). However, for higher levels, direct evaluation of the SSTs is computationally expensive. The fact that the same source information is to be used to construct outgoing rays at each level suggests that rays at level \( i > 1 \) can be constructed economically by reusing information already stored in level \( i - 1 \) rays. This is achieved by two operations termed interpolation and splicing, which are schematically illustrated in Figure 18.10(a).

Interpolation is needed as more rays are to be associated with a parent group than with one of its children and splicing is used in assembling a single parent group ray from interpolated child rays. Similarly, the last stage of the PWTD algorithm calls for a projection of incoming rays onto observers. Directly projecting the incoming rays at level \( i > 1 \) onto the observers is more expensive than disaggregating these rays into level \( i - 1 \) rays and propagating the information contained in these rays through the multilevel structure until level 1 rays are projected onto the observer.
locations using (18.35). Two operations termed resection and anterpolation, which are complementary to the splicing and interpolation operators, construct level \( i - 1 \) incoming rays for a group from those of its parent as illustrated in Figure 18.10(b).

Implementation of these four operations is discussed next.

First, consider the interpolation and anterpolation operations. As mentioned earlier, the outgoing rays associated with a group describe the time-dependent radiation pattern of the source distribution associated with that group. Because the radiation pattern of a source distribution that is spatially bounded by a sphere of radius \( R_s(i) \) and spectrally bandlimited to \( \omega_s \), can be expressed in terms of \( K(i) \) spherical harmonics [26], the interpolation operator increases the sampling rate and zero-pads the excess spherical spectrum introduced. Similarly, anterpolation operations call for the application of a spherical filter with uniform resolution to a set of outgoing or incoming rays. In other words, anterpolation is equivalent to truncating the spherical harmonic content and lowering the sampling rate over the sphere. If implemented as described by Jakob-Chien and Alpert [32], the application of interpolation and anterpolation operators between levels \( i \) and \( i + 1 \) can be completed in \( O(K^2(i) \log K(i)) \) operations per time step and per child-parent group pair. This yields approximately \( O(N_s \log K(i)) \) operations per time step at level \( i \), and an overall computational cost of order less than \( O(N_s \log^2 N_s) \).

The nature of the splicing and resection operations can be understood by inspecting (18.24). With reference to Figure 18.11(a), assume that an outgoing ray of a level \( i + 1 \) box, whose center is denoted by \( r_c \), is to be formed. Denoting the centers of the \( N_s \) child boxes associated with this level \( i + 1 \) box as \( r_{c,\xi}, \xi = 1, \ldots, N_s \), and the part of the surface \( S \) that lies inside each of these level \( i \) boxes as \( S_\xi \), the expression for an outgoing ray of the parent box takes the form

\[
\int_{S'} dt' \delta \left[ t + \hat{k}_{pq} \cdot (r' - r_c)/c \right] \ast q_{i+1}^{i+1}(r', t) = \sum_{\xi=1}^{N_s} \delta \left[ t + \hat{k}_{pq} \cdot (r_{c,\xi} - r_c)/c \right] \ast \int_{S_\xi} dt' \delta \left[ t + \hat{k}_{pq} \cdot (r' - r_{c,\xi})/c \right] \ast q_{i+1}^{i+1}(r', t) \tag{18.36}
\]

In (18.36), the superscript \( i + 1 \) on \( q_i(r', t) \) signifies the fact that the source subsignal is of duration \( T_s(i + 1) \), and \( \hat{k}_{pq} \) denotes a ray direction at level \( i + 1 \). Since each \( q_{i+1}^{i+1}(r, t) \) can be obtained by splicing two level \( i \) subsignals \( q_p^l(r, t) \) and \( q_{p+1}^l(r, t) \) for some \( l \) as shown in Figure 18.11(b), the outgoing ray of the parent box can be
Figure 18.10  (a) Ray interpolation and ray splicing operations to form the outgoing rays of level $i + 1$ from the rays of level $i$. (b) Ray resection and ray anterpolation operations to obtain incoming rays of level $i$ from the rays of level $i + 1$. 
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Figure 18.11 Schematic description of the splicing and resection operations.

expressed as

$$
\sum_{\xi=t'}^{t'+1} \sum_{\xi=1}^{N_{\xi}} \delta \left[ t + \hat{k}_{pq} \cdot (\mathbf{r}_{c,\xi} - \mathbf{r}_c) / c \right] * \int_{S_\xi} d\mathbf{r}' \delta \left[ t + \hat{k}_{pq} \cdot (\mathbf{r}' - \mathbf{r}_{c,\xi}) / c \right] * \varphi_c(\mathbf{r}', t) \tag{18.37}
$$

Note that in (18.37), the integral over each $S_\xi$ is nothing but an outgoing ray of a child box propagating along direction $\hat{k}_{pq}$. Hence, (18.37) clearly indicates that once the
outgoing rays of the child boxes are interpolated to level \( i + 1 \) directions \( \hat{k}_{pq} \). They can be time-advanced by an amount \( s_\xi(\hat{k}_{pq}) = \hat{k}_{pq} \cdot (r_{e,\xi} - r_e)/c \) and spliced together to form the outgoing rays of the parent box. In a completely complementary manner, it can be shown that the incoming rays of a level \( i \) group can be obtained by resecting the incoming rays of its parent box as depicted in Figure 18.11(b), delaying these rays by an amount \( s_\xi(\hat{k}_{pq}) \), and anterpolating the resulting rays to level \( i \) directions.

With all requisite tools for a multilevel scheme defined, the fast multilevel evaluation of the sum in (18.5) proceeds as follows:

1. **Evaluation of the near field contributions.** As in the two-level scheme, all interactions between source/observer combinations that belong to near field pairs are accounted for classically. As mentioned earlier, all near field pairs reside on the finest level. Since each finest level group interacts with only a small number of its immediate neighbors through the near field, the computational complexity associated with the evaluation of the near field contributions per time step scales as \( O(N_g(1)M_s^2(1)) \). However, since \( N_g(1) \propto N_s \) and \( M_s(1) \) is of \( O(1) \), the total cost for near field evaluation for all time steps scales as \( O(N_tN_s) \).

2. **Evaluation of the far field contributions.** These contributions are still evaluated via a three-stage process reminiscent of that described for the two-level scheme. However, the independent generation of outgoing and incoming rays at all levels would result in too high a computational cost. Fortunately, these rays can be efficiently constructed by supplementing the first and the last stages by the ray interpolation, splicing, resection, and anterpolation operations. With these modifications in mind, the three-stage far field evaluation scheme can be described as follows:

   (a) **Construction of outgoing rays.** Outgoing rays for all groups at level \( i \) are constructed every \( M_s(i) \) time steps. At level 1, this is accomplished by convolving the source signatures with \( V^+_n(\hat{k}_{pq},t) \). Higher-level rays are constructed from those at the previous level through interpolation and splicing. Note that, since the fundamental subsignal duration at level \( i + 1 \) is twice that at level \( i \) (Figure 18.10(a)), the levels must be traversed starting from level 1. This guarantees that level \( i \) rays are constructed before they are needed by the ray splicing operator to obtain the rays at level \( i + 1 \). As mentioned above, the total cost of constructing outgoing rays for all levels using interpolation and splicing scales as \( O(N_tN_s \log^2 N_s) \).

   (b) **Translation.** As in the two-level algorithm, rays are translated between the far field pairs \( (\gamma,\gamma') \) at level \( i \) every \( M_t(\gamma,\gamma')(i) \) time steps by concatenating rays of fundamental duration \( T_s(i) \) formed in step 2a. Note that a different \( \tilde{T}(\theta',\Omega) \) table has to be constructed for each level since the
number of harmonics \( K(i) \) required in the computation of the translation functions varies across levels. The translation of rays for all level \( i \) far field pairs can be accomplished in \( O(N_x N_i K^2(i) N_1 \log M_{t,n}(i)) \) operations. When summed over all levels, this yields a complexity of \( O\left( N_1 N_s \sum_{i=1}^{\log N_1} \log M_s(i) \right) = O(N_1 N_s \log^2 N_s) \) operations.

(c) **Projection of incoming rays onto observers.** Starting with level \( N_t - 1 \), incoming rays for each group are resected and anterpolated from the incoming rays at the higher level every \( M_t(i) \) time steps. The fields at the observer locations are constructed by convolving incoming rays at level 1 with \( \tilde{V}_n^{-}(\hat{K}_{p_0}, t) \) and performing the spherical integration. This step, which is conceptually the transpose of forming the outgoing rays, can also be accomplished in \( O(N_t N_s \log^2 N_s) \) operations.

Considering all the steps of the multilevel algorithm, it is seen that a scattering analysis using a multilevel PWTD-enhanced MOT scheme can be completed in \( O(N_t N_s \log^2 N_s) \) operations.

### 18.5 THE WINDOWED PLANE-WAVE TIME-DOMAIN ALGORITHM

The previous section has shown that two-level and multilevel PWTD-enhanced algorithms offer a considerable reduction in computational complexity over traditional MOT schemes. As with frequency domain fast multipole methods, the computational complexity of the proposed schemes can be further reduced by using windowed translation functions [6, 8]. This additional cost reduction hinges on the observation that, if the time span of the translation functions can be shortened, the number of rays that need to be translated for the evaluation of the observed field shrinks to a constant independent of the group size for sufficiently remote source and observation groups. Shorter translation functions can be constructed either by smoothly tapering off, or windowing, the series in (18.23) for \( k < K \) instead of truncating it at \( K \) or by using sampled field representations that rely on the bandlimitedness of the radiated fields, as will be done in the present section.

This section introduces windowed diagonal time-domain translation operators that permit the rapid evaluation of transient fields produced by surface-bound source distributions. It will be shown that the computational complexities associated with the solution of large-scale surface scattering problems using the proposed two-level and multilevel windowed PWTD algorithms based on these operators scale as \( O(N_t N_s^{4/3} \log N_s) \) and \( O(N_t N_s \log N_s) \), respectively.
18.5.1 Windowed Plane-Wave Decomposition

The immediate goal of this section is to develop a plane-wave representation of the field \( u(t, r) \) radiated by the source distribution \( q(t, r) \) that is more economical than the one presented in the previous section. Again, it is assumed that both the source and field are sectioned as in (18.7)–(18.9). To arrive at a windowed plane-wave representation of \( u(t, r) \), we again consider the field \( \tilde{u}(t, r) \) defined by (18.10). However, this time, we don’t restrict the discussion to \( \theta_{\text{end}} = \pi \). Here, we repeat for convenience the result in (18.13) that was derived from (18.10) subject to the constraint in (18.12):

\[
\tilde{u}(t, r) = u(t, r) - \int_{s} dr' \delta \left( t + R \cos \theta_{\text{end}}(\phi', r', r) / c \right) \frac{4 \pi R}{4 \pi R} \ast q(r', t)
\]  
(18.38)

Note that, as in (18.14), there is again a ghost signal represented by the second term. However, the ghost signal in (18.38) is spread out and spans a longer duration than the one in (18.14). In what follows, a scheme is derived that permits time-gating out the spread ghost signal from \( \tilde{u}(t, r) \) in order to retain only the true observer field.

From (18.38) it follows that the ghost signal present in \( \tilde{u}(t, r) \) vanishes after

\[
t_{i}^{\text{ghost}} = \frac{R}{c} \cos \theta_{\text{min}}^i + (l + 1) T_s
\]  
(18.39)

where \( \theta_{\text{min}}^i = \min\{\theta_{\text{end}}(\phi', r, r')\} \), and the upper bound follows from geometrical considerations [see Figure 18.3(b)]. The fields in the observation sphere coincide with the true fields after the ghost signal has vanished. Also, the true field does not reach the observation sphere before

\[
t_{i}^{\text{trans}} = (R_c - 2R_s) / c + lT_s
\]  
(18.40)

Therefore, provided that \( t_{i}^{\text{trans}} > t_{i}^{\text{ghost}} \), all ghost fields in the observation sphere cease to exist before the true signal arrives. In addition, assuming that \( q(t, r, t) = 0 \) outside the interval \( lT_s \leq t < (l + 1) T_s \), if \( t_{i}^{\text{trans}} > (l + 1) T_s \), all source activity related to the \( l \)th time interval ends before the true signal reaches any observer. In summary,

\[
t_{i}^{\text{trans}} \geq t_{i}^{\text{ghost}} \Rightarrow u(t, r) = \begin{cases} 0 & t < t_{i}^{\text{trans}} \\ \tilde{u}(t, r) & t \geq t_{i}^{\text{trans}} \end{cases}
\]  
(18.41)

\[
t_{i}^{\text{trans}} \geq (l + 1) T_s \Rightarrow q(t, r, t) = 0, \quad t \geq t_{i}^{\text{trans}}
\]  
(18.42)

The above two conditions can be restated, using (18.39) and (18.40), as

\[
\frac{c T_s}{R_s} \leq \frac{R_c}{R_s} - 2
\]  
(18.43)
It can be shown that constraint (18.12) is automatically satisfied provided that (18.44) holds for any \(\theta_{\text{int}}\).

The above two constraints are key to the development of the windowed PWTD algorithm. Equation (18.41) implies that if, for a given source and observation sphere pair (i.e., for a given \(R_e/R_s\), \(a c T_s/R_s\), and \(a \theta_{\text{int}}\) that satisfy both (18.43) and (18.44) are selected, then the field \(u(r, t)\) can be reconstructed as a superposition of time-gated \(\hat{u}_t(r, t)\). The contribution of each of the time-gated \(\hat{u}_t(r, t)\) to the observed field can be obtained by translating the SST of the source distribution \(q_t(r, t)\) at \(t = t_t^{\text{trans}}\). It is easily recognized that the SST of \(q_t(r, t)\) corresponds to “outgoing” rays, leaving the source sphere; similarly, it will be shown in the next subsection that after translation (i.e., after \(t = t_t^{\text{trans}}\)), \(u_t(r, t)\) can be described in terms of “incoming” rays impinging upon the observation sphere. Condition (18.43) ensures that this SST can be completely constructed prior to the translation time, enabling the PWTD algorithm to be incorporated into any time marching scheme.

In practice, provided that a \(c T_s/R_s\) that satisfies (18.43) is chosen for a given \(R_e/R_s\), \(\theta_{\text{int}}\) is computed from (18.44) by enforcing the equality. This procedure minimizes \(\theta_{\text{int}}\) and hence will minimize the computational cost associated with the numerical procedure for evaluating \(\hat{u}_t(r, t)\), as described in Section 18.6. For this choice of \(c T_s/R_s\) and \(\theta_{\text{int}}\), it follows from (18.39)-(18.41) that at \(t = t_t^{\text{trans}}\), the ray traveling along \(\theta = 0\) is about to enter the observation sphere, while rays traveling along directions \(\theta = \theta_{\text{int}}\) have all exited the sphere [Figure 18.3(b)]. At \(t = t_t^{\text{trans}}\), rays traveling at intermediate angles partially overlap with the observation sphere, but add up to a null field in its interior.

The implications of inequalities (18.43) and (18.44) are further illustrated in Figure 18.12. For a given \(R_e/R_s\), combinations of \(\theta_{\text{int}}\) and \(c T_s/R_s\) that satisfy both (18.43) and (18.44) lie to the lower right of the intersection of the curves obtained by enforcing the equalities in (18.43) and (18.44). For example, while the point \((\theta_{\text{int}}, c T_s/R_s) = (120^\circ, 15)\) permits a ghost-free solution for \(R_e/R_s = 20\), this same combination does not permit a ghost-free solution for \(R_e/R_s = 10\). Note that as the two spheres approach each other, the region that satisfies both conditions collapses to the point \((\theta_{\text{int}}, c T_s/R_s) = (180^\circ, 0)\).

### 18.5.2 Implementation Using Sampled Field Representations

Equation (18.10), together with constraints (18.43) and (18.44), is the basis for formulating the windowed PWTD algorithm for sampled field representations. To
Figure 18.12 Graphical representation of the constraints (18.43) and (18.44) for different values of $R_c/R_s$.

derive a closed-form windowed translation operator, note that

$$
\int_S d\mathbf{r}' \delta \left( t - \hat{\mathbf{k}} \cdot \mathbf{R} / c \right) \ast q_\ell (\mathbf{r}', t)
$$

$$
= \delta \left( t - \hat{\mathbf{k}} \cdot \mathbf{r}_o / c \right) \ast \delta \left( t - \hat{\mathbf{k}} \cdot \mathbf{R}_s / c \right) \ast q_\ell^{\text{out}} (\mathbf{k}', t) 
$$

where $\mathbf{r}_o = \mathbf{r} - \mathbf{r}_o$ and $q_\ell^{\text{out}} (\mathbf{k}', t)$ is the SST of $q_\ell (\mathbf{r}, t)$ as given in (18.17). Using (18.45) in (18.10) and letting $\mathbf{r}_s$ denote $(\mathbf{r}' - \mathbf{r}_s)$ yields

$$
\tilde{u}_\ell (\mathbf{r}, t) = -\frac{\partial_t}{8\pi^2 c} \int_S d\mathbf{r}' \int_0^{\phi_{\text{cut}}} d\phi \int_0^\pi d\theta \sin \theta \delta \left( t - \hat{\mathbf{k}} \cdot \mathbf{R}_s / c \right)
$$

$$
\ast \delta \left( t - \hat{\mathbf{k}} \cdot \mathbf{r}_o / c \right) \ast \int_S d\mathbf{r}' \delta \left( t + \hat{\mathbf{k}} \cdot \mathbf{r}_s / c \right) \ast q_\ell (\mathbf{r}', t) 
$$

As mentioned earlier, the SST of the source distribution represented by the last convolution in (18.46) can be interpreted as outgoing rays leaving the source sphere. It is seen that for a point source, the SST imposes a direction-dependent shift on $q_\ell (\mathbf{r}, t)$ by an amount of $\hat{\mathbf{k}} \cdot \mathbf{r}_s / c$ which can be incorporated into (18.26). Note that the leftmost convolution in (18.46) is the same as the SST except that the direction
dependency is reversed. Therefore, \( \hat{u}_t(\mathbf{r}, t) \) can be interpreted as a superposition of incoming rays projected onto the observers. However, the use of the interpolation function defined in (18.27) implies that knowledge of the field at the edge of the observation sphere requires knowledge of samples from incoming rays that reside \( p_0 \) samples exterior to the sphere in all directions. Therefore, when working with sampled field representations, constraints (18.43) and (18.44) should be satisfied in terms of \( T'_s \) and \( R'_s = R_s + p_0 c \Delta t \), instead of \( T_s \) and \( R_s \). Translation times should also be computed in terms of the primed quantities.

To efficiently evaluate \( \hat{u}_t(\mathbf{r}, t) \), define

\[
g_i(\mathbf{\hat{k}}, t) = \delta \left( t - \frac{\mathbf{\hat{k}} \cdot \mathbf{r}}{c} \right) \ast \int \frac{d\mathbf{r'}}{S} \delta \left( t + \frac{\mathbf{\hat{k}} \cdot \mathbf{r}}{c} \right) \ast q_i(\mathbf{r'}, t)
\]

\[
= \int \frac{d\mathbf{r'}}{S} \delta \left( t - \mathbf{\hat{k}} \cdot \left( \mathbf{r} - \mathbf{r}' \right) / c \right) \ast q_i(\mathbf{r'}, t)
\]

(18.47)

The function \( g_i(\mathbf{\hat{k}}, t) \) can be interpreted as the time-dependent radiation pattern of a source distribution residing in a sphere of radius \( 2R'_s \). Therefore, \( g_i(\mathbf{\hat{k}}, t) \) is spatially quasi-bandlimited and can be reconstructed to arbitrary precision, provided it is sampled densely enough over the sphere, using the expansion [27]

\[
g_i(\mathbf{\hat{k}}, t) = \sum_{n=0}^{M'} \sum_{m=-M_n}^{M_n} g_i(\mathbf{\hat{k}}_{nm}, t) \Omega_{nm}(\mathbf{\hat{k}})
\]

(18.48)

where the functions \( \Omega_{nm}(\mathbf{\hat{k}}) \) represent bandlimited spherical interpolation functions. As with the temporal interpolants, many different choices for the \( \Omega_{nm}(\mathbf{\hat{k}}) \) exist. One near optimal choice is a combination of the Dirichlet kernel and the cylindrical APS function introduced by Bucci et al. [27], for which

\[
\mathbf{\hat{k}}_{nm} = \hat{x} \sin \theta_n \cos \phi_{nm} + \hat{y} \sin \theta_n \sin \phi_{nm} + \hat{z} \cos \theta_n
\]

(18.49)

\[
\phi_{nm} = m 2\pi / (2M_n + 1)
\]

(18.50)

\[
\theta_n = n 2\pi / (2M'_n + 1)
\]

(18.51)

\[
M' = \text{Int} (\chi_2 M)
\]

(18.52)

\[
M = \text{Int} \left( 2\chi_1 \omega_s R'_s / c \right) + 1
\]

(18.53)

\[
M_n = \text{Int} \left( 2 \left[ \sin \theta_n + (\chi_1 - 1) \sin^{1/3} \theta_n \right] \omega_s R'_s / c \right) + 1
\]

(18.54)

\[
\Omega_{nm}(\mathbf{\hat{k}}) = \begin{cases} 
S_0(\theta) & n = 0 \\
S_n(\theta) D_{M_n}(\phi - \phi_{nm}) + S_n(-\theta) D_{M_n}(\phi + \pi - \phi_{nm}) & n \neq 0
\end{cases}
\]

(18.55)
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\[ D_{M_n}(\phi) = \frac{\sin \left(\frac{(2M_n + 1) \phi}{2}\right)}{(2M_n + 1) \sin \left(\frac{\phi}{2}\right)} \]  

(18.56)

\[ S_n(\theta) = \frac{R_N(\theta - \theta_n, p_s \Delta \phi)}{R_N(0, p_s \Delta \phi)} D_{M'}(\theta - \theta_n) \]  

(18.57)

\[ \Delta \phi = \frac{2\pi}{(2M' + 1)} \]  

(18.58)

\[ R_N(\theta, p_s \Delta \phi) = \sinh \left(\left(2N + 1\right) \sinh^{-1} \sqrt{\sin^2 \left(p_s \Delta \phi / 2\right) - \sin^2 \left(\theta / 2\right)} \right) \]  

(18.59)

In the above, \( \chi_1 > 1 \) is the excess bandwidth factor, \( \chi_2 > 1 \) is the oversampling ratio in elevation, \( p_s \) is an integer that defines the approximate angular extent of \( S_n(\theta) \), and \( N = M' - M \). As with the temporal interpolation functions, \( S_n(\theta) \) can also be truncated for \( |\theta - \theta_n| > p_s \Delta \phi \) yielding a relative interpolation error \( \varepsilon_s \) bounded by

\[ |\varepsilon_s| \leq \frac{1}{\sinh \left(\pi p_s \left(1 - 1/\chi_2\right)\right)} \]  

(18.60)

This error also decreases exponentially fast with increasing \( p_s \). Hence, (18.48) permits local interpolation in elevation in terms of \( 2p_s \) samples.

Substituting expansion (18.48) in (18.46), rearranging the terms, and interchanging the order of summations and integrations yield

\[ \tilde{\eta}(\mathbf{r}, t) = \sum_{n=0}^{M'} \sum_{m=-M_n}^{M_n} \delta \left(t - \frac{\mathbf{k}_{nm} \cdot \mathbf{r}}{c}\right) * T_{nm}(\mathbf{R}_c, t) \]  

(18.61)

* \( \int \delta \left(t + \frac{\mathbf{k}_{nm} \cdot \mathbf{r}}{c}\right) * q(\mathbf{r}', t) \)

where

\[ T_{nm}(\mathbf{R}_c, t) = -\frac{\partial_t}{8\pi^2 c} \int_{0}^{2\pi} d\phi \int_{0}^{\Phi_{nm}} d\theta \sin \theta \ \Omega_{nm}(\mathbf{k}) \delta \left(t - \frac{\mathbf{k} \cdot \mathbf{R}_c}{c}\right) \]  

(18.62)

is the translation function. Since \( \mathbf{k} \cdot \mathbf{R}_c = R_c \cos \theta \), the integral in (18.62) can be evaluated in closed form and the translation function can be succinctly expressed as

\[ T_{nm}(\mathbf{R}_c, t) = -\frac{\partial_t}{4\pi R_c (2M_n + 1)} \Psi_n \left(\cos^{-1} \frac{ct}{R_c}\right) \]  

(18.63)
in the interval \((R_c/c)\cos\theta_{\text{int}} \leq t \leq R_c/c\) with \(\Psi_n(\theta)\) defined as

\[
\Psi_n(\theta) = \begin{cases} 
S_0(\theta) & n = 0 \\
S_n(\theta) + S_n(-\theta) & n \neq 0 
\end{cases} \tag{18.64}
\]

Another useful expression for \(T_{nm}(R_c, t)\) results upon expanding the spatially bandlimited and even functions \(\Psi_n(\theta)\) in a cosine series as

\[
\Psi_n(\theta) = \sum_{k=0}^{M'+N} a_{n,k} \cos(k\theta) \tag{18.65}
\]

Substituting (18.65) into (18.63), and using the relation \(T_k(x) = \cos(k\cos^{-1}(x))\), where \(T_k(x)\) is the \(k\)th-order Chebyshev polynomial, yields

\[
T_{nm}(R_c, t) = -\frac{\partial_t}{4\pi R_c(2M_n + 1)} \sum_{k=0}^{M'+N} a_{n,k} T_k \left( \frac{ct}{R_c} \right) \tag{18.66}
\]

in the interval \((R_c/c)\cos\theta_{\text{int}} \leq t \leq R_c/c\). Equation (18.66) shows that the translation function can be expressed as a finite-order polynomial. The sum in (18.66) can be efficiently evaluated using Clenshaw’s recurrence algorithm [33].

To elucidate the properties of the translation function, the functions \(\Psi_n(\theta)\) are plotted with respect to \(\theta\) for \(n = 0, \ldots, 10, M = 4, M' = 10\), and \(p_s = 3\) in Figure 18.13(a). The corresponding time signals \(\Psi_n(\cos^{-1}(ct/R_c))\) are shown in Figure 18.13(b) as a function of the time parameter \(\tau = ct/R_c\). Clearly, the duration of the translation function is \((1 - \cos\theta_{\text{int}})R_c/c\). If \(\theta_{\text{int}}\) is chosen as outlined in the concluding paragraphs of Section 18.5.1 (i.e., by enforcing the equality in (18.44) for a \(T'_s/cR'_s\) that satisfies constraint (18.43)), this duration equals \(T'_s + 4R'_s/c\). However, a truncated version of \(\Psi_n(\theta)\) may be used because \(S_n(\theta)\) is vanishingly small for \(|\theta - \theta_n| > p_s\Delta\theta\). As can be seen in Figure 18.13, the translation function associated with the directions for which \(\theta_n > \theta_m + p_s\Delta\theta\) vanishes as \(\Psi_n(\theta) \cong 0\) for \(0 < \theta < \theta_{\text{int}}\). The \(\Psi_n(\theta)\) associated with these directions \((n = 7, \ldots, 10)\) are plotted with dash-dotted lines in Figure 18.13. For other directions, the nonvanishing portion of \(\Psi_n(\theta)\) in the interval \(0 < \theta < \theta_{\text{int}}\) contributes to the translation function and is plotted with a solid line in Figure 18.13. Note, however, that for these directions, the duration of the translation function may become much shorter than \(T'_s + 4R'_s/c\). Also, if \(T'_s\) is fixed, constraint (18.44) dictates that, as the spheres move further apart, the number of contributing directions decreases.

The above analysis can easily be extended to source and observation spheres for which \(R_c\) is not aligned with the \(z\)-axis. One approach is to use interpolation functions that are windowed in both elevation and azimuth instead of the above introduced interpolants that are windowed solely in elevation. Alternatively, instead of relying on the bandlimited nature of the far field interpolation functions to bandlimit
the translation operator as in the above derivation, the translation operator can be explicitly bandlimited and the integration over the sphere performed using an exact quadrature formula. This procedure, which was demonstrated in Section 18.3.2, leads to a translation function for which the angular and temporal dependences can be expressed in terms of Legendre polynomials as in (18.23). This derivation is akin to the traditional construction of windowed translation operators for frequency domain fast multipole methods [6, 8, 34].

18.6 IMPLEMENTATION OF THE WINDOWED PWTD-ENHANCED MOT SCHEMES

This section describes the practical implementation of the windowed PWTD algorithm and studies the computational complexity of MOT schemes supplemented with this algorithm in two-level and multilevel settings. It should be clear that using the windowed translation operator requires only minor changes to the algorithms described in Section 18.4. Therefore, the algorithms described there will not be repeated here. Instead, the use of the windowed PWTD for evaluating fields at multiple observers due to multiple sources residing in geometrically separate observation and
source spheres will be detailed in Section 18.6.1. Then, the computational complexities of the two-level and multilevel schemes using the windowed PWTD algorithm will be briefly derived in Sections 18.6.2 and 18.6.3, respectively.

### 18.6.1 Sphere-to-Sphere Translation

This section outlines a sequence of operations leading to a successful implementation of the windowed PWTD algorithm for computing observer fields. The setting is again as described in Section 18.3.1 and illustrated in Figure 18.5. It is assumed that \( q(\mathbf{r}, t) \) consists of \( M_s \) point sources located at \( \mathbf{r}_j^s, j = 1, \ldots, M_s \), distributed throughout the source sphere and characterized by temporal signatures \( f_j^s(t) \); that is,

\[
q(\mathbf{r}, t) = \sum_{j=1}^{M_s} f_j^s(t) \delta(\mathbf{r} - \mathbf{r}_j^s) \tag{18.67}
\]

It is assumed that the spectra of all \( f_j^s(t) \) vanish for \( \omega > \omega_{\text{max}} \). The field due to \( q(\mathbf{r}, t) \) is to be evaluated at \( M_o \) observers located at \( \mathbf{r}_i^o, i = 1, \ldots, M_o \), distributed throughout the observation sphere. To simplify the notation, the positions of the source and observation points relative to their respective sphere centers are denoted by \( \mathbf{r}_j^s = \mathbf{r}_j^s - \mathbf{r}_s \) and \( \mathbf{r}_i^o = \mathbf{r}_i^o - \mathbf{r}_o \).

Direct evaluation of the fields at all \( M_o \) observers for all \( N_t \) time steps is a computationally expensive task as its cost scales as \( O(M_s M_o N_t) \), which is of \( O(N_t M_o^2) \) if \( M_o \propto M_s \). Alternatively, the fields at the \( M_o \) observers can be evaluated using (18.61), which, for the source density expressed by (18.67), takes the form

\[
\tilde{u}_0(\mathbf{r}_o^i, t) = \sum_{m=0}^{M'} \sum_{m=-M_s}^{M_s} \delta \left( t - \hat{k}_{nm} \cdot \mathbf{r}_o^i / c \right) * T_{nm}(\mathbf{R}_e, t) * \sum_{j=1}^{M_s} \delta \left( t + \hat{k}_{nm} \cdot \mathbf{r}_j^s / c \right) * f_j^s(t) \tag{18.68}
\]

where it is assumed that each source signal \( f_j^s(t) \) is broken up into \( L \) subsignals \( f_j^s(t), j = 1, \ldots, M_s \). Equation (18.68) is the crux of the PWTD algorithm and indicates that the fields within the observation sphere can be constructed via a three-step process consisting of source aggregation, ray translation, and ray disaggregation. The aggregation step, which is represented by the innermost summation in (18.68), maps the source subsignals onto a set of time-dependent plane waves—henceforth termed subrays—propagating along the \( \hat{k}_{nm} \) vectors. The translation step is carried out by convolving these subrays with the translation functions given in (18.66). The disaggregation process can be viewed as the reverse of the aggregation process and maps a set of incoming rays onto observer locations.
To implement this algorithm for a given \( R_x' \) and \( R_v \), a \( T_e' \) is selected which (1) satisfies constraint (18.43) and for which (2) \( R_x'/(cT_e') \) is of \( O(1) \). If it is impossible to satisfy both of these conditions, the fields in the observer sphere should be computed using classical procedures, as the PWTD becomes less efficient. Next, a \( \theta_{\text{incl}} \) is computed by enforcing the equality in constraint (18.44). The following three operations are then performed for all \( L \) time intervals:

1. Compute the sampled SST of the source distribution for all ray directions [i.e., perform the rightmost convolution and carry out the innermost summation in (18.68)].

2. At \( t = t_{\text{trans}} \), convolve each subray with the translation function on a direction-by-direction basis, and add the resulting subrays onto incoming rays which propagate through the observation sphere [i.e., perform the middle convolution in (18.68)]. While in certain cases it is advantageous to perform this convolution directly in the time domain, it is assumed here that the convolution is performed using an FFT. However, care should be exercised as the translation function is not bandlimited and cannot be sampled without aliasing. On the other hand, since each subray is bandlimited, so is the result of the convolution. In practice, the Fourier transform of the translation function is evaluated analytically at the frequency points required by the FFT. This is efficiently accomplished by locally expanding the translation function in terms of a small set of orthogonal polynomials whose Fourier transforms are well defined. Note that this operation translates each subray onto an incoming ray that propagates in the same direction, analogous to diagonal frequency domain fast multipole translation operators.

3. Evaluate the fields at the observers as the incoming rays travel across the observation sphere [i.e., perform the leftmost convolution and summations in (18.68)].

Note that each subray can be at most \((2R_x'/c + T_e')/\Delta t\) time steps long. Furthermore, as discussed in Section 18.5.2, the translation function associated with each ray direction is \((4R_x'/c + T_e')/\Delta t\) time steps long. By virtue of the choice \( cT_e' \propto R_x' \), both the subray duration and the translation function length scale as \( O(M_j^I) \). From (18.48), it is seen that the number of ray directions \( D_s \) equals \( \sum_{n=0}^{M'} (2M_n + 1) \). Using (18.52)–(18.54), it can be shown that \( D_s \) is proportional to the surface area of each sphere [i.e., \( D_s \propto (R_x'/c\Delta t)^2 \)].

Since the aggregation step maps \( M_s \) source subsignals onto \( D_s \) subrays, its computational cost scales as \( O(M_j^I M_s D_s) \). The dominant cost in the translation step is due to the convolution and scales as \( O(M_j^I \log M_j^I) \) if evaluated using an FFT. This operation is performed for all \( D_s \) directions, yielding a computational complexity of \( O(D_s M_j^I \log M_j^I) \). The disaggregation step has the same complexity as the aggregation step.
For a surface scatterer, the number of sources or observers in a sphere is proportional to the surface area of the sphere \[ \text{i.e., } M_s \propto \left( \frac{R_s}{c} \right)^2 \]. This implies that \( M_1' \propto \sqrt{M_s} \), and that \( D_s \propto M_s \). It can be verified that the costs of the aggregation and dissaggregation processes dominate that of the translation process and that the cost of evaluating the observed fields for one subsignal using PWTD algorithm scales as \( O(M_1'M_s^2) \). Hence, the cost of evaluating the fields due to all \( L \) subsignals scales as \( O(N_1'M_s^2) \). This cost is no less than that of the classical algorithm. Nonetheless, the PWTD scheme permits the reuse of SST information, which results in a reduction of the computational complexity when applied in an integral equation setting.

However, as noted previously, not all outgoing rays contribute to the observed fields if use is made of the windowed character of the translation operator. In fact, as is evident in Figure 18.12, the number of subrays that need to be translated shrinks to a constant as the ratio of the distance between the spheres and the sphere radii increases. Under these circumstances, \( D_s \) can be assumed constant and omitted in the above complexity estimates; hence, the computational complexity of computing the fields associated with one time interval scales as \( O(M_1'M_s) \), and that of all \( L \) subsignals combined scales as \( O(N_1'M_s) \). Note that the aim of achieving a more efficient algorithm than the standard PWTD algorithm has been achieved through windowing.

A series of numerical experiments was conducted to validate and examine accuracy versus efficiency trade-offs in the windowed PWTD algorithm. To this end, six point sources with Gaussian time signatures \( f^j(t) = \exp\left[ -\left( t - 7.75\sigma \right)^2 / 2\sigma^2 \right] \), \( j = 1, \ldots, 6 \), were distributed in the \( yz \)-plane on the surface of a spherical region in space whose center was at \( (x, y, z) = (0, 0, -20) \) m and whose radius was \( R_s = 1 \) m. This region is dubbed the source sphere. The time function was characterized by \( \sigma = 2.12 \) ns, which yields a pulse with a duration (full-width between half maximum) of 5 ns. For all practical purposes, this pulse can be assumed to be bandlimited to \( \omega_{\text{max}} = 600\pi \times 10^9 \) rad/s. The time step size \( \Delta t \) is fixed at 0.5 ns and the wave speed of the medium is chosen to be \( c = 3 \times 10^8 \) m/s. It was assumed that all the observers would be confined within a 1m radius around the origin, dubbed the observation sphere. For a sampled field representation, this choice of parameters yields \( t_{\text{trans}} = 120\Delta t + IT_s - 2R \Delta t \). The radiated fields were evaluated throughout a 12m \( \times \) 12m region in the \( yz \)-plane centered about the observation sphere center. The normalized error in each observer response was calculated by dividing the \( L_2 \) norm of the difference between the exact fields and those computed using the PWTD algorithm by the \( L_2 \) norm of the exact fields. Error distributions for cases, in which the parameters defining the temporal and spherical interpolation functions were chosen to yield \( 10^{-4}, 10^{-5}, 10^{-8}, \) and \( 10^{-10} \) accuracy, are plotted throughout the square observation domain in Figure 18.14. The location of the observation sphere is also depicted in these figures, and it is seen that for all four cases the desired accuracy is obtained throughout the observation sphere. Note that the structure of the error depicted in Figure 18.14 is quite different than that shown in Figure 18.8. This is due
to the fact that the algorithm there relied on a Whittaker-type expansion rather than a finite-cone representation of the field as done here.

18.6.2 A Two-Level Windowed PWTD-Enhanced MOT Algorithm

Now that the applicability of the windowed PWTD algorithm has been verified for a pair of source and observation groups, we will demonstrate that this algorithm results in lower computational complexities than those obtained by the nonwindowed PWTD algorithm when applied to the analysis of scattering from large surfaces using time-domain integral-equation schemes like MOT.

**Figure 18.14** Logarithm (base 10) of normalized errors observed in a region enclosing the observation sphere (black circle) for several cases with estimated accuracy levels of (a) $10^{-4}$, (b) $10^{-6}$, (c) $10^{-8}$, and (d) $10^{-10}$. 
The first step in forming the two-level scheme is to subdivide the scatterer into subscatterers or groups and to identify near field and far field pairs. This step was described in detail in Section 18.4.1 and illustrated in Figure 18.9. The next step is to evaluate the near field interactions. Clearly, this process is independent of how the PWTD algorithm is implemented. Hence, its computational complexity will still scale as $O(N_l N_s M_s)$. The far field interactions are evaluated through the aggregation, translation, and disaggregation stages for each far field pair as described in the previous section. Of these three stages, only the translation process will be different from that of the nonwindowed two-level scheme. The aggregation and disaggregation stages will not change since—although only a limited number of rays will be translated from one group to the other—the rays propagating in all directions still need to be formed for each group. This is due to the fact that an outgoing ray of, say, group $\gamma$ might not be translated to group $\gamma'$ but is needed for translation to another group. Similarly, a group might receive only a limited number of incoming rays from a particular group but the contributions from other interactions might produce incoming rays in all directions. Therefore, the cost scaling of the aggregation and disaggregation stages will be again $O(N_l N_s M_s)$ as in the nonwindowed case.

The cost scaling of the translation process, however, will be lower than the $O(N_l N_s^2 M_s^{-1} \log N_s)$ complexity of the nonwindowed two-level scheme, because in the present algorithm not all plane waves need to be translated from one group to another. Indeed, as the interacting groups move further apart, the number of plane wave components that participate in translation shrinks to a constant. $^1$ This yields a reduction in complexity by a factor proportional to $M_s$. That is, the cost of the translation stage now scales as $O(N_l N_s^2 M_s^{-2} \log N_s)$, and the total cost associated with the computation of the fields at all the observers asymptotically scales as

$$c_1 (N_l N_s M_s) + c_2 (N_l N_s^2 M_s^{-2} \log N_s)$$  \hspace{1cm} (18.69)

where $c_1$ and $c_2$ are machine and program dependent constants. It can be verified that for the algorithm described above, the optimal number of unknowns per group is $M_s \propto N_s^{1/3}$, and the total cost of the field computation scales as

$$C_T \propto N_l N_s^{4/3} \log N_s$$  \hspace{1cm} (18.70)

### 18.6.3 A Multilevel Windowed PWTD-Enhanced MOT Algorithm

It was shown in the previous section that the only difference between the windowed and nonwindowed two-level schemes was the translation process. This is, in essence,

$^1$Note that, for source and observation spheres that are not separated by a distance that is very large compared to the sphere radius, the number of rays that need to be translated becomes larger than the constant assumed in the derivation of (18.69). However, it can be shown through a more rigorous derivation that this effect does not alter the derived complexity estimate.
also true for the multilevel scheme. However, the source of computational savings in the multilevel scheme is quite different than that in the two-level case. In the two-level scheme, the savings stemmed from the observation that the number of rays that need to be translated shrinks to a constant as the distance between the source and observer groups increase. In a multilevel setting, as the ratio of the maximum group separation to the group size remains constant, the same observation does not help reduce the computational burden. Here, the key observation is that as the group size increases, the temporal extent of the translation function remains a constant. Indeed, when the truncated version of $\Psi_n(\theta)$ is used in forming the translation functions (see Section 18.5.2), the length of these windowed translation functions scales as $(R_c/c) p_s \Delta \theta \theta_{int}$ for sufficiently large scatterers. Since, in a multilevel setting, $R_c$ scales as $R_s$, $\Delta \theta$ scales as $1/R_s$, and $p_s$ and $\theta_{int}$ remain constant for all levels, the translation function length is of $O(1)$. Therefore, directly convolving each subray with the translation function in the time domain will be more efficient than using an FFT, reducing the cost per subray translation from $O(M_s^2(i) \log M_s^2(i))$ to $O(M_s^2(i))$. Hence, the cost of performing all the translations in a scattering analysis reduces to $O(N_s \log N_s)$. Unfortunately, this reduction alone is not sufficient to reduce the complexity of the whole scattering analysis because, as elucidated in Section 18.4.2, the cost of performing the interpolation and anterpolation operations in the multilevel setting also scale as $O(N_s^2 \log N_s)$. This cost scaling can also be reduced to $O(N_s \log N_s)$ by using local interpolation/interpolation schemes for radiated fields over the sphere [7, 27]. This reduction comes at the expense of a modest (constant) increase in the number of directions at each level due to oversampling. Hence, the total computational complexity of a scattering analysis using the windowed PWTD algorithm in a multilevel framework turns out to be

$$O(N_s \log N_s) \quad (18.71)$$

18.7 SUMMARY

This chapter introduced two PWTD algorithms and outlined their incorporation into existing MOT algorithms to considerably reduce the computational complexity associated with the evaluation of RTBIs and the analysis of transient surface scattering phenomena. This reduction in cost is achieved through expansion of transient wave fields in terms of a propagating plane wave basis that is characterized by a diagonal translation operator. The translation function derived for the (nonwindowed) PWTD algorithm turns out to be the Fourier transform of the regular part of the frequency domain, fast multipole method, translation function, and it gives rise to an anticausal ghost signal. Properly sectioning the source signal into subsignals and translating each subsignal separately isolates the ghost signals, which are then time-gated out. The applications of the proposed plane wave expansions on a subsignal basis are formulated as three-stage PWTD algorithms that facilitate ghost-free
evaluation of transient fields. It is illustrated both theoretically and experimentally that these algorithms permit the reconstruction of transient fields to arbitrary precision. Incorporation of the (nonwindowed) PWTD algorithm into the classical MOT scheme in a two-level setting permits the analysis of surface scattering phenomena in $O(N_t N_s^{1.5} \log N_s)$ operations as opposed to $O(N_t N_s^2)$ operations required by the classical method. The ideas underlying the two-level algorithm are extended into a multilevel framework thereby enabling a further reduction of the computational complexity to $O(N_t N_s \log^2 N_s)$. Employing the windowed PWTD algorithm further reduces the complexities of the two-level and multilevel schemes to $O(N_t N_s^{4/3} \log N_s)$ and $O(N_t N_s \log N_s)$, respectively. The efficacy of these schemes will be demonstrated in the next chapter.

REFERENCES


descent path algorithm,” *Proc. IEEE Antennas and Propag. Int. Symp.*, vol. 3,

10. V. Jandhyala, E. Michielssen, and B. Shanker, “A combined steepest descent-fast
multipole algorithm for the analysis of three-dimensional scattering by rough

fields using diagonal translation operators,” *J. Comp. Phys.*, vol. 146, pp. 157–

12. A. A. Ergin, B. Shanker, and E. Michielssen, “The plane wave time domain
algorithm for the fast analysis of transient wave phenomena,” *IEEE Antennas

13. S. M. Rao and D. R. Wilton, “Transient scattering by conducting surfaces of

14. B. Rynne, “Time domain scattering from arbitrary surfaces using the electric field
integral equation,” *J. Electromag. Waves Applicat.*, vol. 5, no. 1, pp. 93–112,


16. A. A. Ergin, B. Shanker, K. Aygun, and E. Michielssen, “Computational com-
plexity and implementation of two-level plane wave time domain algorithm for
scalar wave equation,” *Proc. IEEE Antennas and Propag. Int. Symp.*, vol. 2,

scattering from electrically large structures using the plane wave time domain
algorithm,” in *Proc. IEEE Antennas and Propag. Int. Symp.*, vol. 2, Atlanta,

18. S. P. Walker, “Developments in time domain integral-equation modeling at Im-

to reduce the scaling of cost with frequency,” *IEEE Antennas Propagat. Mag.*, vol. 39,

20. V. Rokhlin, “Diagonal forms of translation operators for the Helmholtz equation


19

Plane-Wave Time-Domain Algorithm Enhanced Time-Domain Integral Equation Solvers

Balasubramaniam Shanker, A. Arif Ergin, Kemal Aygün, and Eric Michielssen

19.1 INTRODUCTION

Numerical methods for analyzing electromagnetic transients find widespread engineering applications ranging from the analysis of broadband scattering to the design of modern antennas to the study of nonlinear phenomena and more. These methods typically are based either on differential equations (DEs) [1, 2] or integral equations (IEs) [3–5]. Historically, DE methods have been favored over their IE counterparts (the vast majority of which are marching-on-in-time (MOT) methods [3]) as the latter often were found to be unstable [6] and highly expensive in application [7]. IE-based techniques, however, offer unmistakable advantages over DE-based methods when applied to the analysis of homogeneous/surface scatterers. First, IE solvers only require a discretization of the scatterer surface rather than a volume enclosing the latter, which results in a sharp decrease in the number of unknowns when compared to DE methods. Second, IE techniques automatically impose the radiation condition, hence, there is no need for (approximate local) absorbing boundary conditions that are required in the truncation of finite grids used by DE methods. Their intrinsic qualities notwithstanding, time-domain integral equation (TDIE)-based techniques have not
Fast and Efficient Algorithms in CEM

enjoyed widespread application, even in the study of surface scattering phenomena. This is in large part due to two principal reasons: (1) many MOT schemes have been shown prone to late time instabilities, and (2) the cost associated with classical MOT schemes scale unfavorably with problem size.

Over the past several years a considerable research effort has been expended on eliminating the aforementioned drawbacks of MOT solvers. Many a study has deepened our understanding of the origins of MOT instabilities and new methods have been proposed for confronting them (see [6, 8–12] and references therein). A series of recent papers by Walker’s group demonstrates that MOT schemes for solving magnetic field integral equations (MFIEs) can be stabilized for “all practical purposes” by relying on accurate spatial integration rules and implicit time stepping methods [12, 13]. Likewise, it has been shown that the MOT schemes for solving the electric field integral equation (EFIE) can be stabilized albeit with a little more difficulty [11, 14–16].

While improvements in ensuring the accuracy and stability of the time marching schemes are necessary, alleviating the computational complexity of MOT schemes is imperative if these schemes are to be used for large scale analysis. It is well known that the cost of analyzing transient scattering for $N_t$ time steps from an object whose surface current is discretized in terms of $N_s$ spatial unknowns scales as $O(N_s N_t^2)$. As a result, MOT solvers quickly swamp the available computational resources when applied to large scale scattering problems. Recently, Walker proposed a scheme for amortizing the cost of MOT scheme by discounting noninteracting portions of the scatterer; however, while this scheme has been used for analyzing scattering from a class of interesting scatterers, it is heuristic in nature. The problem of reducing the computational complexity of time domain solvers is very similar to the those that plagued the widespread applicability of classical method of moments to large-scale scattering and radiation problems. These problems have largely been overcome by the fast multipole method (FMM) that achieves significant reduction in complexity by expressing radiated fields in terms of plane waves [17, 18]. Our recent efforts have focused on developing an analogous scheme for solving time domain problems. Indeed, recently we introduced the plane-wave time-domain (PWTD) algorithm [19] that exploits similar ideas to arrive at a reduced complexity scheme for scalar fields. Since then, this scheme has been applied to solving a host of practical problems ranging from transient acoustic [20] and electromagnetic scattering analysis [21] to EMI/EMC analysis [22].

An accidental by-product of our efforts to develop novel computation schemes for large-scale analysis was the development of a time domain combined field integral equation (CFIE), whose solution is free of corruption by resonant modes when it is used for analyzing transient scattering from closed bodies. The presence of resonance modes was investigated earlier to determine whether they would contribute to instabilities that were observed while solving either the EFIE or the MFIE [6, 10]. Indeed, it is eminently possible that the MOT schemes for solving these equations
would be unstable if the singularity expansion method poles that characterize the resolvent of the corresponding integral equation drifted into the right-half plane by virtue of numerical approximations. Poles describing interior resonances are prime candidates as they reside on the imaginary axis. Implicit schemes for solving the MFIE are virtually always stable and tend to avoid undesirable pole displacements (unfortunately the same is not true of EFIE). However, the presence of cavity modes adversely affects the accuracy of the solutions. While in theory cavity modes are never excited upon external illumination, practical numerical schemes will develop solutions that correspond to these perturbed solutions [23]. So while these solutions are not necessarily unstable, they are inaccurate.

The twin objectives of this chapter are as follows:

1. To develop a CFIE and demonstrate that using this equation to analyze transient scattering from closed bodies yields an accurate solution;

2. To elucidate the PWTD-scheme as it applies to the solution of the vector wave equations, cast it into a framework wherein it can be incorporated into existing MOT schemes with facile ease, and demonstrate that the PWTD-augmented MOT scheme is efficient both in terms of memory and computational complexity. Sufficient details are presented to facilitate implementation.

The proposed objectives are met by analyzing transient scattering from electrically large perfect electrically conducting (PEC) bodies that reside in free space, and all results are obtained using an implicit time marching scheme. This chapter is organized as follows: Section 19.2 will describe the EFIE, MFIE and CFIE, and the MOT procedure that is used to solve these equations. Section 19.3 details the PWTD algorithm, its practical implementation within the context of an MOT solver, and the theoretical computational complexity of the resulting scheme. Several numerical results are presented in Section 19.4. These serve to demonstrate the accuracy of the CFIE, and the applicability of the PWTD scheme for large scale scattering. Theoretical complexity estimates are validated via numerical experiments. Finally, Section 19.5 summarizes ideas presented in this chapter.

19.2 FORMULATION

In this section, three surface IEs for analyzing transient electromagnetic scattering phenomena—namely, an EFIE, an MFIE, and a CFIE—are introduced. It is argued that contrary to the EFIE and the MFIE, the CFIE cannot support interior cavity modes. An MOT scheme for solving these equations is presented, together with a brief discussion on the stability properties of these equations.
19.2.1 Integral Equations

Consider a closed PEC body (Figure 19.1) with surface $S$ residing in free space. In what follows, $\hat{n}$ denotes an outward pointing position dependent normal to $S$, and $S_-$ and $S_+$ are hypothetical surfaces that are conformal to, but residing just inside and outside $S$, respectively. An impressed field with electric and magnetic components $\{E^f(r,t), H^f(r,t)\}$ that is temporally bandlimited to $f_{max}$ impinges on $S$. The surface current $J(r,t)$ that is induced on $S$ by virtue of this interaction generates a scattered field $\{E^s(r,t), H^s(r,t)\}$ that is fully characterized by the vector potential $A(r,t)$:

$$ A(r,t) = \frac{\mu_0}{4\pi} \int_S dS' \frac{J(r',\tau)}{R} $$

(19.1)

where $R = |r-r'|$, $\tau = t - R/c$ denotes the retarded time, $c$ is the speed of light, and $\mu_0$ is the permeability of free space. In what follows, it is assumed that the incident field does not interact with $S$ for $t \leq 0$ [i.e., $J(r,t) = 0$ for $t \leq 0$].

![Figure 19.1](image)

Figure 19.1 Generic scattering problem description.

A time domain EFIE can be constructed by expressing the scattered electric field $E^s(r,t)$ in terms of $A(r,t)$ as

$$ E^s(r,t) = -\int_0^t dt' (\partial_r^2 I - c^2 \nabla \nabla) \cdot A(r,t') $$

(19.2)

where $I$ is the identity dyad. Enforcing the total electric field tangential to $S$ to vanish (the same condition holds on both $S_-$ and $S_+$) yields

$$ \hat{n} \times \hat{n} \times E^s(r,t) = -\hat{n} \times \hat{n} \times E^s(r,t) \quad \forall r \in S, S_-, S_+ $$

(19.3)
Combining (19.1)–(19.3), and denoting $\mathcal{V}_e \{ \mathbf{E}^i(\mathbf{r}, t), \mathbf{H}^i(\mathbf{r}, t) \} = \hat{\mathbf{n}} \times \hat{\mathbf{n}} \times \mathbf{E}^i(\mathbf{r}, t)$ results in the following EFIE:

$$\mathcal{V}_e \{ \mathbf{E}^i(\mathbf{r}, t), \mathbf{H}^i(\mathbf{r}, t) \} = \mathcal{L}_e \{ \mathbf{J}(\mathbf{r}, t) \} \quad \forall \mathbf{r} \in S, S_-, S_+ \quad (19.4a)$$

where

$$\mathcal{L}_e \{ \mathbf{J}(\mathbf{r}, t) \} = \hat{\mathbf{n}} \times \hat{\mathbf{n}} \times \left\{ \frac{\mu_0}{4\pi} \int_0^t dt' \int_S dS' \left( \partial_{t'}^2 \mathbf{I} - v^2 \nabla \nabla \right) \cdot \frac{\mathbf{J}(\mathbf{r'}, t' - R/c)}{R} \right\} \quad (19.4b)$$

Equation (19.4) not only holds true for closed $S$, but also for open structures.

A time domain MFIE can be constructed by expressing the scattered magnetic field $\mathbf{H}^s(\mathbf{r}, t)$ in terms of $\mathbf{A}(\mathbf{r}, t)$ as

$$\mathbf{H}^s(\mathbf{r}, t) = \frac{1}{\mu_0} \nabla \times \mathbf{A}(\mathbf{r}, t) \quad (19.5)$$

and by enforcing the condition that the total magnetic field tangential to $S_-$ vanishes; that is,

$$\hat{\mathbf{n}} \times \mathbf{H}^s(\mathbf{r}, t) = -\hat{\mathbf{n}} \times \mathbf{H}^s(\mathbf{r}, t) \quad \forall \mathbf{r} \in S_- \quad (19.6)$$

Using (19.1), (19.5), and (19.6), and denoting $\mathcal{V}_h \{ \mathbf{E}^i(\mathbf{r}, t), \mathbf{H}^i(\mathbf{r}, t) \} = \hat{\mathbf{n}} \times \mathbf{H}^i(\mathbf{r}, t)$, the following MFIE can be derived [24]:

$$\mathcal{V}_h \{ \mathbf{E}^i(\mathbf{r}, t), \mathbf{H}^i(\mathbf{r}, t) \} = \mathcal{L}_h \{ \mathbf{J}(\mathbf{r}, t) \} \quad \forall \mathbf{r} \in S_- \quad (19.7a)$$

where

$$\mathcal{L}_h \{ \mathbf{J}(\mathbf{r}, t) \} = -\frac{1}{4\pi} \int_S dS \left[ \frac{1}{\varepsilon R^2} \partial_{\mathbf{r}} \mathbf{J}(\mathbf{r'}, \tau) + \frac{1}{R^3} \mathbf{J}(\mathbf{r'}, \tau) \right] \times (\mathbf{r} - \mathbf{r'}) \quad (19.7b)$$

where $\partial_{\mathbf{r}} \mathbf{J}(\mathbf{r'}, \tau) \Rightarrow \partial \mathbf{J}(\mathbf{r'}, t)/\partial t |_{t=\tau}$. The singularity expansion method shows that solutions to the homogeneous time domain EFIE and MFIE are characterized by the poles of the resolvent of $\mathcal{L}_e$ and $\mathcal{L}_h$ [23], respectively. Of course, some of these poles lie close to the right half-plane, and those that are on the imaginary axis correspond to the frequencies of the interior cavity modes that the EFIE and MFIE support. It has been established that in theory the incident field does not couple to the interior modes [23]. Unfortunately, because of two important effects, the situation changes drastically when (19.4) and (19.7) are solved numerically. First, inaccuracies inherent to a numerical scheme will result in shifting of the system poles, some of which may end up in the right half-plane, which is problematic as this leads to instabilities. It has been argued that as inaccuracies are more substantial at higher frequencies, the movement of the poles associated with these frequencies will be larger [6, 25]. The size of the time step that is chosen for simulation is thus crucial. Smaller time steps (that are used in
explicit schemes) model higher frequencies than larger ones (that are used in implicit schemes). Thus, explicit MOT schemes lead to larger pole displacement which renders these techniques virtually always unstable. In contrast, Bluck and Walker [12] experimentally demonstrate that implicit schemes are for all practical purposes stable, which implies that the pole displacement into the right half plane due to these schemes is substantially smaller. Second, in a numerical framework, the incident field does couple to the perturbed interior modes that are supported by the EFIE and MFIE. While this does not necessarily lead to unstable behavior when implicit methods are used, it does follow that the solution can be corrupted by the presence of perturbed cavity modes. The actual level of excitation of these modes depends heavily on the details of the implementation. Bluck and Walker [12] report schemes that appear rather insensitive though not totally immune to the excitation of these resonance. In contrast, as will be demonstrated in Section 19.4, our flat-panel triangular-patch implicit MOT implementation does pick up resonances, albeit often in only minute quantities. However, we conjecture that any EFIE/MFIE implementation will pick up these modes provided that the incident pulse contains sufficient energy in the frequency band near these resonances.

To combat this resonance problem, a time domain CFIE is constructed in analogy to its frequency domain counterpart by combining the EFIE and MFIE as

\[ -\beta/\eta_0 \hat{n} \times \mathbf{E} (\mathbf{r}, t) + \hat{n} \times \mathbf{H} (\mathbf{r}, t) = 0 \quad \forall \mathbf{r} \in S_- \]  

(19.8)

where the superscript \( t \) is used to denote the total field (i.e., sum of the incident and the scattered fields), and \( \eta_0 = \sqrt{\mu_0/\epsilon_0} \) is the intrinsic impedance of the free space, introduced in (19.8) for scaling purposes, and \( \beta \) is a positive (real) constant that is greater than zero. Denoting \( \mathcal{V}_c \{ \mathbf{E}' (\mathbf{r}, t), \mathbf{H}' (\mathbf{r}, t) \} = -\beta/\eta_0 \mathcal{V}_c \{ \mathbf{E} (\mathbf{r}, t), \mathbf{H} (\mathbf{r}, t) \} + \mathcal{V}_b \{ \mathbf{E} (\mathbf{r}, t), \mathbf{H} (\mathbf{r}, t) \} \), this CFIE reads

\[ \mathcal{V}_c \{ \mathbf{E}' (\mathbf{r}, t), \mathbf{H}' (\mathbf{r}, t) \} = \mathcal{L}_c \{ \mathbf{J} (\mathbf{r}, t) \} \quad \forall \mathbf{r} \in S_- \]  

(19.9a)

where

\[ \mathcal{L}_c \{ \mathbf{J} (\mathbf{r}, t) \} = -\beta/\eta_0 \mathcal{L}_c \{ \mathbf{J} (\mathbf{r}, t) \} + \mathcal{L}_b \{ \mathbf{J} (\mathbf{r}, t) \} \]  

(19.9b)

As pointed out before, when numerically solving (19.4) and (19.7), poles corresponding to the resonance frequencies of the cavity formed by \( S \) can be excited. On the other hand, our numerical results indicate that, for all structures tested, the solution to the CFIE is free of cavity modes. As with the frequency domain CFIE [23], \( \beta > 0 \) resulted in a resonant free solution.

An earlier investigation into the use of the CFIE was presented by Vechinski and Rao in [26]. There, the authors used

\[ -\beta/\eta_0 \hat{n} \times \mathbf{E} (\mathbf{r}, t) + \hat{n} \times \partial_t \mathbf{H} (\mathbf{r}, t) = \partial_t \mathcal{L}_c \{ \mathbf{J} (\mathbf{r}, t) \} \quad \forall \mathbf{r} \in S_- \]  

(19.10)

for the analysis of 2D scattering instead of (19.9). The purpose of the analysis presented in [26] was to determine whether the late–time instabilities commonly
encountered in MOT schemes that rely on explicit time stepping can be overcome by using a combined field formulation. In this regard, no benefit from using a CFIE was observed. This can again be explained using the arguments put forth by Rynne and Smith [6]. A CFIE formulation only eliminates the poles that lie on the imaginary axis corresponding to the interior cavity modes, and does not affect the location of the poles describing the exterior problem. As the MOT scheme prescribed in [26] relies on an explicit time-marching scheme, it is conjectured that the poles of the resolvent that lie close to the imaginary axis easily shift into the right half-plane, thereby generating instabilities. As a result, little benefit is observed from using a resonance suppressing integral equation method. Finally, experiments indicate that our implicit time stepping scheme for solving (19.9) yields a more accurate solution than that of (19.10), based upon otherwise very similar implementation choices; it is for this reason that in this work (19.9) was selected over (19.10).

19.2.2 Marching-on-in-Time Formulation

This section develops a classical MOT-based scheme [6, 27, 28] for solving the integral equations (19.4a), (19.7a), (19.9a). Throughout this section, a subscript is used to represent quantities associated with the EFIE, MFIE, and CFIE, respectively. As a first step towards solving these equations using an MOT scheme, spatial and temporal variations of the current are represented in terms of basis functions $S_n(r), n = 1, \cdots, N_s$, and $T_j(t), j = 1, \cdots, N_t$, as

$$\mathbf{J}(r, t) = \sum_{j=1}^{N_s} \sum_{n=1}^{N_t} I_{n, j} S_n(r) T_j(t)$$

(19.11)

Here, $I_{n, j}$ is the weight associated with the space-time basis function $S_n(r)T_j(t)$. Denoting the surface area of the scatterer by $S_a$, the number of spatial basis functions is chosen as $N_s \propto S_a f_{\text{max}}/c^2$ to ensure a discretization dense enough to represent the current at $f_{\text{max}}$. Furthermore, assuming that $\mathbf{J}(r, t)$ resides on $S$ for $0 < t < T$ and becomes vanishingly small thereafter, the number of temporal samples is chosen as $N_t \propto T f_{\text{max}}$.

Rao-Wilton-Glisson functions, which in the past have been used extensively in both frequency and time domain analysis [27, 29], are chosen to model the spatial variation of the current. To this end, $S$ is approximated in terms of flat triangular panels, and one basis function $S_n(r)$ associated with each edge joining two triangles:

$$S_n(r) = \begin{cases} \frac{I_n}{2A_n} \rho_n^+(r) & \text{for } r \in \Gamma_n^+ \\ \frac{I_n}{2A_n} \rho_n^-(r) & \text{for } r \in \Gamma_n^- \\ 0 & \text{elsewhere} \end{cases}$$

(19.12)
where \( l_n \) is the length of the common edge between the triangles \( \Gamma_n^+ \) and \( \Gamma_n^- \), \( A_n^\pm \) is the area of the triangle \( \Gamma_n^\pm \), and \( \rho_n^\pm (r) \) is the position vector with respect to the free vertex of the corresponding triangle [27]. Linearly interpolating (triangular) functions are used to represent the temporal variation of the current, i.e., \( T_j(t) = T(t - j \Delta_t) \), where \( \Delta_t = T_t / N_t \) is the time step size, and \( T(t) = 1 \) for \( t = 0 \) and linearly interpolates to zero at \( t = \pm \Delta_t \).

Substituting (19.11) in (19.4), (19.7), (19.9), and using a spatial Galerkin testing procedure at \( t_j = j \Delta_t \), leads to a set of equations that can be represented in matrix form as

\[
\mathcal{Z}_q^j I_j = \mathcal{F}_q^j - \sum_{i=1}^{j-1} \mathcal{Z}_q^i I_{j-i} \tag{19.13a}
\]

where \( I_j \) is an array of the weights \( I_{n,j}, n = 1, \cdots, N_s \),

\[
\mathcal{F}_q^j = \left( \mathcal{S}_m(r), \mathcal{V}_q \{ E'(r,t), H'(r,t) \} \right) \bigg|_{t=t_j} \tag{19.13b}
\]

and

\[
\mathcal{Z}_q^{i,m} = \left( \mathcal{S}_m(r), \mathcal{L}_q \{ \mathcal{S}_n(r) T_{j-i}(t) \} \right) \bigg|_{t=t_j} \tag{19.13c}
\]

In the above equations \( \langle \cdot, \cdot \rangle \) denotes the standard inner product [27]. Equation (19.13a) constitutes the basis of the classical MOT scheme; it relates the currents on the surface at \( t_j \) to those at \( t \leq t_{j-1} \), and hence permits the recursive computation of currents for all times.

Until recently, all MOT schemes were prone to late time instabilities. A vast body of literature on the analysis of, and remedies for addressing, these instabilities exists (see [6, 14, 25, 27] and references therein). Rynne and Smith [6] provide an insightful explanation of the origin of these instabilities and suggest averaging schemes to stabilize the MOT procedure. Their analysis hinges on the location and movement of the poles of the resolvent of the integral operator \( \mathcal{L}_q \) [23]. More recently, Dodson et al. observed that use of an implicit time stepping procedure stabilizes the MOT procedure “for all practical purposes” [13]. It has also been suggested that the stability of MOT schemes can be further improved by relying on backward temporal differencing and higher-order temporal basis functions [14].

In our implementation, all inner products are evaluated by using seven-point Gaussian quadrature rules over triangular domains [29]. This testing procedure leads to an implicit scheme, even for the time step size suggested in [27]. In our implementation, the time step size chosen is independent of the spatial discretization and is \( \Delta_t = \alpha / (10f_{\text{max}}) \), where \( \alpha \geq 1 \). The resulting scheme is termed implicit because \( \mathcal{Z}_q^0 \) is not diagonal. However, as this matrix is highly sparse, a nonstationary iterative solver such as QMR (Quasi Minimal Residual) [30] can be used to efficiently
solve for \( I_j \) each and every time step. The additional cost incurred from the use of such a solver is insignificant when compared to the overall cost. In addition to implicit time stepping, accurate spatial and temporal integration rules are used for computing \( C_q \{ \mathbf{J}(\mathbf{r}, t) \} \) [12, 31].

The dominant cost in the construction of (19.13a) involves the vector sum that appears on its right-hand side. The cost of evaluating this sum scales as \( O(N_s^2) \); indeed the reaction at any testing point comprises of contributions from all \( N_s \) source basis functions. Since this sum is evaluated for all \( N_t \) time steps, the total cost of this analysis scales as \( O(N_t N_s^2) \). In the next section, a succinct derivation of the two-level PWTD algorithm that results in a reduction of this cost will be presented and details regarding its implementation into existing MOT codes will be outlined.

### 19.3 PLANE-WAVE TIME-DOMAIN ALGORITHM

From the proceeding discussion, it is apparent that computing interactions between individual basis functions, as in traditional MOT schemes, leads to a computationally inefficient algorithm. This suggests that one of the keys to developing a reduced-complexity algorithm is constructing schemes that permit the computation of interactions in a group-wise manner. To this end, assume that the scatterer can be enclosed in a fictitious cubical box, which is further subdivided in many smaller equal-sized cubes or boxes (Figure 19.2). The radius of a sphere circumscribing each cube is denoted by \( R_s \), and the set of basis functions that are contained in a box is called a group. Then, all nonempty boxes are identified and numbered from \( \alpha = 1, \ldots, N_g \). Next, a pair of boxes \( (\alpha, \alpha') \) is classified as either a “near field” or “far field” pair, depending on a separation criterion based on the distance between the box centers. In our analysis, this distance was chosen to be \( R_{c, \text{min}} < \gamma R_s \), where \( 4 \leq \gamma \leq 6 \). Since \( R_{c, \text{min}} = O(R_s) \), the number of near field pairs is proportional to the total number of nonempty boxes \( N_g \). The interactions between the basis functions that reside in a near field box pair are computed using the classical MOT scheme. However, the interactions between those that reside in a far field box pair are computed in a group-wise manner using the PWTD algorithm. The foundations of the PWTD algorithm lie in expressing the field at a point due to a sufficiently separated source distribution as a superposition of plane waves. Such a representation, as in the FMM, has been extremely effective in reducing the computational complexity of the frequency domain IE solvers. Consequently, the analysis in the first part of this section will focus on the development of such a scheme in the time domain. Next, the incorporation of this algorithm into an MOT scheme in a two-level setting is elucidated. Finally, it is shown that the resulting PWTD-enhanced MOT algorithm has a computational complexity of \( O(N_t N_s^{3/2} \log N_s) \).
19.3.1 Plane Wave Representations

Consider a far field box pair as shown in Figure 19.3, one of which contains the basis function $S_n(\mathbf{r})$ and is dubbed the source box, the other contains the basis function $S_m(\mathbf{r})$ and is called the observation box. The centers of these boxes are located at $\mathbf{r}_n^c$ and $\mathbf{r}_m^c$, respectively. The vector connecting the centers of these boxes is denoted by $\mathbf{R}_c = \mathbf{r}_m^c - \mathbf{r}_n^c$ and $R_c = |\mathbf{R}_c|$. For the purpose of this exposition, let the current associated with the source basis function be characterized as

$$\mathbf{J}_n(\mathbf{r}, t) = \sum_{j=1}^{N_t} I_{n,j} S_n(\mathbf{r}) T_j(t) = S_n(\mathbf{r}) f_n(t)$$  \hspace{1cm} (19.14)
The time signature \( f_n(t) \) is divided into \( L \) consecutive subsignals \( f_{n,l}(t) \), each of duration \( T_s = (M_l + 1)\Delta t \) (with \( LM_l = N_t \)) occupying a time slice \( T_{l,start} \leq t \leq T_{l,stop} \) for \( l = 1, \ldots, L \), where \( T_{l,start} = (l - 1)M_l \Delta t \), and \( T_{l,stop} = lM_l \Delta t + \Delta t \).

In keeping with this division, the current source \( \mathbf{J}_n(r, t) \) can be rewritten as

\[
\mathbf{J}_n(r, t) = \sum_{l=1}^{L} \mathbf{J}_{n,l}(r, t)
\]

(19.15a)

where

\[
\mathbf{J}_{n,l}(r, t) = \mathbf{S}_n(r, t) f_{n,l}(t); \quad f_{n,l}(t) = \sum_{j=(l-1)M_l+1}^{lM_l} I_{n,j} T_j(t)
\]

(19.15b)

Then, the vector potential associated with one subsignal is

\[
\mathbf{A}_{n,l}(r, t) = \frac{\mu_0}{4\pi} \int_{S_n} dS' \mathbf{S}_n(r') f_{n,l}(t - R/c) \frac{(r - \mathbf{R}) \cdot (r' - \mathbf{R})}{R} \]

(19.16)

Alternatively, motivated by frequency domain fast multipole methods that rely heavily on plane wave expansions, consider the field

\[
\tilde{\mathbf{A}}_{n,l}(r, t) = -\frac{\mu_0 \partial}{8\pi^2 c} \int d^2 \Omega \int_{S_n} dS' \mathbf{S}_n(r') \delta \left( t - \mathbf{k} \cdot (r - r')/c \right) * f_{n,l}(t)
\]

(19.17a)

where \( \mathbf{k} = \hat{x}\sin\theta\cos\phi + \hat{y}\sin\theta\sin\phi + \hat{z}\cos\theta \), \(*\) denotes a temporal convolution,

and

\[
\int d^2 \Omega = \int_0^{2\pi} d\phi \int_0^\pi d\theta \sin \theta
\]

(19.17b)

To relate \( \tilde{\mathbf{A}}_{n,l}(r, t) \) to the vector potential \( \mathbf{A}_{n,l}(r, t) \), the spectral integral in (19.17a) is evaluated by interchanging the order of integrations and transforming the spatial variables to a new coordinate system in which \( \mathbf{z}' \) is parallel to \( \mathbf{R} \). Defining \( \theta' \) and \( \phi' \) as the angular coordinates in this new system, (19.17a) reduces to [32, 33]

\[
\tilde{\mathbf{A}}_{n,l}(r, t) = -\frac{\mu_0 \partial}{8\pi^2 c} \int_{S_n} dS' \int d^2 \Omega' \mathbf{S}_n(r') f_{n,l} \left( t - \frac{R}{c} \cos \theta \right)
\]

\[
= -\frac{\mu_0 \partial}{8\pi^2} \int_{S_n} dS' \int_0^{2\pi} d\phi' \int_{-R/c}^{R/c} d\tau' \frac{\mathbf{S}_n(r') f_{n,l}(t - \tau)}{R}
\]

\[
= \frac{\mu_0}{4\pi} \int_{S_n} dS' \frac{\mathbf{S}_n(r') f_{n,l}(t - R/c)}{R}
\]

\[
- \frac{\mu_0}{4\pi} \int_{S_n} dS' \frac{\mathbf{S}_n(r') f_{n,l}(t + R/c)}{R}
\]

(19.18)
Comparing (19.16) and (19.18), it is apparent that the evaluation of (19.17a) yields the true vector potential (first term) and an anticausal signal (second term), which will henceforth be referred to as the ghost signal. As the ghost signal appears at the observer before the true signal arrives, it is possible to time-gate $A_{n,l}(r,t)$ and recover the true vector potential provided that certain conditions are met.

To develop a scheme for time-gating $A_{n,l}(r,t)$, the following observations are in order. With reference to (19.18), the true vector potential radiated by the subsignal $f_{n,l}(t)$ reaches the observer no sooner than $t = T_{l,\text{start}} + \min\{R\}/c$, and the ghost signal vanishes after $t = T_{l,\text{stop}} - \min\{R\}/c$. Hence, choosing the duration of the signal $T_s < \min\{R\}/c$ implies that $f_{n,l}(t)$ vanishes before the true signal reaches the observer and that the ghost and true fields never overlap in time. These observations can now be generalized for an arbitrary distribution of sources and observers residing in their respective spheres. For this configuration, the arrival of the true signal can be no sooner than $(R_c - 2R_s)/c$ following the onset of a source signal at $t = T_{l,\text{start}}$. Hence, the choice $T_s < (R_c - 2R_s)/c$ dictates that $A_{n,l}(r,t) = 0$ for $t < T_{l,\text{stop}}$ and $A_{n,l}(r,t) = \tilde{A}_{n,l}(r,t)$ for $t \geq T_{l,\text{stop}}$ as the ghost signal vanishes for $t > -(R_c - 2R_s)/c + T_{l,\text{stop}}$. Summarizing these observations, the choice of $T_s < (R_c - 2R_s)/c$ ensures that

$$A_{n,l}(r,t) = \begin{cases} 0 & \text{for } t < T_{l,\text{stop}} \\ \tilde{A}_{n,l}(r,t) & \text{for } t \geq T_{l,\text{stop}} \end{cases}$$ (19.19)

It follows that both the electric and magnetic fields can be evaluated from (19.17a). Indeed, using (19.5) and the fact that $\nabla \Leftrightarrow -\partial_t \hat{k}/c$ holds for plane wave basis, the fields in the observation sphere due to the $l^{th}$ source time slice for $t > T_{l,\text{stop}}$ can be written as

$$E_{n,l}^r(r,t) = \frac{-\gamma_0}{8\pi^2 c^2} \int_{T_{l,\text{stop}}}^{t} dt' \partial_t^2 \int d^2 \Omega \left( I - \hat{k} \right) \cdot \int_{S_n} dS' S_n(r') \delta \left( t' - \hat{k} \cdot \left( r - r' \right)/c \right) * f_{n,l}(t')$$ (19.20a)

$$H_{n,l}^r(r,t) = \frac{1}{8\pi^2 c^2} \int_{T_{l,\text{stop}}}^{t} dt' \partial_t^2 \int d^2 \Omega \hat{k} \times \int_{S_n} dS' S_n(r') \delta \left( t' - \hat{k} \cdot \left( r - r' \right)/c \right) * f_{n,l}(t')$$ (19.20b)

Equations (19.20) indicate that the scattered electric and magnetic fields can be constructed using the transverse components of the vector potential. It should also be noted that the time integrals in (19.20) should not be cancelled by one of the time derivatives that follow as this will introduce an undesirable static ghost signal.
To explore the merits of a plane wave representation in constructing a fast algorithm, note that \( \tilde{A}(r, t) \) tested with a basis function \( S_m(r) \) can be written as

\[
\langle S_m(r), \tilde{A}(r, t) \rangle = -\frac{\mu_0}{8\pi^2c} \int d^2 \Omega \left[ \int_{S_m} dS S_m(r) \delta \left( t - \hat{k} \cdot (r - r_m)/c \right) \right]^T \\
* \delta \left( t - \hat{k} \cdot \mathbf{R}_e/c \right) * \left[ \int_{S_n} dS' S_n(r') \delta \left( t + \hat{k} \cdot (r' - r_n)/c \right) \right] * f_{n,t}(t)
\]

(19.21)

for \( t > T_{i,stop} \), where the superscript \( T \) is used to denote a transpose. Similarly, using (19.4), (19.7), (19.9), and (19.20), it can be shown that the inner products of the fields \( \mathbf{E}_{n,l}^e(r, t) \) and \( \mathbf{H}_{n,l}^h(r, t) \) with \( S_m(r) \) are zero for \( t < T_{i,stop} \), and for \( t \geq T_{i,stop} \):

\[
\langle S_m(r), \mathcal{L}_e \{ \mathbf{J}_{n,l}(r, t) \} \rangle = \frac{\eta_0}{8\pi^2c} \int_{T_{i,stop}}^t dt' \int d^2 \Omega \left[ S_m^-( \hat{k}, t', \hat{k} ) \right]^T \\
* \mathcal{T} \left( \hat{k}, t' \right) * \left[ S_n^+ \left( \hat{k}, t' \hat{k'} \right) \right] * f_{n,t}(t')
\]

(19.22a)

\[
\langle S_m(r), \mathcal{L}_h \{ \mathbf{J}_{n,l}(r, t) \} \rangle = \frac{1}{8\pi^2c} \int_{T_{i,stop}}^t dt' \int d^2 \Omega \left[ S_m^-( \hat{k}, t', \hat{n} ) \right]^T \\
* \mathcal{T} \left( \hat{k}, t' \right) * \left[ S_n^+ \left( \hat{k}, t' \hat{n'} \right) \right] * f_{n,t}(t')
\]

(19.22b)

\[
\langle S_m(r), \mathcal{L}_e \{ \mathbf{J}_{n,l}(r, t) \} \rangle = -\frac{\beta}{\eta_0} \langle S_m(r), \mathcal{L}_e \{ \mathbf{J}_{n,l}(r, t) \} \rangle \\
+ \langle S_m(r), \mathcal{L}_h \{ \mathbf{J}_{n,l}(r, t) \} \rangle
\]

(19.22c)

In the above equations, \( \mathcal{T}(\hat{k}, t) \) denotes the translation function

\[
\mathcal{T}(\hat{k}, t) = \partial^2_t \delta \left( t - \hat{k} \cdot \mathbf{R}_e/c \right)
\]

(19.23a)

and

\[
S^o_{\delta} \left( \hat{k}, t, \mathbf{v} \right) = \int_{S_o} dS' \mathbf{v} \times S_o(r') \delta \left( t \pm \hat{k} \cdot (r' - r_0)/c \right)
\]

(19.23b)

where \( o = \{ m, n \} \).

Computing all interactions requires numerical implementation of (19.22). In practice, as all spherical integrals are computed using quadrature rules, it is necessary to temporally bandlimit the current densities. This follows naturally as the excitation is assumed to be bandlimited to \( f_{max} \). Thus, the current density can be locally interpolated using temporally bandlimited and approximately time-limited functions such that the time signature of the current for the \( l^{th} \) time slice can be written as

\[
f_{n,t}(t) = \sum_{j=(l-1)M_t+1}^{l M_t} I_{n,j} \Psi_j(t)
\]

(19.24)
where \( \Psi_j(t) = \Psi(t - j \Delta_t) \) is an interpolant bandlimited to \( f_s > f_{\text{max}} \). In this study, \( \Psi_j(t) \) is chosen to be a variant of the approximate prolate spheroidal functions [34]. Timelimiting these functions to a duration of \( (2p + 1) \Delta_t \) introduces an error that decreases exponentially with increasing \( p \). As a result, \( f_{n,l}(t) \) can be considered bandlimited and spans a duration \( M \Delta_t = (M + 2p) \Delta_t \). Evaluation of (19.22) is done by sampling on the surface of the sphere. As the far field is bandlimited, it is possible to show that the number of samples needed to completely characterize the field is of \( O(M^2) \), where

\[
M = \text{Int}(4\pi \chi f_s R_s / c) + 1 \tag{19.25}
\]

and \( \chi \) is an oversampling factor [35, 36]. Note that the translation function (19.23a) can be succinctly expressed as \( \mathcal{T}(\mathbf{k}, t) = \mathcal{T}(\mathbf{k}, t, \infty) \), where [31]

\[
\mathcal{T}(\mathbf{k}, t, \hat{M}) = \frac{c \beta_k^2}{2 R_c} \sum_{\nu = 0}^{M} (2\nu + 1) P_{\nu} \left( \frac{ct}{R_c} \right) P_{\nu} (\cos \theta') \quad \text{for} \quad |t| \leq \frac{R_c}{c} \tag{19.26}
\]

and \( P_{\nu} (x) \) are Legendre polynomials of degree \( \nu \). In keeping with the bandlimitedness of the fields, the upper limit in the above summation can be truncated to \( \hat{M} = M \) [37]. Consequently, (19.22) can be evaluated numerically using

\[
\langle \mathbf{S}_m(\mathbf{r}), \mathcal{L}_c \{ \mathbf{J}_{n,l}(\mathbf{r}, t) \} \rangle = \frac{\eta_0}{8\pi^2 c^2} \int_{T_1, t_{x_0}}^{t} dt' \sum_{k = 0}^{M} \sum_{p = -M}^{M} w_{kp} \left[ S^-_m \left( \mathbf{\hat{k}}_{kp}, t', \mathbf{\hat{k}}_{kp} \right) \right]^T \star \mathcal{T} \left( \mathbf{\hat{k}}_{kp}, t', \hat{M} \right) * \left[ S^+_n \left( \mathbf{\hat{k}}_{kp}, t', \mathbf{\hat{k}}_{kp} \right) \right] * f_{n,l}(t') \tag{19.27a}
\]

\[
\langle \mathbf{S}_m(\mathbf{r}), \mathcal{L}_h \{ \mathbf{J}_{n,l}(\mathbf{r}, t) \} \rangle = \frac{1}{8\pi^2 c^2} \int_{T_1, t_{x_0}}^{t} dt' \sum_{k = 0}^{M} \sum_{p = -M}^{M} w_{kp} \left[ S^-_m \left( \mathbf{\hat{k}}_{kp}, t', \mathbf{\hat{n}} \right) \right]^T \star \mathcal{T} \left( \mathbf{\hat{k}}_{kp}, t', \hat{M} \right) * \left[ S^+_n \left( \mathbf{\hat{k}}_{kp}, t', \mathbf{\hat{\mathbf{n}}} \right) \right] * f_{n,l}(t') \tag{19.27b}
\]

The corresponding equation for the \( \langle \mathbf{S}_m(\mathbf{r}), \mathcal{L}_c \{ \mathbf{J}_{n,l}(\mathbf{r}, t) \} \rangle \) can be obtained using (19.22c), and the time integral in the above equation is performed using standard integration rules [38]. In the above equations, \( w_{kp} \) are the quadrature weights [37] given by

\[
w_{kp} = \frac{4\pi (1 - \cos^2 \theta_k)}{(2M + 1) [(M + 1)P_M(\cos \theta_k)]^2} \tag{19.28}
\]

\[
\mathbf{\hat{k}}_{kp} = \mathbf{x} \sin \theta_k \cos \phi_p + \mathbf{y} \sin \theta_k \sin \phi_p + \mathbf{z} \cos \theta_k \tag{19.29}
\]

\[
\phi_p = 2\pi p / (2M + 1) \tag{19.30}
\]

\( \theta_k \) is the \( (k + 1) \)th zero of \( P_{M+1}(\cos \theta) \) \( \tag{19.31} \)
To gain insight into (19.27) note that the rightmost convolution maps the source distribution onto a set of plane waves which will henceforth be referred to as “outgoing rays.” In the literature, this mapping is also known as the Slant Stack Transform (SST) [33]. The center convolution “translates” these to “incoming rays,” which impinge on the observation sphere. Finally, via the last convolution and the spectral integration the incoming rays are mapped onto the observers. The reconstruction of transient field using this three-stage process of aggregation, translation, and disaggregation, is reminiscent of the popular frequency domain FMM.

19.3.2 Implementation of Two-Level PWTD Enhanced MOT Solvers

The ideas outlined in the preceding section give rise to a procedure via which the interaction between basis functions residing in any far field box pair \((\alpha, \alpha')\) can be computed as a superposition of transient plane waves. To complete the PWTD algorithmic prescription, these ideas are now systematized such that they can be efficiently applied in conjunction with an MOT scheme. With this in mind, a fundamental subsignal duration \(T_s = (M_t + 2p)\Delta_t\) is defined, where

\[
M_t = \min_{(\alpha, \alpha')} \left\{ \left[ \frac{R_{c,\alpha,\alpha'} - 2R_s}{c\Delta_t} \right] - 2p \right\} \tag{19.32}
\]

and \(R_{c,\alpha,\alpha'}\) is the distance between the centers of the boxes \((\alpha, \alpha')\). Such a definition stems from the fact that \(T_s\) corresponds to the duration of the longest possible subsignal that can be translated “ghost-free” between the closest far field pair. For all other far field pairs, the subsignal lengths are chosen to be an integer multiple of the fundamental duration \([i.e., T_{s,\alpha,\alpha'} = (M_{t,\alpha,\alpha'} + 2p)\Delta_t\] where \(M_{t,\alpha,\alpha'} = M_t[\{(R_{c,\alpha,\alpha'} - 2R_s - 2pc\Delta_t)/M_t\}].\) The rationale behind this choice will soon become transparent.

The task of computing the current distribution at each time step is divided into (1) evaluating near field interactions using the usual MOT scheme, and (2) computing far field interactions using the PWTD algorithm.

1. Near Field Evaluation: At each time step, the sum

\[
\sum_{i=1}^{j-1} Z_{q,m} T_{j-i,n} \quad \forall m \in \alpha \text{ and } \forall n \in \alpha'
\]

is computed for all near field interaction pairs \((\alpha, \alpha')\).

2. Far Field Evaluation: To take all the far field interactions into account, the algorithm follows the three stage process that was alluded to in the previous section.

(a) The first task is the construction of outgoing rays for all boxes. This involves computing \(S_n^+ (\hat{\mathbf{k}}_{kp}, t, \hat{\mathbf{k}}_{kp})\) for all ray directions for a fundamental
subsignal comprising of \( M_t + 2p \) samples and duration \( T_s \). Note that, once this information has been computed, it can be reused for different interaction pairs. Furthermore, the number of time slices for which one needs to store these outgoing rays is proportional to the largest linear dimension of the scatterer.

(b) The next step is to translate the outgoing rays from a source group \( \alpha' \) to an observer group \( \alpha \). This is done every \( M_{t, \alpha a'} \) time steps. As \( M_{t, \alpha a'} \) is an integer multiple of \( M_t \), the rays to be translated can be formed by concatenating an appropriate number of outgoing rays from group \( \alpha' \). Since the length of the translation function is \( 2R_{c, \alpha a'}/(c\Delta_t) = O(M_{t, \alpha a'}) \) time steps, the convolution of the outgoing ray with the translation function can be efficiently accomplished using fast fourier transforms (FFTs) since the length of the outgoing ray to be translated is of the same order. Unfortunately, as the translation function is not bandlimited, simple FFTs cannot be used to transform it into the Fourier domain. However, this hurdle can be surmounted as an analytical expression for the Fourier transform of the translation function is available. For a far field pair \((\alpha, \alpha')\), the Fourier transform of the translation function is

\[
\tilde{T}(\hat{k}, \omega) = \int_{-\infty}^{\infty} dt e^{-j\omega t} \tilde{T}(\hat{k}, t, \hat{M})
\]

\[
= \int_{-\infty}^{\infty} dt e^{-j\omega_{1,a}/R_{c, \alpha a'}} \tilde{T}(\hat{k}, t, \hat{M})
\]

\[
= \frac{2j\omega}{\omega R_{c, \alpha a'}} \tilde{T}(\hat{k}, \Omega_f) \tag{19.34}
\]

where \( \tilde{T}(\hat{k}, \Omega_f) = \Omega_f^2 \sum_{\nu=0}^{\hat{M}} (2\nu + 1)(-j)^\nu j_\nu(\Omega_f)P_{\nu}(\cos \theta), \Omega_f = \omega R_{c, \alpha a'}/c \) is the normalized frequency, and \( j_\nu(\cdot) \) is a spherical Bessel function of the \( \nu \)th order \[31\]. This equation also indicates that the translation function for an arbitrary sphere pair can be constructed from a function \( \tilde{T}(\hat{k}, \Omega_f) \) that is bandlimited in both the \( \Omega_f \) and \( \theta \). Hence, this function can be sampled at a discrete set of points, and the translation function for any far field sphere pair reconstructed by interpolating through these samples. After convolving the outgoing rays with the translation function, the resulting rays are then superimposed on to the incoming rays of the observer group. It should be noted that as the evaluation of \( S_{\alpha'}^i(\hat{k}_{kp}, t, \hat{k}_{kp}) \) yields two real signals, namely, the \( \theta \) and \( \phi \) components of the field which are to be translated, this operation is most efficiently performed using one complex FFT \[38\].

(c) Finally, the rays entering all the spheres are projected onto the observers. This is done via the leftmost convolution in (19.27).
It should be pointed out that the error incurred in computing the fields via a plane wave expansion method can be controlled to arbitrary precision [19, 37].

19.3.3 Complexity Analysis

To analyze the computational complexity of the two-level PWTD-enhanced MOT solver described above, assume that there are $N_g$ nonempty boxes, each containing approximately $M_s = N_s/N_g$ unknowns. In what follows, implementation-dependent constants are denoted as $C_i$, $i = 0, 1, 2, 3$. The cost of a PWTD-MOT analysis is comprised of near and far field components. The computation of all near field interactions for the duration of the analysis requires

$$C_{NF} = C_0 N_g M_s^2 N_t$$

operations. The cost of evaluating all far field interactions consists of those incurred in constructing outgoing rays ($C_{FF}^{1,3}$), translating the latter onto incoming rays ($C_{FF}^2$), and projecting incoming rays onto observers ($C_{FF}^3$). Constructing outgoing rays involves the projection of all current elements in the $N_g$ nonempty boxes onto $O(M^2) = O(M_s)$ plane waves for all $N_t$ time steps. Projecting incoming rays onto observers involves a very similar set of operations. Hence, the cost associated with these operations is

$$C_{FF}^{1,3} = C_{1,3} N_g M_s^2 N_t$$

The cost of translating one ray between groups $(\alpha, \alpha')$ scales as $O(M_{t,\alpha,\alpha'} \log M_{t,\alpha,\alpha'})$. As this operation has to be performed for all $N_t/M_{t,\alpha,\alpha'}$ time slices and $O(M^2) = O(M_s)$ directions, the cost of translating information between a given pair of spheres for the duration of the analysis scales as $O(N_t M_s \log M_{t,\alpha,\alpha'})$. Since $M_{t,\alpha,\alpha'}$ is bounded by the maximum linear dimension of the scatterer ($\sqrt{N_s}$), the cost of translations for all $N_g$ far field group interactions is

$$C_{FF}^2 = C_2 N_t N_s^2 / M_s \log N_s$$

The total cost associated with the PWTD-enhanced MOT analysis is

$$C_T = C_{NF} + C_{FF}^{1,3} + C_{FF}^2 + C_{FF}^3$$

Minimizing $C_T$ with respect to $M_s$ reveals that the optimal number of unknowns per group grows as $M_s \propto N_s^{1/2}$, and that $C_T$ scales as $O(N_t N_s^{3/2} \log N_s)$.

19.4 NUMERICAL RESULTS

This section presents numerical results that serve to demonstrate the twin objectives stated in the introduction; (1) validate and demonstrate the accuracy of the CFIE
in analyzing scattering from closed bodies, (2) validate and (3) demonstrate the efficacy of the PWTD-augmented MOT schemes. To demonstrate the first, transient scattering from electrically small structures is analyzed. Time-domain far field signatures computed using the EFIE/MFIE/CFIE codes are used to construct radar cross-section (RCS) data at a set of frequencies. These are then compared against RCS data obtained from a frequency domain CFIE code (Fast Illinois Solver Code (FISC)). The efficacy of the PWTD-augmented MOT scheme is demonstrated by analyzing transient scattering from electrically large scatterers. Again, similar data is generated and compared against those obtained using FISC. In all the examples presented herein, the incident field is a modulated Gaussian plane wave parameterized as

\[
E'(\mathbf{r}, t) = \mathbf{p} \cos \left( 2\pi f_0 \left[ t - \mathbf{r} \cdot \mathbf{k} / c \right] \right) \exp \left[ -\frac{(ct - \mathbf{r} \cdot \mathbf{k} - ct_p)^2}{2\sigma^2 c^2} \right]
\]

(19.37)

where \( f_0 \) is the pulse’s center frequency, \( \mathbf{k} \) and \( \mathbf{p} \) denote its direction of travel and polarization, \( \sigma = 6/(2\pi f_{bw}) \), and \( t_p = 3.5\sigma \). The parameter \( f_{bw} \) will be referred to as the “bandwidth” of the signal. It is to be noted that the power in the incident pulse is down by \( 160 \) dB relative to the peak. Also, the details on the geometries of some of the scatterers that are used here to illustrate the capabilities of this code can be obtained from [39].

19.4.1 Efficacy of the CFIE

To validate the time domain CFIE against the time domain MFIE and EFIE, consider a cube of dimensions \( 1m \times 1m \times 1m \) shown in the inset in Figure 19.4. A modulated Gaussian plane wave with \( f_0 = 100 \) MHz and \( f_{bw} = 40 \) MHz, traveling along \( \mathbf{k} = -\hat{z} \) with \( \mathbf{p} = \hat{x} \) is incident on the cube. The cube is discretized into 450 spatial unknowns. It is ensured that \( f = f_0 + f_{bw} \) is less than 150 MHz, which is the frequency of the first resonant mode of the cube. In Figure 19.4 the magnitude of the current at a point on the cube’s upper surface, computed using \( \beta = 0.0 \) (MFIE), 0.25, 1.0, 4.0, \( \infty \) (EFIE), is plotted against time. It is seen that the temporal signatures of the current computed using all values of \( \beta \) agree well with each other. However, unlike the currents computed using the CFIE and MFIE, whose magnitude keeps decreasing with time, those obtained using the EFIE stabilize at a value three orders of magnitude below the peak. This behavior of the EFIE has also been observed by other researchers [40].

Having ascertained that the numerical implementation of the time domain CFIE does yield a solution that coincides with that of the MFIE and the EFIE when no resonant modes are excited, we next examine the CFIE’s performance when the spectrum of the incident pulse encompasses the body’s resonance frequencies. To this end, consider a sphere of radius 1m that is discretized using 2,793 spatial unknowns, illuminated by a \( \mathbf{p} = \hat{x} \) polarized modulated Gaussian pulse with \( \mathbf{k} = -\hat{z} \). The
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Figure 19.4 Comparison of the currents observed on a cube as a function of time. The currents are computed using the time domain CFIE code for $\beta = 0, 0.25, 1.0, 4.0, \infty$. The pulse has a bandwidth of $f_{bw} = 150$ MHz, and a center frequency of $f_0 = 200$ MHz. The above choice of center frequency and bandwidth is such that the $TM_{m,2,1}$ (184 MHz), $TE_{m,1,1}$ (214 MHz), and $TM_{m,3,1}$ (237 MHz) modes are excited. While the sphere theoretically also resonates at $f = 131, 275, 289, 292, 333, 340$ MHz, etc., these modes are barely excited as the power in the incident pulse at these frequencies is down by at least 30 dB from its peak at $f_0$. The magnitudes of the current at a point on the sphere with $\{\theta = 65^\circ, \phi = 72^\circ\}$ obtained using the EFIE, MFIE, and CFIE ($\beta = 0.25$) codes are compared in Figure 19.5(a). It is apparent that the solution to the MFIE exhibits a characteristic ringing, whereas that of the CFIE dies down. As mentioned earlier, since the spectrum of the incident pulse contains resonance frequencies characteristic of the body, it was necessary to use four-point temporal averaging [6] in addition to implicit time stepping to stabilize the solution to the EFIE. As a consequence of using the averaging process, which suppresses resonance effects to some extent, the EFIE solution does not exhibit the same features as that of the MFIE. However, both are still quite different from that obtained using the CFIE. The differences between the currents are further highlighted by examining their Fourier transforms. Figure 19.5(b) compares the Fourier transforms of the
current obtained using the CFIE, MFIE, and EFIE with those obtained analytically (using Mie series). As is apparent, the CFIE and analytical solutions agree very well with each other whereas the others do not; indeed, the variation of the results obtained using the CFIE, MFIE, and the EFIE from the analytical solutions is 0.7%, 7%, and 18%, respectively. The MFIE results are significantly different from the CFIE in the vicinity of the above mentioned resonance frequencies. Also, the Fourier transform of the current obtained using the EFIE is slightly smaller than that obtained using the CFIE and is distorted at the ends of the spectrum, both of which are consequences of temporal averaging. Examination of Figure 19.5(c), where the difference between the Fourier transforms of the current obtained using the MFIE and CFIE are plotted, reveals the presence of the principal resonant modes more clearly.

In what follows, the RCS patterns obtained using the MFIE and CFIE codes are compared against those obtained using FISC. The RCS patterns obtained using the EFIE codes are not shown as it is well known that, while the currents on the surface computed using the EFIE are corrupted by interior modes, the scattered far fields obtained from them are not [24]. Figure 19.6 compares the RCS pattern in the $x-z$ plane computed using the time domain CFIE and MFIE codes, FISC, and Mie series solutions at two different frequencies chosen either towards the end of the spectrum or close to a resonance. As is seen in these figures, the time domain CFIE faithfully reproduces analytical results as well as those obtained from FISC while the MFIE does not. It should be noted that the CFIE results agree reasonably well with those from FISC and Mie methods at 120 MHz in spite of the fact that at this frequency the power in the incident field is down by 45 dB from its peak value. These results are not surprising, as the existence of nonphysical resonant currents in the solution to the MFIE will cause errors to propagate in any MOT scheme. Thus, when the RCS pattern is extracted from the far field signature, these errors are most conspicuous at the ends of the band. It should be noted that MFIE, CFIE, FISC, and Mie results at any frequency $f$ agree well with each other as long as $f$ is not close to any of the resonance frequencies.

Next, scattering from a cone-sphere is studied. The cone is 1 m long, the radius of the half sphere attached to the cone is 0.235 m, and the cone-sphere is discretized with 1,656 unknowns. The incident field is a modulated Gaussian pulse with center frequency $f_0 = 400$ MHz and bandwidth $f_{bw} = 350$ MHz; it is $\hat{p} = \hat{z}$ polarized, and is traveling in the $\hat{k} = -\hat{x}$ direction. The RCS patterns in the $x-z$ plane obtained from the time domain MFIE and CFIE codes are compared against those obtained from FISC for two different frequencies, as shown in Figure 19.7. As before, while the results obtained from the CFIE code ($\beta = 1.0$) agree very well with those from FISC for both frequencies, those obtained from the MFIE code do not.

In the next two examples the scatterer being analyzed is an almond with a maximum height of 0.0575 m, maximum width of 1.15 m, and length of 3 m, and is discretized using 1,104 spatial unknowns. The incident field has a center frequency of $f_0 = 200$ MHz, and bandwidth of $f_{bw} = 150$ MHz. In the first of these two examples, the
incident wave propagates along $\hat{k} = -\hat{z}$, and is $\hat{p} = \hat{y}$ polarized. The RCS in the $y-z$ plane is computed and representative results are shown in Figure 19.8(a) and (b). Figure 19.8(c,d) compares the RCS data in the $x-y$ plane due to an incident field that propagates in along $\hat{k} = -\hat{x}$ and is $\hat{p} = \hat{y}$ polarized. As is evident from these results, the
Figure 19.6 The radar scattering cross-section of a sphere in the $x-z$ plane extracted from the time domain CFIE and MFIE is compared to that obtained from FISC for two different frequencies. The incident wave propagates along $\hat{k} = -\hat{z}$ and is $\hat{p} = \hat{x}$ polarized.

Figure 19.7 The radar scattering cross-section of a cone-sphere in the $z-x$ plane, extracted from the time domain CFIE and MFIE is compared to that obtained from FISC for a set of frequencies. The incident wave is $\hat{p} = \hat{z}$ polarized and is traveling in the $\hat{k} = -\hat{x}$ direction.

CFIE code ($\beta = 1.0$) agrees very well with those obtained from FISC, whereas those obtained using the MFIE show enormous deviations. It should also be noted that it is possible to extract meaningful results from the CFIE time domain data at 120 MHz in spite of the fact that at this frequency the power of the incident pulse is down by about 46 dB with respect to its peak value.
Figure 19.8  The radar scattering cross-section of an almond in: (a) and (b) the $z$--$y$ plane, extracted from the time domain CFIE and MFIE is compared to that obtained from FISC for a set of frequencies. The incident wave is $\hat{\mathbf{p}} = \hat{y}$ polarized and is traveling in the $\hat{k} = -\hat{z}$ direction; (c) and (d) in the $x$--$y$ plane, extracted from the time domain CFIE and MFIE is compared to that obtained from FISC for a set of frequencies. The incident wave is $\hat{\mathbf{p}} = \hat{y}$ polarized and is traveling in the $\hat{k} = -\hat{x}$ direction.

19.4.2 Validating the PWTD-Augmented MOT Solver

Thus far, we have established that the use of the CFIE is imperative if transient scattering from closed bodies are to be analyzed. Next, it is necessary to verify that the PWTD-enhanced and classical MOT solvers yield identical results, and validate these schemes against measurements. To this end, three objects are analyzed. First, a rectangular plate of dimensions $2\text{m} \times 15\text{m}$ that resides in the $x$--$y$ plane. A $\hat{\mathbf{p}} = \hat{x}$
polarized pulse traveling in the \( \hat{k} = -\hat{z} \) direction, with center frequency \( f_0 = 0 \) MHz and bandwidth \( f_{bw} = 150 \) MHz is incident on the plate. The current on the plate is represented using 2,170 spatial basis functions and solved for using the EFIE. The magnitudes of the current at \((0.2, 2.0, 0.0)\) on the plate’s surface, computed using both the PWTD-enhanced and classical MOT schemes are compared in Figure 19.9(a). Similarly, the temporal far field signatures of the field scattering along \( +\hat{z}, \) computed using both methods, are compared in Figure 19.9(b). Obviously, our PWTD-enhanced MOT solver yields results that agree very well with those obtained using the classical scheme.

![Figure 19.9](image)

**Figure 19.9** Transient scattering from a plate analyzed using the EFIE. The plate is discretized with 2,170 unknowns. The plate measures 2m \( \times \) 15m. The incident field is \( \hat{k} = -\hat{z} \) directed and \( \hat{p} = \hat{x} \) polarized. (a) Current at a location on the plate. (b) The backscattered far field \( E_x. \)

Next, an almond that fits into a rectangular box of size 5.00m \( \times \) 1.92m \( \times \) 0.48m is excited by a pulse traveling along \( \hat{k} = -\hat{z} \) and polarized along \( \hat{p} = \hat{x} \). The center frequency and bandwidth of the pulse are \( f_0 = 0 \) MHz and \( f_{bw} = 404 \) MHz, respectively, and \( t_p = 6.0\sigma \). The current on the almond is represented using 4,680 spatial basis functions and solved for using an MFIE. Figure 19.10 compares the magnitude of the current at \((0.01, 0.58, 0.03)\) on the almond and the far field signature of the \(+\hat{z}\) traveling scattered field obtained using PWTD-enhanced and classical MOT codes; again, good agreement between both sets of results is observed.

Finally, the resonant frequencies of a rectangular PEC box loaded with a wire are calculated [see Figure 19.11(a)]. The wire is the 0.8–mm inner conductor of a 50 – \( \Omega \) coaxial line with a 50 – \( \Omega \) source resistance, connected to the top of the box. The wire is terminated at the bottom using a 47 – \( \Omega \) resistor. For this structure, the power delivered by the source as a function of frequency was measured and reported in
Figure 19.10 Transient scattering from an almond, which is discretized using 4,680 spatial basis functions, analyzed using the MFIE. The incident field propagates along $\mathbf{k} = -\mathbf{z}$ and is $\hat{\mathbf{p}} = \hat{x}$ polarized. (a) Current at a location on the almond. (b) The backscattered far field $E_x$.

[41]. The same problem is analyzed using the PWTD-enhanced MOT scheme. The geometry is discretized using 5,800 spatial unknowns. A delta-gap voltage source is placed in the wire/box junction to model the excitation specified by

$$V^i(r, t) = V_0 \cos(2\pi f_0 [t - t_p]) \exp \left[ -\frac{(t - t_p)^2}{2\sigma^2} \right]$$

with $V_0 = 1$ V, $f_0 = 1.15$ GHz, and $\sigma = 9.55 \times 10^{-10}$ s. The $\delta(t - \Omega)$ resistor is modeled as a lumped resistive element in this scheme. The simulation was run for 10,000 time steps and, as can be verified from Figure 19.11(b), the location of the all the resonant frequencies are predicted correctly.

19.4.3 Efficacy of the PWTD-Augmented MOT Scheme for Large-Scale Analysis

Via the above numerical simulations, it has been verified that the solutions obtained using the PWTD-augmented MOT scheme agree with those obtained using the classical MOT scheme. Next, the PWTD-accelerated MOT codes is applied to the analysis of scattering from electrically large objects, and is further validated by comparing their bistatic RCS, extracted at a number of frequency points, against RCS data computed using a frequency domain solver. In all the examples that follow, the time domain CFIE is used [28]. First, transient scattering from a sphere of unit radius is analyzed. The sphere is illuminated by a modulated Gaussian pulse traveling in the $\mathbf{k} = -\mathbf{z}$ direction and polarized along $\hat{\mathbf{p}} = \hat{x}$. The center frequency and bandwidth
of the pulse are $f_0 = 400$ MHz and $f_{\text{frac}} = 200$ MHz, respectively, and the sphere is discretized using 9,414 spatial basis functions. Figure 19.12 compares the RCS pattern in the $x$–$z$ plane obtained using the PWTD-enhanced MOT scheme and FISC for a range of frequencies within the band of excitation. Specifically, the RCS is compared at 280 and 420 MHz. Results obtained from the time and frequency domain codes are in good agreement with each other, even at 280 MHz, where the power in the incident pulse is down by 65 dB from its peak at $f_0$. In this and subsequent examples, comparisons at frequencies where the power is down by at least 30 dB are made to highlight the fact that meaningful results can be obtained at these points through the use of the CFIE. Indeed, if either the MFIE or the EFIE were used, errors induced by nonphysical currents at resonance frequencies would propagate in any MOT scheme and would be most visible at the ends of the band [28].

Next, transient scattering from an almond that fits into a rectangular box of dimensions $5.0 \times 1.92 \times 0.64$ m is analyzed. A pulse traveling along $\hat{k} = -\hat{z}$ and polarized along $\hat{p} = \hat{x}$ excites the almond. The center frequency and bandwidth of the pulse are $f_0 = 303.4$ MHz and $f_{\text{frac}} = 200$ MHz, respectively, and the almond is discretized using 10,620 spatial basis functions. RCS patterns in the $x$–$z$ plane are extracted from temporal far field signatures at 210.2 and 322.0 MHz, and compared against FISC data in Figure 19.13; again, both RCS patterns agree well with each other. It should also be pointed out that at 210.2 MHz the power in the incident pulse is down by about 30 dB from its peak at $f_0$. 

Figure 19.11  Comparison of the resonance frequencies of a rectangular box load with a wire obtained using the PWTD-augmented MOT algorithm against those obtained using measurements.
Figure 19.12  Radar cross-section of a sphere in the z–x plane extracted from the time domain CFIE result is compared to that obtained from FISC for two different frequencies. The incident wave propagates along $\mathbf{k} = -\hat{z}$ and is $\mathbf{p} = \hat{x}$ polarized, and the sphere is discretized using 9,414 spatial basis functions.

Figure 19.13  Radar cross-section of an almond in the z–x plane extracted from the time domain CFIE result is compared to that obtained from FISC for two different frequencies. The incident wave propagates along $\mathbf{k} = -\hat{z}$ and is $\mathbf{p} = \hat{x}$ polarized, and the almond is discretized using 10,620 spatial basis functions.

Next, scattering from a cone-sphere is studied. The cone is 1 m long and the radius of the half sphere attached to the cone is 0.235 m. The incident pulse has a center frequency of $f_0 = 800$ MHz and bandwidth $f_{bw} = 750$ MHz, is $\mathbf{p} = \hat{z}$ polarized, and travels along the $\mathbf{k} = -\hat{y}$ direction. This cone-sphere is discretized using 11,412
spatial basis functions. The RCS patterns in the $y$–$z$ plane obtained from the time domain PWTD-enhanced MOT code is compared against that obtained from FISC at 500 and 900 MHz, as shown in Figure 19.14. Examination of Figure 19.14 shows that both the FISC and the PWTD results agree very well with each other, even at 500 MHz where the power in the incident pulse is down by 25 dB from that at 800 MHz.

![Figure 19.14](image)

*Figure 19.14* Radar cross-section of a cone-sphere in the $z$–$y$ plane extracted from the time domain CFIE result is compared to that obtained from FISC for two different frequencies. The incident wave propagates along $\mathbf{k} = -\hat{y}$ and is $\mathbf{p} = \hat{z}$ polarized, and the cone-sphere is discretized using 11,412 spatial basis functions.

All examples analyzed thus far involved relatively simple geometries. Next, scattering from a VFY 218 aircraft, discretized using 9,747 spatial basis functions is analyzed. The incident field travels in the $\mathbf{k} = -\hat{y}$ direction and is polarized along $\mathbf{p} = \hat{x}$, has a center frequency of $f_0 = 100$ MHz, and bandwidth of $f_{bw} = 60$ MHz. Figure 19.15 compares the RCS patterns in the $x$–$y$ plane at 75 and 105 MHz, where the pulse’s power at these frequencies is down by 27, and 1.07 dB with respect to its peak value. Again, the results of the time domain code replicate all of the RCS nulls and peaks computed using the frequency domain solver.

Finally, scattering from an almond discretized with 29,700 spatial basis functions is analyzed. This simulation pushes the limits of the two-level PWTD algorithm insofar as computational resources are concerned. This almond fits inside a rectangular box of dimensions $6.00\,\text{m} \times 2.31\,\text{m} \times 0.77\,\text{m}$, and is illuminated by a $\mathbf{p} = \hat{x}$ polarized Gaussian pulse traveling along $\mathbf{k} = -\hat{z}$, with a center frequency of $f_0 = 500$ MHz and a bandwidth of $f_{bw} = 300$ MHz. Figure 19.16 compares the RCS pattern in the $x$–$z$ plane computed using the time and frequency domain codes at 400 and 520 MHz. At 400 MHz, power in the incident field is down by 27 dB from its peak. As
Figure 19.15  Radar cross-section of an aircraft (VFY 218) in the $x$-$y$ plane extracted from the time domain CFIE result is compared to that obtained from FISC for two different frequencies. The incident wave propagates along $k = -\hat{y}$ and is $\hat{p} = \hat{x}$ polarized, and the VFY 218 is discretized using 9,747 spatial basis functions.

Figure 19.16  Radar cross-section of an almond in the $z$-$x$ plane extracted from the time domain CFIE result is compared to that obtained from FISC for two different frequencies. The incident wave propagates along $k = -\hat{z}$ and is $\hat{p} = \hat{x}$ polarized, and the almond is discretized using 29,700 spatial basis functions.

is apparent in Figure 19.16, the RCS patterns computed by both the time domain and frequency domain codes are in very good agreement with each other.

Finally, the predicted computational complexity of both the PWTD-enhanced and classical MOT schemes is verified. All results presented above were obtained using
an SGI Origin2000 with peak performance rated at 360 Mflops. In Figure 19.17, the logarithm of the CPU time required to compute the interactions at one time point is plotted against the log $N_s$. This graph reveals that the computational cost of a PWTD-MOT algorithm scales as $O(N_t N_s^{1.507} \log N_s)$, which is very close to the theoretically predicted scaling law. Also, it should be noted that the break-even point, or the number of unknowns where it becomes more advantageous to use the PWTD-enhanced MOT schemes as opposed to a classical MOT solver, is as low as $N_s = 700$.

19.5 SUMMARY

This chapter presented a two-level PWTD-enhanced MOT algorithm that permits the fast EFIE-, MFIE-, and CFIE-based analysis of transient electromagnetic scattering phenomena. The computational complexity of this algorithm scales as $O(N_t N_s^{3/2} \log N_s)$, as opposed to $O(N_t N_s^2)$ for the conventional MOT algorithm. Numerous simulations that were conducted during the course of this study demonstrate the usefulness of these solvers in characterizing broadband scattering from large objects.
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variables, 285
Computational box, 125
Computational complexity
2D LF-MLFMA, 158–60
3D LF-MLFMA, 180–81
classical and PWTD augmented MOT scheme comparison, 888
MLFMA, 61–63
MOT scheme, 818, 849
SDFMM, 788–90
Computational electromagnetics, 1
as analysis tool, 425
defined, 2
in electrical prospection setting, 425
error analysis approaches and, 211
high-order methods in, 637–94
hybridization in, 575–628
Computer-aided design (CAD) tools, 729
Concave PML, 310, 313, 325
cylindrical, 302, 324, 326
spherical, 329
See also Perfectly matched layers (PMLs)
Condition number estimates, 263–77
circular cylinder (TE), 266–67
circular cylinder (TM), 264–66
expansion and testing functions and, 266
flat plate, 274–75
flat strip (TE), 268–69
flat strip (TM), 267–68
higher-order basis functions, 271–74
low-frequency breakdown, 275–77
preconditioners, 275
rectangular cavity, 269–71
for TM polarization, 270
See also Iterative solution methods
Conductivity-object function, 400
Conformal PML, 310–17
anisotropic, in coordinate system, 315
application examples, 315
built over parallel surfaces, 337
defined, 310
equations inside, 312–13
Maxwellian, 313
obtaining, 312, 337
spherical coordinates, 310
See also Perfectly matched layers (PMLs)
Conjugate gradient (CG), 388, 666
2D MLFMA bistatic RCS comparison, 173
complex object function solved by, 389
Hermitian matrices, 262–63
iterative solver, 221
MLFMA with, 103
See also CG-FFT
Conjugate gradient method (CGM), 119
Continuity condition
advantage, 502
enforcing, 501–2
Convex PML, 326, 327, 329
Corporate-fed microstrip antenna array geometry, 756
monostatic RCS of, 758
radiation pattern, 757, 772
Corrugated horn antennas, 560
diagram, 561
photo, 562
radiation pattern, 563, 564, 565
Coupled azimuth potential (CAP)
formulation, 542, 552
CPU time
for 2D LF-MLFMA setup, 160, 161
AIM, 762
AWE method, 749
for filling translation matrices, 97
FISC, scaling, 110–12
FISC requirement, as function of surface area, 110
LF-MLFMA, 182
metallic antennas, 707
metallic scatterers, 713
microstrip antennas, 721
SDFMM, 796
Curl-free mode, 276, 277
Current error
circular cylinder (TE), 222–23
circular cylinder (TM), 218–20
flat strip (TE), 236–38
flat strip (TM), 231–32
higher-order basis functions, 251–54
Curvilinear discretization, 738
Curvilinear mesh, 504–6
Curvilinear PML, 299–317
   conformal (doubly curved)
      PML, 310–17
      cylindrical PML-FDTD, 299–305
      illustrated, 338
      Maxwellian PML, 307–10
      spherical PML-FDTD, 305–7
See also Perfectly matched layers (PMLs)
Curvilinear quadrilateral, 504–5, 508
Curvilinear triangular
   patches, 639, 640, 683, 738
Cyclic convolution and
correlation, 357–58
Cylindrical coordinate system, 43
Cylindrical harmonics, 69–70
Cylindrical mode expansion, 213, 218
Cylindrical PML, 320–23, 552–54
   analysis, 323–27
   concave, 302, 324, 326
   convex, 326, 327
   discrete, 303
   eight-layer, 303, 304
   grid termination, 303
   parameter definitions, 553–54
   reflection levels, 304
   systematic error reduction, 554
See also Perfectly matched layers (PMLs)
Cylindrical PML-FDTD, 299–305
Cylindrical PML-PLRC-FDTD, 332–36
Maxwellian formulation, 334–36
split-field formulation, 332–34
time-stepping scheme, 333
unsplit formulation, 336
Darboux-Dupin, 310
Debye model, 288, 289, 719
DEC Personal Workstation
   CPU timings (metallic antennas), 707
   CPU timings (metallic scatterers), 713
   CPU timings (microstrip antennas), 721
Delta function, 205
DE methods, 859
Denominator functions, 329
Dense matrix, 185
Diagonalized factorization, 46
Dielectric objects
   3D, mesh of, 530
   3D buried, 364–70
   buried, 417
   free-standing inhomogeneous, 593–94
   high-contrast, 417–18
   shell, cross-sectional view, 529
Dielectric scatter analysis, 713–18
   formulation, 714–17
   numerical examples, 717–18
See also AWE method
Dielectric substrate, 719
Dielectric volume region, 492
Differential equations (DEs), 859
Differential equation solvers, 9–12
   convergence rate, 10–12
   defined, 9–10
   fast direct, 10
   Krylov subspace method, 12
   multigrid method, 12
   second-order accurate scheme, 10
   sparse matrices, 10
   spectral Lanczos decomposition method (SLDM), 12
   spectral method, 12
Diffraction tomographic algorithms.
See DT algorithm (2D objects);
DT algorithm (3D objects)
Dipole array
   beam pointing error, 537
Dipole array (continued)

normalized radiation comparison, 535
radiation, in presence of three
hemisphere radomes, 536
See also Antenna radome modeling
Dirac delta function, 41, 321, 759, 818
Dirichlet condition, 547
Dirichlet kernel, 846
Disaggregation
MLFMA, 58–59
parallel MLFMA phase, 132
physical interpretation of, 50–51
sphere-to-sphere translation, 851
See also Aggregation
Discrete complex image method
(DCIM), 730
applying, 732
FMM with, 767
for Green’s function
evaluation, 735–36
with guided-mode extraction, 734, 735
MLFMA with, 767–70
surface-wave contribution, 730
Discrete Fourier transform
(DFT), 357, 358, 360
Discretized operator
flat strip (TE), 235
flat strip (TM), 227–29
Discretized vector wave equation, 462
Dispersive medium models, 288–91
Distorted Born approximation, 386
Distorted Born iterative method
(DBIM), 349
multiple-frequency, 349, 392–96
single-frequency, 349, 382–92
Distributed tree, 144
Divergence theorem, 580
Domain decomposition, 133–34, 143
influence on memory requirement for
genetic data structures, 146
MLFMA induced, 143
tree construction and, 133–34
Down-interpolation, 59
DT algorithm (2D objects), 396–406
with 64 transmitter/64 receiver
locations, 405, 406

permittivity and conductivity
profiles, 400
reconstruction examples, 404–6
reconstruction results comparison, 406
setup configuration, 398
transmitter/receiver locations, 404
See also Fast inverse scattering
methods
DT algorithm (3D objects), 407–18
electric-dipole transmitter and
receiver, 407–8
inversion algorithms, 409–14
inversion results, 414–18
magnetic-dipole transmitter and
receiver, 408–9
setup configuration, 407
See also Fast inverse scattering
methods
Duality theorem, 470
Duffy’s transform method, 508, 644
Dyadic Green’s function, 88, 352, 353,
373, 604
3D, 389
addition theorem application to, 656
in Cartesian coordinates, 88
electric-field, 352
free-space, 585, 595, 607, 615,
617, 703
magnetic-field, 353, 375
in presence of BOR, 566
radial component, 91
relative error, 89
spectral, 351–52, 353
transverse component, 91
vector, 585
See also Green’s functions
Dynamic MLFMA, 120, 174–77
Dynamic stability criterion, 319
Edge vectors, 738
Eigenfunctions, 256, 257
– low spatial frequency, 215
maximum, for TE polarization, 270
Eigenvalues, 465
curl-free, 257
difference, 245
of discretized operator, 257–58
divergence-free, 258, 274
of EFIE, 222, 243
estimates, 263
extremal, 274
of high order, 228
minimal, estimation, 273
of moment matrix, 215, 228, 264
for open cavity, 248
resonant, 244
scaling of, 277
smallest cavity mode, 245, 246–47
zero spatial frequency, 228
Electrical logging tools, 426
Electric currents, 367
Electric dipole
excitation vectors, 437–38
horizontal (HED), 731
Electric-dipole transmitter/receiver, 407–8, 411, 413
horizontal receiver arrangement, 416
polarization impact and, 416
reconstruction results
(1 to 100 MHz), 416
reconstruction results
(1.5 to 300 MHz), 415
reconstruction results (high-contrast object), 417
upper frequency to 10 MHz, 417
upper frequency to 30 MHz, 417
Electric field integral equation
(EFIE), 77, 78–80, 204, 586–87, 642, 688, 860–61, 876–79
for conducting objects, 78
current observed at a point comparison, 879
direct discretization, 224
discretized, Fourier representation, 227
EFIE-I, 714, 716
EFIE-O, 714, 716
eigenvalues, 222, 243
erroneous solution, 587
FMM formulation solution for, 81
homogeneous time domain, 863
incident field, 212
interior resonance problem, 708
matrix elements, 81
for perfectly conducting surfaces, 793
in PMCHW formulation, 714
RCS patterns obtained using, 878
scalar integral equation, 204
SDFMM-based solution, 793
solutions at resonant frequencies, 139
for TE polarization, 166, 223, 234
time domain, 862
for TM polarization, 162, 234
transient scattering from plate analyzed using, 882
See also Integral equations
Electric fields
boundary conditions for, 475
discretized vector wave equation, 462
for FDTD, 638
for FEM, 638
as fore vector, 470
incident, 616
intensity, 703
mixed-potential form, 738
for MOM, 638
near Luneburg lens, 560, 568
near-zone, 551
produced by magnetic current, 439
scattered, 364–65
tangential, 466
total, 490
transverse components for, 464, 477
See also Magnetic fields
Electric field volume integral equation, 490, 491
Electromagnetic analysis
defined, 1
introduction to, 1–3
Electromagnetic Code Consortium (EMCC), 599
benchmark geometry, 646, 690
benchmark targets, 554–55
Electromagnetic compatibility (EMC) problems, 152
Electromagnetic compatibility and electromagnetic interference (EMC/EMI), 2
Electromagnetic (EM) scattering, 347
EMCC dart object
game, 515
EMCC dart object (continued)
radar cross-section, 516
See also Electromagnetic Code
Consortium (EMCC)
Empirical error analysis methods, 211
E-plane bistatic RCS, 646, 650, 652
Error analysis, 85–92, 203–78
2D spectral convergence
theory, 212–56
3D spectral convergence
theory, 256–61
approaches to, 208–11
asymptotic error estimates, 208–10
computational electromagnetics
and, 211
empirical methods, 211
iterative solution methods, 261–77
local interpolation, 92
numerical integral, 92
scalar Green’s function, 86–88
spectral convergence theory, 211–12
surface integral equations, 203–78
for TE polarization, 236–37
for truncation error, 85, 86–91
Error analysis (continued)
vector Green’s function, 88–91
Euclidean metric tensor, 336
Excitation vectors, 435, 498
electric dipole, 437–38
elements, 434
frequency scaling properties, 434
magnetic dipole, 436–37
scale, 435
Expansion function, 229–30
Extended Galerkin’s method, 498
Extinction theorem, 14, 438–39
Faraday’s law, 305, 308
In cylindrical system, 308
on complex space, 308, 309
generalized, 305–6
in spherical coordinates, 309
Far field contributions,
evaluation, 834–36, 841–42
outgoing ray construction, 834–35, 841
projection, 836, 842
translation, 835, 841–42
Fast forward scattering methods, 354–70
2D buried dielectric cylinders, 354–60
3D buried conducting plates, 360–64
3D buried dielectric objects, 364–70
detection with, 370–80
Fast Fourier transform (FFT), 348
methods, 637
solvers, 22
summations calculation, 358
See also CG-FFT
Fast-frequency-sweep calculation, 746–52
Fast Hankel transform (FHT), 730
Fast Illinois Solver Code (FISC), 103–14
boundary conditions, 104–5
capabilities, 104–5
complexity and accuracy, 106–9
CPU time scaling, 110–12
defined, 103
integral equations, 104
radar scattering cross-section
comparison, 880
results, 112–14
scaling of memory
requirements, 109–10
summary, 112–14
total CPU time, 111
Fast inhomogeneous plane wave
algorithm, 151
Fast inverse scattering methods, 380–418
defined, 382
DT algorithm (2D objects), 396–406
DT algorithm (3D objects), 407–18
multifrequency DBIM
algorithm, 392–96
single-frequency DBIM
algorithm, 382–92
Fast multipole method (FMM), 39–53,
67–74, 151–52, 860
in 2D, 39–53
in 3D, 77–83
DCIM combined with, 767
error control, 52–53
error sources, 52
groups, 42
group theory and, 67–74
introduction to, 39–53
for matrix-vector multiplication speedup, 764–67
matrix-vector product computation with, 589
representation of matrix elements in MOM, 124–25
for solving VIE, 513–14
steepest-descent (SDFMM), 781–810
success, 67
VSIE solution by, 513–14
See also MLFMA
FE-BI method, 664
FEM/AABC technique, 590–602
comparison between computations, 601, 602
computational information, 601 defined, 593
formulation, 593–98
numerical results, 598–602
See also Hybrid techniques
FEM/ABC technique, 577–82
advantage, 590
constraints, 590–92
finite element analysis, 578–82
ideal, 592–93
numerical results, 582
problem technique, 578
solution approximation, 590
See also Hybrid techniques
FEM/BIE technique, 582–90
application of MLFMA, 589–90
arbitrary shaped truncation surface and, 593
combined with AWE method, 718–19
defined, 718
formulation, 584–88
numerical results, 590
See also Hybrid techniques
FEM/SBR technique, 602–14
analysis, 609–10
approximation and, 609
defined, 602–4
effects, 610
formulation, 604–8
monostatic RCS comparison, 613
numerical results, 610–14
RCS computed using, 611–14
reciprocity theorem, 608, 609
results comparison, 612
scattered field calculation, 608–9
See also Hybrid techniques
Field distribution
in rooms without poles, 531
in rooms with poles, 532
Field intensity plots, 478
Filtering operator, 127
Finite difference formulation, 461–67
for approximating spatial derivatives, 470
boundary conditions, 465–67
to discretize operators, 470
error introduced in, 463
Finite difference method (FDM), 541
Finite-difference time-domain (FDTD) method, 8, 730
2D solution, 328
absorbing boundary condition, 487
cylindrical grid, 325
cylindrical staggered-grid, 301
defined, 8
implementation, 287
implementation issues, 283
as PDE-based algorithm, 283
popularity, 9, 283
simulation, 292, 318
solution dispersion error, 582
update, incorporation into, 291–93
uses, 283
Finite element analysis
of complex axisymmetric problems, 541–70
FEM/ABC technique, 578–82
Finite element and boundary integral (FE-BI) methods, 104
Finite element method
(FEM), 8, 77, 104, 730
advantages, 581
arbitrary geometries modeling, 576
for BOR scattering problems, 541–42
for bounded problem with finite solution domain, 582
cavity modeling by, 599
computational advantage, 542
discretization, 582
Finite element method (FEM) (continued)
- electric fields for, 638
- for electrodynamics, 425
- equations, solving, 549–51
- equations, symmetry properties, 548
- expansion, 546, 547
- formulation approach, 578
- handling inhomogeneous and anisotropic materials, 581
- higher-order, 658–72
- hybrid FEM/AABC technique, 590–602
- hybrid FEM/ABC technique, 577–82
- hybrid FEM/BIE technique, 582–90
- hybrid FEM/SBR technique, 602–14
- implementation issues, 283
- magnetic fields for, 638
- matrices, 581, 588, 593
- matrix, sparsity pattern, 550
- matrix equation, 665
- mesh, 554, 664
- mesh truncation, 569
- for open-region problem, 576
- variational problem solution, 580

Flat plate, 256–58
- condition number estimates, 274–75
- condition number of moment matrix, 275
- See also 3D spectral convergence theory

Flat strip (edge error), 239–41
- scattering amplitude error, 239–40
- See also 2D spectral convergence theory

Flat strip (TE), 234–39
- condition number estimates, 268–69
- current error, 236–38
- discretized operator, 235
- quadrature error, 238–39
- spectral error, 235–36
- See also 2D spectral convergence theory

Flat strip (TM), 225–34
- condition number estimates, 267–68
- current error, 231–32
- discretized operator, 227–29
- quadrature error, 230
- scattering amplitude error, 232–34
- spectral error, 229–30
- See also 2D spectral convergence theory

Floating-point underflows, 178–79
Fore vector, 470
Foster’s reactance/susceptance theorem, 195
Fourier series
- convolutional property of, 47
- Parseval’s theorem for, 47
Fourier transforms, 47, 64
- approximate generalized, 402
- of basis functions, 227
- discrete (DFT), 357, 358, 360
- fast (FFT), 22, 348, 358, 637
- of impulse train, 64–65
- inverse, 401
- Lagrange polynomial, 249
- of local interpolator, 66
- product, of testing and expansion functions, 216
- of sinc function, 65
- spatial, 399, 409–10
- of testing function, 217
- of translation functions, 833
- Fréchet derivative operators, 392
- Free-space Green’s function, 204, 487, 585, 595, 607, 643, 664, 703
- Free-space scattering problems, 767
- Free-space wave impedance, 642, 664, 719
- Free-space wavenumber, 642, 664, 719
- Frequency-dependence analysis, 434
- Frequency-domain analysis, 284–87
- Frequency normalization, 435
- Frontal algorithm, 598
- Full-wave analysis, 729–72
- AIM, 759–64
- CG-FFT method, 752–58
- fast frequency-sweep calculation, 746–52
- Green’s functions for multilayer media, 730–37
- introduction, 729–30
- MLFMA, 764–70
- MOM solution, 737–46
of multilayer microstrip problems, 229–772
summary, 770–72
Galerkin-based MOM, 652, 688
with RWG basis function, 652
second-order, 690
Galerkin-Petrov method, 206
Galerkin’s method, 8, 16, 206, 507, 618, 643, 680, 740
2D buried dielectric cylinders, 356–57
3D buried conducting plates, 361–63
3D buried dielectric objects, 366–69
approximate integral solution, 139
extended, 498
higher-order, 652, 653
MLFMA with, 77–78
Gaunt coefficient, 175
Gauss elimination method, 499
Gaussian distribution, 791
Gaussian elimination, 452, 667
Gaussian-Legendre quadrature
rule, 92, 827
Gaussian quadratures, 81, 218, 499, 688
higher-degree, 686, 688
points, 686–87
rule, 684
Gauss-Legendre quadrature rules, 644
Gauss’ theorem, 13, 686, 687
Gedanken experiment, 17
Generalized minimal residual (GMRES), 263, 645
Generalized pencil-of-function (GPOF) method, 733
Geometrical optics (GO), 555
Ghost boxes, 135
Ghost signal, 822, 824, 843, 870
defined, 822
static, 870
Global interpolation, 63–65
Global loop basis function, 191, 193
Gradient vectors, 738
Gratings, 802
D-, 802, 803, 804
doubly periodic, 802
illustrated, 802
P-, 802, 803
periodic and quasi-random, 802–4
rough surface, 804
S-, 802, 803, 804
Green’s functions, 9, 19–20, 23, 98, 349–54
in 2D, 19, 40
in 3D, 19–20, 782
approximate, 619
closed-form, 733
diagonal factorization, 25
discrete, 363, 369
dyadic, 88, 352, 353, 373, 585, 595, 607, 686
efficient evaluation of, 730
electric-field, 351, 352, 353
of electromagnetic problem, 349
expanding gradient of, 434
factorization of, 54
far field expansion, 207
free space, 204, 487, 585, 595, 607, 643, 664
guided-mode contributions, 733
half-space, 373, 374
as Helmholtz equation solution, 71–73
for incident field, 351–52
inefficient factorization of, 44–46
inhomogeneous medium, 385
in integral equation, 19, 350–51
magnetic-field dyadic, 353, 375
magnitude of, 735
for multilayer media, 730–37
oscillatory nature of, 20
plane-wave representation of, 73–74
PML, 322
for point source, 302
reduced 2D case, 353–54
scalar, 81, 85, 86–88, 497, 686, 784
for scalar potential, 732
for scattered field, 352–53
singularity of, 215
spectral dyadic, 351–52, 353
symmetry property, 72
truncation error in, 86–91
types of, 349
vector, 88–91
for vector potential, 732
Green’s operator, 61
<table>
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<th>Term</th>
<th>Page(s)</th>
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<td>Ground-penetrating radar (GPR)</td>
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</tr>
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<td>Groups</td>
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<tr>
<td>Group theory</td>
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<td>Harmonics functions</td>
<td>185</td>
</tr>
<tr>
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<td>10, 11, 67, 71–73, 11, 72</td>
</tr>
<tr>
<td>Helmholtz kernel operator</td>
<td>20</td>
</tr>
<tr>
<td>Hermitian matrices</td>
<td>69, 71, 213</td>
</tr>
<tr>
<td>Hertzian dipole</td>
<td>195, 198, 262–63, 393</td>
</tr>
<tr>
<td>Higher-order basis functions</td>
<td>247–55, 271–74, 637</td>
</tr>
<tr>
<td>Higher-order FEM</td>
<td>658–72, 664–72</td>
</tr>
<tr>
<td>Hilbert space</td>
<td>231</td>
</tr>
<tr>
<td>Hybridization</td>
<td>575–628</td>
</tr>
<tr>
<td>Hybrid techniques</td>
<td>575–77, 626</td>
</tr>
<tr>
<td>Hybrid PMLs</td>
<td>341</td>
</tr>
<tr>
<td>Higher-order methods</td>
<td>637–94</td>
</tr>
<tr>
<td>Hodge operators</td>
<td>340, 341</td>
</tr>
<tr>
<td>Homogeneous material coating</td>
<td>487</td>
</tr>
<tr>
<td>Horizontal electric dipole (HED)</td>
<td>731</td>
</tr>
<tr>
<td>Hybridization</td>
<td>575–77, 626</td>
</tr>
<tr>
<td>Hybrid techniques</td>
<td>575–77, 626</td>
</tr>
<tr>
<td>Hybrid PMLs</td>
<td>341</td>
</tr>
<tr>
<td>Hybrid techniques</td>
<td>575–77, 626</td>
</tr>
<tr>
<td>Higher-order methods</td>
<td>637–94</td>
</tr>
<tr>
<td>Hilbert space</td>
<td>231</td>
</tr>
<tr>
<td>Hybridization</td>
<td>575–628</td>
</tr>
<tr>
<td>Hybrid techniques</td>
<td>575–77, 626</td>
</tr>
<tr>
<td>Hybrid PMLs</td>
<td>341</td>
</tr>
<tr>
<td>Hybrid techniques</td>
<td>575–77, 626</td>
</tr>
<tr>
<td>Higher-order methods</td>
<td>637–94</td>
</tr>
<tr>
<td>Hilbert space</td>
<td>231</td>
</tr>
<tr>
<td>Hybridization</td>
<td>575–628</td>
</tr>
<tr>
<td>Hybrid techniques</td>
<td>575–77, 626</td>
</tr>
<tr>
<td>Hybrid PMLs</td>
<td>341</td>
</tr>
<tr>
<td>Hybrid techniques</td>
<td>575–77, 626</td>
</tr>
<tr>
<td>Higher-order methods</td>
<td>637–94</td>
</tr>
<tr>
<td>Hilbert space</td>
<td>231</td>
</tr>
<tr>
<td>Hybridization</td>
<td>575–628</td>
</tr>
<tr>
<td>Hybrid techniques</td>
<td>575–77, 626</td>
</tr>
<tr>
<td>Hybrid PMLs</td>
<td>341</td>
</tr>
<tr>
<td>Hybrid techniques</td>
<td>575–77, 626</td>
</tr>
</tbody>
</table>
FEM/BIE, 582–90
FEM/SBR, 602–14
MOM/SBR, 614–21
numerical methods, 576–77
numerical method with asymptotic
method, 577
Hyperbolic grid generation technique, 316
Impedance boundary conditions
(IBC), 104–5
Impedance matrix localization (IML)
method, 22, 151
Implicit mode-matching scheme, 480
Impulse train, 64
Incident fields
direct, 619
indirect, 610, 619
secondary, 619
Incoming rays, 824
Indoor radio wave propagation
simulation, 518–19
defined, 518–19
results, 531–32
Inhomogeneous wave equation, 461
Input reactance, 198
Integral equations, 859
2D buried dielectric cylinders, 354–56
3D buried conducting plates, 361
3D buried dielectric objects, 364–66
combined field (CFIE), 16, 77, 79,
160–73, 781–82
derivation, 13
discretization, 492, 495–99
electric field (EFIE), 77, 78–79, 223,
234, 354, 587, 882
FISC, 104
formulation, 138–40
Green’s function in, 350–51
internal resonance problem, 15–18
magnetic field (MFIE), 79, 502,
586–87, 860–61, 876–79
MOM and, 78–80
pertinent equation, 23
PWTD-enhanced TDIE
solvers, 862–65
scalar, 204
surface, 13–15, 203–78
testing, 206
time-domain (TDIE), 859–60
volume, 19
Integral equation solvers, 13–22
fast, 21–22
FFT-based, 22
Green’s function, 19–20
IML method, 22
MOM, 20–21
PWTD method, 22
See also MLFMA
Integrated circuits (ICs), 729
Interaction lists
defined, 126–27
forward, 131
inverse, 130, 131
Interior current error, 231
Interior resonance problem, 587, 708
Internal resonance
elastic cylinder, 221–22
defined, 221
numerical, 221
Internal resonance problem, 15–18
defined, 15
Gedanken experiment, 17
penetrable scatterer case, 17
PMCHWT formulation, 18
Interpolation, 59–61
error, 63–67
global (exact), 63–65, 85
Lagrange polynomial, 99
local (exponentially
accurate), 65–67, 85, 847
matrices, 60, 61
MLFMA and, 60–61
nodes for higher-order basis
functions, 640–41
operation, 837, 838, 839
optimal, 99–101
of translation matrix, 99–101
Interpolation functions
illustrated, 849
temporal, 847
Interpolation operator, 127
Interpolation points
additional requirement for, 685
Gaussian quadrature rule and, 684
Interpolation points (continued)
quadrature points and, 683
total number of, 685
Interpolatory polynomials, 251
Lagrange, 251
RMS error at nodes for, 253
Introduction to, 699, 700
Inverse Fourier transform, 401
Inversion algorithms, 409–14
partial-information, 414
results, 414–18
Iteration count estimates, 262–63
Iteration vectors, 467, 468
Iterative solution methods, 261–77
condition number estimates, 263–77
iteration count estimates, 262–63
Kramers-Kronig relations, 319, 320, 321
Kronecker delta function, 682
Krylov subspace
iteration, 262
method, 12, 467, 484
Lagrange bases, 640, 641, 663
Lagrange expansion, relative error estimate, 254
Lagrange interpolation points, 682
Lagrange interpolator, 682, 684
Lagrange polynomial interpolation, 99
defined, 99
higher-order basis functions, 640
results, 101
Lagrange polynomials
Fourier transform, 249
as interpolatory basis, 251
interpolatory expansion, 252
Laplace kernel, 20
Laplace transform, 400
Laplacian operators, 10, 11
Large-scale computing, 92–103
approximation of bistatic RCS to monostatic RCS, 94–96
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  multilevel, 786
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  overall cost, 789
  parent block, 790
  quantum well grating analysis, 798–804
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SDFMM (continued)
traversals, 790
tree, ascending, 789
tree, descending, 789
two-level implementation, 782
Second-order spatial interpolation scheme, 463
Second/zeroth-order triangular prism element, 672–75
curved element, 673
defined, 672
interpolation points, 674
order of transformation, 672
rectilinear element, 673
zeroth-order vector basis functions, 673
See also Mixed-order prism elements
SGI Origin 2000, 650
Shooting-and-bouncing-ray (SBR) method
defined, 577
field scattered by large body without protrusion calculation, 618
as high-frequency method, 606
hybrid FEM/SBR technique, 602–14
hybrid MOM/SBR technique, 614–21
for incident electric field calculation, 616
Silvester-Lagrange polynomials, 739
Silvester polynomials, 642
Single-frequency DBIM algorithm, 349
with 16 transmitters/16 receivers, 390–91
with 32 transmitters/32 receivers, 392
distorted Born approximation, 386
fast convergence, 386
iterations, 389, 391
key step, 387
multifrequency DBIM comparison, 395
setup configuration, 385
stability, 391
See also Distorted Born iterative method (DBIM); Fast inverse scattering methods
Single junction problem, 471–74
case 1, 472–73
case 2, 473–74
illustrated, 472
See also Waveguide discontinuities
Single program multiple data (SPMD) paradigm, 121, 136
Singular integral processing, 508–13
Singularity expansion method, 863
Singularity extraction method, 687
Singular value decomposition (SVD), 680
Slant stack transform (SST), 824
defined, 873
direction-dependent shift, 845
information reuse, 852
“outgoing” rays, 844
of source distribution, 845
translating, 844
Smoothing errors, 245, 266
Sobolev norms, 207, 210
Sobolev space, 231
Sommerfeld half-plane problem illustration, 5
Sommerfeld identity, 733
Sommerfeld integral, 399, 411, 412
Sommerfeld radiation condition, 585, 604–5, 615
Source-to-field vector, 511
Sparse matrix equations, 464
complexity and storage issues, 468–69
generalized formal solutions, 465
Krylov-subspace-based method for solving, 467
solution to, 467–69
Spatial Fourier transform, 399
4D, 409–10
of object function, 410
See also Fourier transforms
Spatial Galerkin testing procedure, 866
Spatial-time domain scattered fields, 380, 383, 384
Spectral convergence theory, 211–12
2D, 212–56
3D, 256–61
basis, 211
circular cylinder (TE), 222–25
circular cylinder (TM), 213–22
defined, 211
flat strip (edge error), 239–41
flat strip (TE), 234–39
flat strip (TM), 225–34
higher-order basis functions, 247–55
rectangular cavity, 242–47
summary, 255–56
Spectral decomposition procedure, 468
Spectral error
circular cylinder (TE), 222–23
circular cylinder (TM), 215–17
flat strip (TE), 235–36
flat strip (TM), 229–30
order determination, 260
for piecewise polynomial basis functions, 229, 235
rectangular cavity, 245–46
relative, 222
rooftop basis functions, 261
total, 223
Spectral Lanczos decomposition method (SLDM), 12
operations, 474
solving matrix function with, 468
Sphere-to-sphere translation, 850–53
aggregation step, 851
disaggregation step, 851
error distribution, 852
logarithm of normalized errors, 853
operations, 851
time steps, 851, 863
See also Windowed PWTD algorithm
Spherical harmonics, 827
arbitrary rotation of, 185
orthogonality of, 827
Spherical PML, 315, 317
analysis, 327–30
concave, 329
convex, 329
dynamic stability, 327
See also Perfectly matched layers (PMLs)
Spherical PML-FDTD, 305–7
Spiral inductor
current distribution, 747
geometry, 747
S-parameters, 747
Splicing operation, 837, 838, 839
nature of, 838
ray, 839
schematic description of, 840
Square integral domain, 510
Square matrix, 700
Stability criterion, 319
Star basis function, 430
curl-free/divergence-free and, 432
illustrated, 431
Static MLFMA, 152, 181–89
core equation, 181–84
relative errors, 184, 191, 192
rotation of translation matrices for, 184–89
See also MLFMA
Steepest-descent fast multipole method.
See SDFMM
Steepest-descent path (SDP), 730, 784
integration cost, 790
integration rules, 797
number of integration points, 790
Stirling’s formula, 98
Stokes’ theorem, 440
Subrays, 850, 851
Subsignal temporal representation, 828–30
Surface discretization, 495
Surface integral equations (SIE), 13–15, 488, 700
advantages, 488
error analysis, 203–78
error measures, 206–8
formulation, 488
grid convergence property, 515
MOM and, 204–6
solving, 205
Surface patches, 493
Surface scattering problem, 817
Synthetic aperture radar (SAR) images, 699
Taylor expansion, 68, 701
Temperature distribution, 534
TE polarization, 209
CFIE for, 166–73
EFIE for, 166, 234
error analysis for, 236–37
TE polarization (continued)
- growth rate for, 270
- incident and scattered magnetic fields, 166
- induced current, 166
- integral operator, 205
- maximum condition number, 270
- maximum eigenvalue for, 270
- MFIE for, 166

Testing and expansion functions, 216

Tetrahedral elements
- curvilinear, 661
- for fixed-size cavity, 668
- higher-order, 661–64
- quadratic curvilinear, 662
- rectangular cavity modeled with, 668

Tetrahedron mesh, 493, 528

Theorem of quasioptimality, 209

Thin dielectric sheets (TDS), 104, 105

Third-order basis function, 688

Three-component, node-based formulation, 542

Three-stage PWTD algorithm, 824–30
- accuracy, 830
- definition of vectors used in, 823
- implementation issues, 826–30
- radiated field evaluation, 830
- signals associated with, 824, 825
- spatial integration, 826
- spectral integration, 826–28
- subsignal temporal representation, 828–30

See also Plane-wave time-domain (PWTD) algorithms

Time domain analysis
- complex space coordinates, 287
- PML-FDTD for dispersive media, 288

Time-domain integral equation
- (TDIE), 859–60

Time-domain scattered magnetic fields, 378
- for different buried depths, 382
- for different conducting plate sizes, 380
- for different earth conductivity, 381

Time-gating scheme, 870

TM polarization
- CFIE for, 160–65
- condition number estimate of, 270
- EFIE for, 162, 234
- incident electric fields, 160
- maximum condition number, 270
- MFIE for, 162
- normalized induced current, 172
- surface currents due to, 209–10

Transient scattering
- from an almond analyzed using MFIE, 883
- from plate analyzed using EFIE, 882

Translation
- $\vec{a}$, 58
- $\vec{b}$, 59

- in cylindrical coordinate system, 43
- functions, 848
- MLFMA, 58–59
- normalized, 185
- parallel MLFMA phase, 130–32
- physical interpretation of, 50–51

Translation matrices, 92
- along z axis, 186
- calculation of, 98
- compressed representation, 134
- CPU time for filling, 97
- interpolation of, in MLFMA, 96–101
- nonzero, 185
- normalized, 184
- rotation, for 3D LF-MLFMA/3D static MLFMA, 184–89
- scaling of, 134–35
- spectrum, 97–98

Translation operator
- diagonalization of, 46–48
- diagonalized, 71, 134
- matrix operator representation, 69
- memory required at each level, 145
- plane-wave representation of, 74
- representation in subspaces, 69

Transpose-free quasi-minimal residual (TFQMR)
- residual error stopping criterion for, 795
- use of, 808
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Very early time electromagnetic (VETEM) systems (continued)
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implementation, 849–55
implementation with sampled field representations, 844–49
multilevel windowed PWTD-enhanced MOT, 854–55
plane-wave decomposition, 843–44
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