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Abstract—Optimal surgery and trauma treatment integrates different surgical skills frequently unavailable in rural/field hospitals. Telementoring can provide the missing expertise, but current systems require the trainee to focus on a nearby telestrator, fail to illustrate coming surgical steps, and give the mentor an incomplete picture of the ongoing surgery. A new telementoring system is presented that utilizes augmented reality to enhance the sense of co-presence. The system allows a mentor to add annotations to be displayed for a mentee during surgery. The annotations are displayed on a tablet held between the mentee and the surgical site as a heads-up display. As it moves, the system uses computer vision algorithms to track and align the annotations with the surgical region. Tracking is achieved through feature matching. To assess its performance, comparisons are made between SURF and SIFT detector, brute force and FLANN matchers, and hessian blob thresholds. The results show that the combination of a FLANN matcher and a SURF detector with a 1500 hessian threshold can optimize this system across scenarios of tablet movement and occlusion.
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I. INTRODUCTION

Telementoring systems benefit surgeons and medics by providing assistance from experienced mentors who are geographically separated [1]–[5]. In such systems, a remotely located mentor instructs a trainee or mentee surgeon through a surgical procedure through visual and verbal cues. The most rudimentary way to implement such a system is by using phones as a connection bridge to have the mentor verbally instruct the mentee [6]. The main limitation of using only verbal communication is that such a system limits the ability of the mentor and the mentee to share visual information. This information sharing is key to the completion of the procedure. Indicating the correct position of incisions and the placement of other surgical instruments allows for a more natural form of communication. Both visual and spoken interaction is necessary in the context of surgery. However, the flow of the surgery should not be interrupted by the surgeon’s interaction with the system or focus shifts caused by the system. For this reason, obstructive interfaces based on telestration are not suitable [7]. This paper discusses a system that offers:

1) An augmented reality interface for the mentee which displays the mentor’s annotations in near real-time.
2) An algorithm to track and update the annotations on the patient’s anatomy throughout the surgery.

The rest of the paper is organized as follows: first, the background of telementoring is presented along with the main gaps that this technology currently faces. Next, the architecture of the mentor/mentee system is discussed. Then, an evaluation of the core set of feature trackers and tracking accuracy performance is presented. Finally, the implications of the results are presented and the paper concludes with a summary and a discussion of directions for future work.

II. RELATED WORK

Telementoring is described as the assistance of one or more mentors on a task through verbal, tactile, and visual cues from a remote location. This remote instruction is commonly used in training and educational environments [8]–[10]. One area where recent focus has shifted regarding telementoring is in healthcare, specifically in surgical operating environments. It is not uncommon that surgeons are in scenarios when they could benefit from a subspecialist’s expertise. Research has shown the benefits of the visual access to and of the remote proctoring of surgeries [1]–[3], as well as the potential for telementoring to improve minimally invasive surgery through remote video-assisted instruction [4], [5].

A newer branch for telementoring in surgery regards the utilization of visual assistance. Dixon et al. [11] looked at the effects of augmented reality on telementoring success with regard to visual attention. This discovery showed that introducing annotations such as anatomical contours to endoscopic surgeons improved accuracy, albeit at a cost to cognitive attentional resources. As this paper continues, we use the term augmented reality as defined by Augestad et al. to describe "the addition of annotations to a viewport to augment the viewer’s visual information" [12].

Augmented reality allows for the real time observation of desired data or critical information in a three-dimensional environment without task interruption. In the context of surgery, this includes the monitoring of vitals and deliberation with radiological scans during an operation, both of which distract the surgeon from the primary task [13], [14]. Data has shown that such distraction in surgical tasks can be common and
may lead to detrimental effects [15]. Even though augmented reality can bring positive assistance to surgical sites, recent research showed a disconnect from the surgical workflow due to obstacles presented by the implementations. The systems are often only beneficial for planning purposes, as they are bulky [14], their displays do not adjust over time with the region of interest [16], or the system runs too slowly to be of any use [17]. Recently, a number of applications have been developed for tablet usage during surgery [18]–[23]. They have been implemented in the context of education, navigation, and image reconstruction. However, none of these applications were used for telementoring. This paper presents a surgical telementoring system that addresses these issues. The following section discusses the design of a tablet-computer system and the evaluation of its algorithmic parameters.

III. METHODS

A. System Design

The architecture of the designed system is shown in Fig. 1. Physically, the surgical mentee stands at the patient’s side when performing surgery. The mentee looks through a tablet screen at a real-time video feed from the rear facing camera directed at the surgical site. This affords the sense of looking through a window at the patient. The tablet is held by a robotic arm to allow the physician to move around without compromising his field of view. If the surgeon just wants a to take a glance a technologist or assistant can manually hold the tablet in his/her field of view; however, the human hand is more prone to movements and therefore may have adverse effects on the system’s tracking.

At the other remote site, a mentor, who is another surgeon, is accessing the surgical view from the Internet delivered by the camera on the tablet remotely. The mentor’s computer displays the video feed from the tablet for monitoring purposes. When the mentee needs guidance, the off-site mentor selects a surgical region from the tablet feed and annotates the image, as shown in Fig. 2a. These annotations might conceptually take the form of text strings, sketches, radiology imaging overlays, or locational highlighting for tool placement. In this system, adding the annotations consists of creating a polygon on the surgical region, as well as adding strings of text (e.g. "incision", "closure"). As soon as the region is selected by the mentor, the mentor’s host computer immediately begins detecting and tracking that region in incoming images. As the annotations are completed, the mentee surgeon can see the mentor’s notes on the annotated window the tablet provides (Fig. 2b). Then, he/she can use those annotations by looking through the tablet while working, as displayed in Fig. 2c. This continues until the mentee no longer needs the annotations, at which point the annotations can be deleted for a clear viewing pane. The main two components of the interface consist of:

- Mentee Side (Tablet): This is treated as an end user interface, and no image processing computations occur on this device. The tablet is the key tool to show and fetch the image at the front end as well as a communication interface between mentee and mentor. It also operates as the server for connection purposes.

- Mentor Side (PC): This is where the main software for processing the detection, annotation, and posting to the tablet resides. The software interface has the following functions: crop a region, create an annotation, track the region, and send the calculated annotation positions to the tablet.

The challenge of running at near-real-time is solved by a three thread parallel computing architecture. The first thread serves to pull in the video frames from the tablet so that the mentor has a clean feed as well as to facilitate inter-thread communication. The second thread handles the bulk of the calculations. It is in this thread that the processing algorithms work to detect, match, and translate points. The third thread is responsible for the communication with the tablet to ensure the most up to date annotations are displayed.

As the majority of the computational load exists in the second thread, this paper focuses on the algorithms of this thread. When the mentor selects a template, the system automatically detects the features in the template image. The locations of those template features are saved as $T$ along with the annotation points ($A$) made on the template image. Then, for each iteration of the computational thread, a frame has its feature points likewise detected and stored in $S$ - a second keypoint array. Algorithm 1 shows how each of the sets are compared to find matching sets between the two keypoint arrays. This algorithm results in an array $M$ of matching
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Algorithm 1 Template and scene keypoint matching
1: Annotation points: \( A = \{(x_{ak}, y_{ak})\}, k \in [1, v]\)
2: Template feature points: \( T = \{(x_{ti}, y_{ti}, f_{ti})\}, i \in [1, m]\)
3: Scene feature points: \( S = \{(x_{sj}, y_{sj}, f_{sj})\}, j \in [1, n]\)
4: for \( i \in [1, m] \) do
5: for \( j \in [2, n] \) do
6: if \( f_{ti} = f_{sj} \) then
7: \( q \leftarrow (i, j) \)
8: end if
9: end for
10: if \( q \) exists then
11: \( M \leftarrow q \)
12: end if
13: end for

indexes. Using the set of matches \( M \), along with \( T \) and \( S \), Algorithm 2 finds the changes in pan shift, rotation, and scale. For each cloud of matched keypoint, the distances between every point pair (\( D_T \) and \( D_S \)) and the difference in angles between each corresponding point pair across (\( \theta \)) is determined. The ratio of sizes comes from the median distances in \( D_T \) and \( D_S \). The system then finds the centroids of each of the matched points clouds. All these values are used to find the projection locations of the annotations (\( P \)) by applying Equation (1) to each of \( k \) annotation points.

\[
P_k = \left( \begin{array}{c} \bar{x}_k - \frac{\cos(\alpha)(-x_{ak} + x_c + \bar{x}_t)}{r} + \frac{\sin(\alpha)(-y_{ak} + y_c + \bar{y}_t)}{r} \\ \bar{y}_k - \frac{\sin(\alpha)(-x_{ak} + x_c + \bar{x}_t)}{r} + \frac{\cos(\alpha)(-y_{ak} + y_c + \bar{y}_t)}{r} \end{array} \right), \tag{1} \]

Feature detection was chosen over tracking due to the massive amounts of occlusion surrounding the key features in a surgical context. Frame-by-frame trackers such as Lucas-Kanade lose or misinterpret tracking points too quickly to be useful in this system. As another disregarded option, template matching constrains the detections to replicas of the template image. However, continuous feature detection allows for template matching without perfect information and scene changes, and is robust during and after occlusion. This makes it an optimal choice for our surgical context.

On the client side where the server runs, the client receives a sequence of data through an http form for communication. For every post action, values are received from the tablet to

Algorithm 2 Extracting parameters for projection
1: Top-left crop point for template: \((x_c, y_c)\)
2: for \((i, j) \in M\) do
3: for \((i, j) \in M\) where \( \text{index}(i, j) > \text{index}(i, j) \) do
4: \( D_T \leftarrow \sqrt{(x_{ti} - x_{tj})^2 + (y_{ti} - y_{tj})^2} \)
5: \( D_S \leftarrow \sqrt{(x_{sj} - x_{sj})^2 + (y_{sj} - y_{sj})^2} \)
6: \( \theta \leftarrow \tan^{-1}\left(\frac{x_{sj} - x_{ti}}{y_{sj} - y_{ti}}\right) - \tan^{-1}\left(\frac{x_{sj} - x_{tj}}{y_{sj} - y_{tj}}\right) \)
7: end for
8: end for
9: \( \bar{x}_t \leftarrow \text{median}(D_T); \bar{y}_t \leftarrow \text{median}(D_S) \)
10: \( r \leftarrow \frac{\bar{y}_t}{\bar{x}_t} \)
11: \( a \leftarrow \text{median}(\theta) \)
12: \( \bar{x}_t \leftarrow \text{mean}(x_t); \bar{y}_t \leftarrow \text{mean}(y_t); \bar{x}_s \leftarrow \text{mean}(x_s); \bar{y}_s \leftarrow \text{mean}(y_s) \)
13: Project points \( A \) using Equation (1)

instruct how the annotation string must be decoded. From this, the sequence of points is extracted, and the desired overlay information is re-rendered on the current view at the mentee side generating the augmented reality.

B. Evaluation

The crucial aspect of this system relies on tracking precision and annotation frame rate. To assess performance based on these two criteria, two state of the art feature detection algorithms were chosen to perform the tracking: Scale Invariant Feature Transform (SIFT) and Speeded Up Robust Features (SURF). These each take a parameter known as a hessian value that determines how descriptive a given point is. The stronger the point, the greater the hessian; therefore as the threshold goes up, the number of detected points goes down while their strength goes up. In order to perform complete tracking, feature matchers were used to find good matches between the surgical region of interest and the target image view. Thus, a brute force matcher and Fast Library for Approximate Nearest Neighbors (FLANN) matcher were used to determine which settings result in the best performance. The experimental procedure is based on evaluating the combinations of different feature detectors and matchers (see Table I) in different video contexts.

The system’s annotation update rate was determined by \( C/T \) with \( C = 50 \) calculated frames and \( T \) being measured as the time taken to post those 50 frames. This reflects how
often mentees has their annotations updated with the most current information. Each 50 frames constituted 1 trial, and 25 trials were collected for each of the combinations of the system parameters: feature detector type, matcher, and hessian threshold ($X_1$, $X_2$, and $X_3$ shown in Table I). The video was held stationary for each of these trials.

The other performance measure studied was tracking accuracy. This was tested with all four tracking parameter combinations, each with the wide range of hessian values (Table I). To test the accuracy, three sequences of videos (a total of 456 frames) were saved and manually annotated using LabelMe [24]. The videos simulated different contextual uses (the $X_4$ parameter in Table I). These videos were collected from the tablet as a robotic arm held and manipulated its positions in a controlled and pre-programmed fashion. The first video incorporated slow movements (20 mm/s) by the robotic arm and conducted panning, zooming, and skewing motions. The second mirrored the first but ran at 50 mm/s. The third and final video showed a stationary video with minor occlusion (surgical tools), major occlusion (tools and hands), and no occlusion at all. These image sequences (without annotations) were then fed into the system in lieu of the tablet video stream. Fig. 3 shows such a filmstrip incorporating occlusion. The annotated points were the two edges of a simulated incision and the four surgical tools used to hold open the surgical site. For each frame, the differences in the posted annotation values and the corresponding a priori hand annotation values were squared and averaged to find the Mean Squared Error (MSE) for each frame.

IV. RESULTS

A. Update Rate

The update rate plot of all four algorithms (Fig. 4) is presented as a function of the hessian value of the detector. All four algorithms have similar slopes until the curves change at a 200-300 hessian value. The curves for SIFT decline after reaching that point, while the SURF detectors continue increasing albeit at a slower pace. In addition, it is notable that as the hessian threshold value increases, the SURF detectors’ variability increases as well. Interestingly, the SIFT detector’s variability remained relatively low compared to the SURF algorithms. Finally, the SURF detectors reach up to around 6 updated frames/sec in sharp contrast the SIFT detectors, which reach a peak around 2.5 updated frames/sec.

B. Tracking Accuracy

While the data for update rates shows some clear trends, the accuracy data is far noisier. The following three graphs (Fig. 5a, Fig. 5b and Fig. 5c) show the recognition accuracy for each sequence clip according to the best average overall algorithm: a SURF detector at 1500 hessian with a FLANN matcher. The graphs bin 5 frames together to show the average performance trends throughout the video as different tasks were performed. When accuracy was compared between matchers and against hessian thresholds, it was found that SURF and SIFT have means on the same order of magnitude. However, upon further inspection, it was discovered that the high average MSE for the SURF detectors comes from spikes on the frames of incredibly large error lasting a single frame at a time. Anderson-Darling normality tests run on the data found the SURF detectors to be non-normal (p-value $> 0.05$) while the SIFT detectors were found to be normal (p-value $<= 0.05$). Fig. 6 shows these differences from the means and medians, along with the different standard deviations for the sets.

V. DISCUSSION

In order to find the most adequate algorithm for the telementoring system, the rates of four algorithms have been tested. As shown in Fig. 4, brute force SURF was the fastest among the tested algorithms. The hessian value threshold indirectly influenced the number of points to show on the frame by filtering out poor features. According to this, it is reasonable that matching fewer points was faster than many points. However, the fact that SIFT does not have nearly the increase in update rate seems to confound this logic. In any case, the speed of each algorithm is only important when the algorithm is able to adequately track the target region.

Fortunately, SURF excelled in tracking accuracy beyond SIFT as well. Although less stable with large single-frame errors, the SURF detector-based system corrected itself quickly and showed a much lower median than SIFT. A trade-off between speed and accuracy was expected; however, none
The next step of evaluation is to include human subjects as part of the contextual testing. This will be done with the best parameter combination found in the current study, and usability metrics will be evaluated. In the future, such a study with surgeons will shed light on whether such update rates and accuracies are acceptable for the task. A small limitation comes from the small sample size in experiment 2. In addition, the results would benefit from a wider sampling of real or simulated surgical scenarios (longer videos, different surgical regions and tools, etc.). In terms of stability, the system presented can detect and compensate for movement (skew, and in-plane rotation) within a range, however, it works best when stable. Therefore holding the tablet with human hands may have some impact on the tracking accuracy, because humans cannot hold a video perfectly still. This scenario should be tested to assess the extent of the impact of a human holding the tablet. Finally, surgical environments are meant to be sterile. While sterilizing a tablet computer is problematic, placing it in a clear plastic bag may allow acceptable levels of sterility. It is currently unknown to what degree this solution or other similar solutions would impact the integrity of the system’s design.

This work serves as the base of the system’s design, but as time progresses, features to be implemented include body tracking and gestural interaction with the robotic arm to seamlessly integrate the tablet into the environment, the addition of surgical tool image overlays and other annotations beyond point-sketching, and work on the mentor interface to increase the mentor’s sense of telepresence. With these additions, the system should become more contextually generalizable. Working with surgeons and training hospitals will help ensure that the features to be added will indeed achieve these goals.

VI. CONCLUSION

There are many contexts in which surgical telementoring and augmented reality can come together to provide value to patients and physicians alike. The development of such a system is challenging, yet not impossible. In this work, a prototype system was developed and presented, and data on the various parameters that went into the system design were collected. It was found that the tracking module when implemented with SURF was superior to SIFT in speed and accuracy, with an optimal hessian threshold at 1500. Within SURF, it seems that FLANN is slightly more accurate while being slightly slower. While this is contrary to our original ideas, it provides insights into the nature of the matchers in this context, and justifies our decisions to test these differing parameters systematically. Going forward, the designed system will continue to be improved and tested with users in surgical contexts of training and consulting.
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