
Image-Analysis-Based Method for 3D Crystal Morphology
Measurement and Polymorph Identification Using Confocal
Microscopy
Meenesh R. Singh,† Jayanta Chakraborty,‡ Nandkishor Nere,§ Hsien-Hsin Tung,|| Shailendra Bordawekar,||

and Doraiswami Ramkrishna*,†

†Chemical Engineering Department, Purdue University, 480 Stadium Mall Drive, West Lafayette, Indiana 47907, United States
‡Chemical Engineering Department, Indian Institute of Technology Kharagpur, Kharagpur, West Bengal 721302, India
§Process Engineering & Sciences, Adiya Birla Science & Technology Company Ltd., Plot No. 1 & 1-A/1, MIDC Taloja, Tal. Panvel,
Dist. Raigad, Maharashtra 410208, India
||Process Engineering, Global Pharmaceutical R&D, Abbott Laboratories, 1401 Sheridan Road, North Chicago, Illinois 60064, United States

ABSTRACT: A new technique for the measurement of 3D crystal morphology and identification of its polymorph using tomo-
graphic images is proposed. Confocal microscopy is used for the first time to obtain tomographic images of crystals that are coated
with a suitable fluorescent dye. A convex polyhedron is fitted through a stack of tomographic images of a crystal to obtain the
normal vectors of each facet and their corresponding perpendicular distances from the center of the crystal. The angular patterns are
generated from the measured normal vectors and are matched with the master angular patterns of each polymorph. It is shown that
the matching of the angular patterns is unique and provides a simpler way to identify polymorphs. An image-analysis program that
can be integrated with conventional confocal microscopes was created to sequentially perform image processing, morphology
measurement, and polymorph detection. This program was used to measure morphologies and identify polymorphs of 2D and 3D
acetaminophen crystals. Detailed directions are provided to enable the application of the methodology without the need for special-
purpose software. The image-analysis program is also suitable for repeated measurements to produce morphology distributions.
This technique will provide an effective platform for measuring the 3D shapes of materials of interest to many applications.

1. INTRODUCTION
Measurement of crystal morphology is of high interest in current
research on crystalline material for diverse industrial applications.
Widely used techniques to measure crystal morphology are based
on microscopy and digital video imaging. Such techniques rely
on an appropriate method of image acquisition followed by a
suitable image-analysis scheme to extract morphological details.
Researchers have used stereoscopic imaging and model-based
shape recognition to measure simple crystal shapes such as parallele-
pipeds and cubes. However, a technique for the comprehensive
measurement of complex crystal shapes does not exist. We pre-
sent herein evidence of a new, strikingly simple, and inexpensive
method for identifying complex crystal shapes and polymorphs
through computer-aided analysis of tomographic images pro-
duced with a confocal microscope.
Real-time visualization of complex processes offers the best

prospects for understanding their intricate behavior by revealing
essential features. A broad class of such processes associated with
the pharmaceutical industry includes crystallization, milling, and

granulation, which are inherently complex and difficult to control.
Moreover, the successful design and implementation of control
strategies for such processes depend strongly on robust and
efficient techniques to monitor their behavior. In crystallization,
the simultaneous occurrence of particulate events such as nuclea-
tion, breakage, and aggregation provides for an even more com-
plex setting to monitor and control the properties of crystalline
products. Consequently, the application of multiple sensors for
dynamic measurements of crystal properties such as size, shape,
and polymorph has evolved in industrial crystallization.
The most commonly used instruments for online measure-

ment of particle size distributions are based on either light scattering
or imaging, for example, focused-beam reflectance measurement
(FBRM) and particle vision measurement (PVM) probes.
Raman-scattering- and X-ray-diffraction-based detectors are
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widely used for online measurement of polymorph content.
These measurement techniques can, however, provide only crude
information on particle shapes such as sphericity, aspect ratio,
and equivalent diameters, thus presenting a dire need for better
techniques to measure crystal shape and related properties. The
objective of this article is to present a new image-analysis-based
method for the measurement of three-dimensional (3D) crystal
morphology, polymorphs, and morphology distributions.
The term “morphology” normally refers to the detailed descrip-

tion of an object, but in the current context, it simply means
“external shape with respect to crystallographic axes”. Morphol-
ogy is an important attribute of a crystalline material that affects
not only downstream processes (such as filtration, washing, gran-
ulation, drying, grinding, transportation, storage, and tableting)
but also end-use properties (such as bulk density, mechanical
strength of a tablet, catalytic activity, stability, wettability, and
flowability). Crystals of desired morphology can be produced
through (i) theoretical understanding of how suitable crystals
can be grown in an industrial crystallizer and (ii) adequate
analytical tools for measuring morphology distributions of
crystal products. The former issue has received considerable
attention in the past through the development of mathematical
models toward predicting crystal morphology distributions.
Clearly, the validation of such models must be based on the
development of experimental techniques providing for
observations to match the model predictions. Because of the
lack of adequate experimental tools for measuring the morphol-
ogies of 3D crystals, the applicability of morphological models
has been limited only to crystals that can be approximated as
two-dimensional (2D) objects. Although this article is pred-
icated on the use of confocal microscopy, the theoretical develop-
ment is a new instrument-independent, image-analysis-based meth-
odology with the potential for online measurement of morphology
distributions and detection of polymorphs.
The image-analysis program should act as an interface for

deciphering images to some shape-related quantity that must be
defined in a unique and simple way. A few mathematical de-
scriptors that are used to define the shapes of geometric objects
are Fourier descriptors,1 fractals,2 Minkowski functionals,3 curva-
tures, 4 and polynomials.5 A review of various shape descriptors
and shape-analysis techniques for different applications can be
found elsewhere.6 For the simple case of a single crystal that
can be viewed as a convex polyhedron, the shape can be con-
veniently described by a set of perpendicular distances
(h, which we refer to as the h vector) of its faces (or planes)
from the origin. The set of perpendicular distances (h vector)
along the directions of the normals to the crystal faces (or Miller
indices) constitutes the crystal morphology. This representation
of crystal morphology, which is due to J. W. Gibbs and was the
first to provide thermodynamic reasoning for the equilibrium
form of a crystal shape, has the following two advantages: First,
the dynamic behavior of the h vector can be directly related to
well-established crystal growth models (such as 2D nucleation,
spiral growth, and rough growth), and second, the h vector can
be easily studied for the polyhedral symmetry of a crystal.
The dynamics of crystal morphology distributions (or h vector

distributions) is usually formulated using population balance
equations (PBEs) in terms of h vectors.7,8 Recent advances in
numerical techniques9 and methodologies to reduce the com-
putational load10 associated with PBEs have made it feasible to
simulate the evolution of crystal morphology distributions. How-
ever, such a detailed description of crystal morphology has prob-
lems with its measurements, as conventional light-scattering devices T
ab
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ŕo
t,
Sa
gn
ac
,

co
m
m
on
-p
at
h,

fi
be
r
in
te
rf
er
om

et
ry

gr
ea
t
po
te
nt
ia
lf
or

no
nd
es
tr
uc
tiv
e
an
d
on
lin
e
m
ea
su
re
m
en
ts
of

su
rf
ac
e
to
po
gr
ap
hy
;

ve
rt
ic
al
re
so
lu
tio

n
ca
n
be

as
sm

al
l
as

1
nm

ca
nn
ot

be
us
ed

to
m
ea
su
re

cr
ys
ta
l
sh
ap
es
;
ca
n
re
al
iz
e
th
e
su
rf
ac
e

ro
ug
hn
es
s
up

to
λ/
2

X
-r
ay

di
ff
ra
ct
io
n

si
ng
le
-c
ry
st
al
X
-r
ay

di
ff
ra
ct
io
n2

4
ca
n
pr
ec
is
el
y
m
ea
su
re

si
ng
le
-c
ry
st
al
sh
ap
es

la
rg
e
tim

e
an
d
da
ta
-p
ro
ce
ss
in
g
re
qu
ire
m
en
ts
;
ex
tr
em

el
y
di
ffi
cu
lt
to

m
ea
su
re

sh
ap
es

of
m
an
y
cr
ys
ta
ls

st
er
eo
sc
op
ic

im
ag
in
g

st
er
eo
sc
op
ic
pa
rt
ic
le
im
ag
e
ve
lo
ci
m
et
ry

(P
IV
),
25

m
ul
tip

le
-

ca
m
er
a-
ba
se
d
te
ch
ni
qu
es

26
,2
7

ex
tr
em

el
y
us
ef
ul
fo
r
m
ea
su
rin

g
sh
ap
e
di
st
rib

ut
io
ns

of
sy
m
m
et
ric

cr
ys
ta
ls
ha
pe
s
su
ch

as
cu
bo
id
s
an
d
el
lip
so
id
s;
ve
ry

w
el
l-e
st
ab
lis
he
d
fo
r
on
lin
e
m
ea
su
re
m
en
ts

di
ffi
cu
lt
to

ob
ta
in

sh
ap
e
di
st
rib

ut
io
ns

fo
r
co
m
pl
ex

sh
ap
es
;
of
te
n
lim

ite
d

by
po
or

re
so
lu
tio

n
of

vi
de
o
ca
m
er
a
an
d
in
su
ffi
ci
en
t
lig
ht

ex
po
su
re

op
tic
al

se
ct
io
ni
ng
/

to
m
og
ra
ph
y

co
nf
oc
al
m
ic
ro
sc
op
y,
28

X
-r
ay

m
ic
ro
sc
op
y2

9
sh
ar
p
ve
rt
ic
al
re
so
lu
tio

n
en
ab
le
s
th
in
sl
ic
es

of
cr
ys
ta
l,
w
hi
ch

ca
n
be

re
co
ns
tr
uc
te
d
to

yi
el
d
3D

sh
ap
es

tr
ad
eo
ff
re
qu
ire
d
be
tw
ee
n
nu
m
be
r
of

sl
ic
es

ca
pt
ur
ed

an
d
tim

e
of

op
er
at
io
n

pr
oj
ec
tio

n-
ba
se
d

op
tic
al
m
ic
ro
sc
op
y,
30

tr
an
sm

is
si
on

el
ec
tr
on

m
ic
ro
sc
op
y

(T
EM

),
31

pr
oc
es
s
vi
si
on

an
d
m
ea
su
re
m
en
t
(P
V
M
)3

2
fr
eq
ue
nt
ly
us
ed

fo
r
2D

cr
ys
ta
ls
;
T
EM

ca
n
pr
ov
id
e
hi
gh

re
so
lu
tio

n;
PV

M
us
ua
lly

us
ed

fo
r
on
lin
e
m
on
ito

rin
g

di
ffi
cu
lt
to

ob
ta
in

sh
ap
es

of
3D

cr
ys
ta
ls
;
su
rf
ac
e
to
po
gr
ap
hy

ca
n
be

re
al
iz
ed

us
in
g
di
ff
er
en
tia
li
nt
er
fe
re
nc
e
co
nt
ra
st
(D

IC
)
or

st
ag
e
til
tin

g

hi
gh
-d
ep
th
-o
f-

fi
el
d

m
ic
ro
sc
op
y

sc
an
ni
ng

tu
nn
el
in
g
m
ic
ro
sc
op
y
(S
T
M
),
33

at
om

ic
fo
rc
e

m
ic
ro
sc
op
y
(A
FM

),
33

sc
an
ni
ng

el
ec
tr
on

m
ic
ro
sc
op
y

(S
EM

)3
4

hi
gh

ve
rt
ic
al
re
so
lu
tio

n
al
lo
w
s
ac
cu
ra
te

m
ea
su
re
m
en
t
of

su
rf
ac
e
to
po
gr
ap
hy

re
qu
ire

co
nfi
ne
d
en
vi
ro
nm

en
t
an
d
si
gn
ifi
ca
nt

sa
m
pl
e
pr
ep
ar
at
io
n
tim

e;
ca
n
pr
ov
id
e
on
ly
su
rf
ac
e
to
po
gr
ap
hy

Crystal Growth & Design Article

dx.doi.org/10.1021/cg300547w | Cryst. Growth Des. 2012, 12, 3735−37483736



can yield only equivalent sizes but not shapes (or h vectors).
Because of the limitations of the many other techniques listed
in Table 1, we envisage the use of confocal microscopy or
related techniques (such as multiphoton microscopy and X-ray
microscopy) to take the cross-sectional images of crystals and
process them using our image-analysis technique to obtain crys-
tal morphologies, polymorphs, and morphology distributions.
The proposed technique relies on extracting the most informa-
tion from the crystal images that can be translated to any shape
descriptors used industry-wide. It further has the potential for
online measurements, when combined with an appropriate
setup for continuous feeding of dye-coated crystals to a micro-
scope and automatic adjustment of the focus.11−13

The organization of this article is as follows: Section 2
discusses various techniques that have been used in the past for
crystal morphology measurement and polymorph detection.
Section 3 describes our image-analysis methodology for the
measurement of crystal morphology with an algorithm for Miller
index identification and polymorph detection. Section 4 discusses
the methods used to prepare and image samples. Section 5 demon-
strates the image-analysis technique using in silico generated
images and real images of acetaminophen obtained from a con-
focal microscope. Finally, some conclusions are presented in
section 6 about the methodology, outlining the future scope of
the proposed technique for online measurements.

2. PREVIOUS WORK
Shape-measurement techniques can be broadly classified as
direct or indirect methods. Direct methods encompass all
imaging techniques that are based on either microscopy (using a
stylus or electromagnetic radiation) or interferometry. These
techniques usually employ some image-analysis software that
reads, analyzes, and quantifies images. The high spatial resolu-
tion, accuracy, and robustness of such optical techniques have
confirmed their worth for online measurement of surface topo-
graphy14 and tracking of particle motion.15 An overview of methods
used to measure three-dimensional surface topography can be
found elsewhere.16 Conversely, indirect methods make use of
behavioral systems to study the effect of shape on particle dynamics
and extract shape descriptors by solving the inverse problem.
A brief list of the most commonly used techniques to mea-

sure particle shape or shape distribution is presented in Table 1,
although this list is not intended to be exhaustive. The remainder
of this section preovides a short review of the development of
shape-measurement techniques in crystal research.
2.1. Behavioral Systems and Shape Descriptors. The

measurement of crystal morphology is of paramount impor-
tance for the design and implementation of strategies for the
controlled production of crystalline materials. A primitive approach
in the past to inferring crystal morphology was to examine some
specific shape-dependent behavior. For example, the rolling
tendency of powder in an inclined rotating disk or cylinder
and the residence time distribution in sieve cascadograph were
used for extracting shape descriptors.17−19 Shape descriptors
are scalar quantities that are sensitive to the crystal shape.
Although such shape descriptors are only indicators and not a
full description of crystal shapes, they have been used in one
form or another for controlling product quality in industrial
practice. Consequently, shape descriptors have gained tremen-
dous applications in manufacturing industries following the
advent of imaging techniques for their direct measurement. The
selection of shape descriptors is critical, as the descriptors must
be invariant to the orientation of the object.35 Shape descriptors

can be classified as macroshape and mesoshape descriptors based
on the details required for particle shape description. Macroshape
descriptors can be calculated from measurements made on particle
image (e.g., form factor, roundedness, aspect ratio, elongation),
whereas the mesoshape descriptors are obtained from the com-
parison of a real particle with some reference shape such as a
convex polygon.36 Also, shape-descriptor measurements are
highly sensitive to details of the image-acquisition procedures
such as image magnification, lighting technique, and number of
particles measured.37

2.2. Imaging Instruments: Inline, Online, and Offline.
The rapid advancement in image-acquisition and -processing
technologies has led to the possibility of real-time measurements
of morphology evolution in industrial crystallizers. Various inline
imaging probes are commercially available such as Particle Imag-
ing System (PARIS) of DuPont, Particle Vision and Measure-
ment (PVM) of Lasentec and Mettler Toledo Ltd., Process
Image Analyzer (PIA) of MessTechnik Schwartz GmbH, and In
Situ Particle Viewer (ISPV) of Perdix Analytical Systems.38

Endoscopy−stroboscopy imaging sensors such as ATMOS
endoscopic systems represent some of the recent inline imaging
instruments (originally used for medical diagnosis) capable of
monitoring the color, transparency, size, and shape of pharma-
ceutical crystals.39 These invasive instruments are based on
borescopes with a strobe light source and a video camera
mounted on one end to capture images inside crystallizers.
Although such imaging probes are flexible, fast, and robust, they
are prone to poor visibility arising from particle clogging and
increasing particle density inside the crystallizer. Particle clogging
of sensors can be avoided by using noninvasive schemes for
online measurement of crystal morphology. Examples of two
such noninvasive schemes are the stroboscopic video imaging
system of GlaxoSmithKline40 and hot-stage optical microscopy.27

The former takes online images from the exterior of a crystallizer,
and the latter takes online images of crystals that are contin-
uously supplied to the hot stage and recycled back to the cryst-
allizer. Stroboscopic video imaging is also affected by background
noise due to improper lighting, high particle density, and particle
motion effects. However, better images can be obtained using
optical microscopy by adjusting light intensity, diluting particle
slurries, and stopping slurry flow. The offline imaging techniques
reported in Table 1 such as stereoscopic video imaging,41 scann-
ing electron microscopy (SEM),34 and atomic force microscopy
(AFM)33 are also frequently used to analyze crystalline materials
obtained after drying samples taken from crystallizers. Other
offline PAT imaging systems include Sysmex FPIA-3000, Pharma-
Vision System (PVS), and Morphologi G3 of Malvern Instru-
ments. Such in situ imaging techniques are mostly limited by
their capability to capture two-dimensional images of crystals.
Therefore, they are assisted with some image-analysis tools to
approximate three-dimensional features of crystals, as discussed
later. Some of the three-dimensional (3D) imaging techniques
such as confocal, multiphoton, and X-ray microscopy are based
on the principles of tomography to take optical slices of a crystal
and reconstruct its 3D shape using image analysis. Among these
techniques, confocal microscopy has emerged as a powerful
tool for the dynamic measurement of 3D structures of biolog-
ical samples28 and solid surfaces.42 Some of the features that
make it an attractive technique are high resolution of approxi-
mately 200 nm and high scanning speed on the order of 1 s per
image, although these features might vary depending on the
type of sample. Nevertheless, it is a promising technique
for dynamic measurements with the potential for online
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adaptability.13 This article demonstrates the use of confocal
microscopy to acquire 3D images of crystals that are further
processed using a unique image-analysis algorithm presented
herein to obtain crystal morphologies and polymorphs.
2.3. Image Processing and Analysis. Any imaging system

has three basic elements, namely, capture, curation, and anal-
ysis. We previously discussed different techniques normally
used to capture images, which are further processed for shape
measurements using an image-analysis program that performs
the other two elements (curation and analysis). Curation is a
preliminary process of any image-analysis program that basically
prepares images for the measurement of their features and
performs measurements. It has two major components: image
enhancement and image segmentation. Image enhancement
involves techniques such as gray-level histogram modification,
smoothing, and sharpening to improve the visual appearance of
an image for better machine interpretation, whereas image
segmentation uses an appropriate thresholding algorithm such
as global thresholding, local binarization, and watershed
transforms to create a binary image (or to separate an object
from the background).43 A different class of image segmenta-
tion technique, called multivariate image analysis, involves per-
forming multiway principal component analysis to decompose
highly correlated data in images.39,44 After the curation of an
image and its transformation to binary form have been completed,
appropriate analysis can be performed for the measurement of
relevant features. Some examples of basic analyses are measure-
ments of length, width, circularity, convexity, and Ferret diameter.
However, a few advanced analysis algorithms such as Camera
Model45 and Model-Based Shape Recognition for Crystals
(M-SHARC)46 have also been developed to identify the shapes
of crystals. Such models are based on creating a library of 2D
projection of crystal shapes at different orientations and
determining crystal shape by identifying projected images from
the library. Clearly, these models are questionable for the case of
asymmetric crystals with large numbers of faces, as the identification
of a unique crystal shape for some projected images is not assured.
The main focus of this article is the development of an image-
analysis program for tomographic images to derive complete
morphological and polymorphic details for crystalline materials.

3. NEW TECHNIQUE FOR CRYSTAL MORPHOLOGY
MEASUREMENT AND POLYMORPH DETECTION

The ability of crystallization processes to produce products of
desired qualities relies on the availability of appropriate measure-
ment and analysis tools. The rigor required in image analysis
must be commensurate with the quality of images obtained
from the imaging instrument. An instrument producing images
with poor resolution and/or significant background noise will
increase the image-processing time, which can be reduced or
avoided by properly selecting/tuning imaging instruments to
yield improved images. The image-analysis technique presented
herein takes tomographic images from a confocal microscope
with high resolution and low background noise, thus obviating
the need for advanced image-processing techniques. Section 3.1
discusses the algorithm for measuring 2D crystal shapes using
projected images of crystals by fitting a convex polygon. Then,
section 3.2 extends the same idea to measure the shape of a 3D
crystal by fitting a convex polyhedron. Subsequently, section 3.3
deals with the identification of the Miller indices of crystal faces
and thereby deciphering the crystal's polymorph. The conversion
of a measured shape quantity, h vector, to other easily measurable
quantities such as sphericity, aspect ratio, anf equivalent diameters

is shown in section 3.4. The structure of the image-analysis
program with different modules is described in section 3.5.

3.1. Measurement of 2D Crystal Morphology. Some
crystals have a tendency to attain a variety of 2D shapes, needle
or platelike, under different operating conditions and are re-
ferred to as 2D crystals because they are relatively small in at
least one direction. Examples of industrially grown 2D crystals
with applications in the pharmaceutical, semiconductor, and
catalyst industries are L-glutamic acid, succinic acid, hen-egg-
white lysozyme, CdSe nanorods, and TiO nanosheets. It is
essential to have appropriate tools to measure morphology
distributions, which, in this case, could be any one of the
projection-based techniques listed in Table 1, for the production
of crystals with shape-controlled properties. Projection-based
techniques such as optical microscopy and video microscopy take
images of crystal projections, recording their 2D shapes only with
no information on thickness. Nevertheless, these techniques
provide nearly complete shape descriptions, as the relative thick-
ness is almost unchanged during the course of crystallization.
The captured images of crystal projections are processed to re-
move noise, enhance contrast, and prepare them for analysis.
The typical outcome from image processing is binary (black-

and-white) image that is further processed by an image-analysis
algorithm as shown in Figure 1 to obtain the h vector of any 2D

crystal. The following five steps are involved in the algorithm
for determining the shape of a 2D crystal.
Step 1. The images are prepared for analysis by performing

some or all of the image-processing steps listed in section 2.3.
The extent of processing required is inversely related to the
quality of the images. Therefore, the time required in this step
can be minimized by careful operation of the imaging instru-
ments (for example, supplying sufficient light exposure, properly
choosing lens and focus). The preprocessed image is converted

Figure 1. Image algorithm to measure the shapes of 2D crystals with
an illustrative treatment of an octagon.
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to a binary form, and each crystal in the image is labeled to
facilitate identification and perform simultaneous analysis.
Step 2. The usual binary representation of the image after

step 1 is such that crystals are colored black and background is
white. The collection of black pixels at the interface of the
crystal and background forms a contour of the crystal. These
boundary pixels can be easily identified using Matlab subroutine
imcontour.
Step 3. This part of the algorithm identifies those pixels of the

contour that are lying on a straight line. There are many ways of
finding straight lines in intensity images; one popular approach
is to group pixels corresponding to similar intensity gradients.47

Here, we use a relatively simple technique of finding pixels on
straight lines using a convex hull. Specifically, to obtain convex
hulls, we used the Quickhull algorithm,48 which is available in
Matlab as the subroutine convhulln and whose outputs are the
indices of pixels comprising facets of the convex hull.
Step 4. The straight lines are fit through the set of pixels

comprising facets of a crystal by linear regression. For example,
step 4 in Figure 1 shows the fitting of eight straight lines pass-
ing through each face of the octagon, which coincides with the
smallest convex region. The output from this step is a set of
linear equations of the form aix + biy = di, corresponding to
each face of the crystal, with respect to some center.
Step 5. The h vector can be directly obtained from the set of

linear equations by calculating the perpendicular distances (h) of
the straight lines from some appropriate point inside the crystal.
This algorithm works very well with 2D faceted crystals, and

its performance on real crystals is demonstrated in section 5.1.
Although this approach can be extended to nonfaceted crystals
(for example, by fitting analytic functions, such as Fourier series
or polynomial functions, to boundary pixels), we restrict con-
sideration to only faceted crystals because of the complexity
associated with modeling the shape evolution of nonfaceted
crystals. Consequently, the proposed algorithm is expected to
be useful for validating such models and can also be used inde-
pendently in different applications to measure the shapes of 2D
crystals.
3.2. Measurement of 3D Crystal Morphology. Crystals

grown in crystallizers can take varieties of shapes, ranging from
needlelike to more complex polyhedral shapes, based on oper-
ating conditions and material properties. The measurement of
crystal shapes is of critical importance for the controlled syn-
thesis of crystalline products with desired physical attributes. As
discussed in section 2, many light-scattering- and imaging-based
techniques can be used to infer crystal shapes in some approximate
ways. Although some techniques such as single-crystal X-ray
diffraction, X-ray tomography, confocal microscopy, and multi-
photon microscopy can capture shapes of crystals more precisely
than others, their applications in quantifying shape distributions
are limited because of the unavailability of an appropriate
framework that can read images and quantify shape distributions.
This section presents a new methodology for obtaining the com-
plete shape description (in terms of the h vector and corresponding
normal vectors) from tomographic images of a faceted crystal.
Tomographic images are actually a set of cross-sectional

images of crystals that can be obtained from instruments such
as confocal microscopes. These images are processed with a
method similar to that described earlier for 2D crystals and
converted into binary images for further analysis using the
algorithm shown in Figure 2, to obtain the h vector and normal
vectors for any 3D crystal. The image-analysis algorithm for 3D
crystals is the same as for 2D crystals, except for the stack of

images being processed and analyzed together to yield the 3D
shape.
Step 1. All images in a stack are preprocessed and binarized.

The information on the distance between two images in a given
stack is known from the imaging instrument and is kept fixed
throughout the analysis.
Step 2. The boundary pixels for all images in a stack are

identified using the Matlab subroutine imcontour on each
image in the stack. The resulting form is the set of level curves
of the crystal.
Step 3. The set of boundary pixels corresponding to the

entire stack is processed through the Matlab subroutine
convhulln to yield a convex set of triangular faces (see Figure
2, step 3) covering all boundary pixels. It might be possible to
obtain multiple triangular faces with nearly same orientations.
Therefore, the triangular faces having the same orientations are
grouped together, with each group forming a crystal face with a
distinct orientation.
Step 4. The boundary pixels lying closest to a group of

triangular faces (representing a facet of the crystal with a unique
orientation) are identified, and the equation of a plane is fitted
through these boundary pixels by linear regression.
Step 5. The set of equations corresponding to each face of

the crystal can be used to calculate perpendicular distances
(h vector) of the crystal faces from some center inside the
crystal. The final outputs from this image-analysis program
are the h vector and the corresponding normal vectors of the
crystal faces, from which the crystal shape can be readily
constructed.
It is worth noticing that the choice of center governs the

number of distinct h values in the h vector that eventually
reflects the symmetry of the crystal. This issue is addressed
in the next section, and a method for deriving the center

Figure 2. Image algorithm to measure the shapes of 3D crystals with
an illustrative treatment of an icosahexahedron.
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corresponding to the maximum symmetry of the crystal from
the crystal morphology is presented.
3.3. Crystal Face Recognition and Polymorph

Detection. The shape of a crystal alone, without any reference
to the atomic structure on crystal faces, is meaningless because
the surface energetics and related properties cannot be defined
uniquely. The shape-related properties can be determined
uniquely only if the shape is defined with respect to crystallo-
graphic coordinates. The crystallographic coordinates are
defined based on the shape of a unit cell of a crystal. The dimen-
sions of a unit cell are known as lattice parameters and comprise
the angles made by crystallographic axes (α, β, γ) and the lengths
of the sides of a unit cell (a, b, c). Hence, a crystal can be viewed
as an object with repeating arrangement of unit cells along
crystallographic axes.
The shape of crystals relative to the crystallographic co-

ordinates is referred to here as the morphology, whereas the
polymorphs are characterized by the lattice parameters. To
clarify further, crystals with identical polymorphs can have
different growth morphologies, whereas the converse is not
true. Measurements of crystal morphologies and polymorphs
are of critical importance in assessing the quality of crystalline
products. Different techniques can be used to measure shapes
and polymorphs of crystals; however, there are no such
techniques, except for X-ray microscopy and single-crystal X-
ray diffraction (XRD), that can measure the morphologies of
crystals. Single-crystal XRD can be used to determine the mor-
phology of a single crystal, but it is time-consuming and
impractical for use for a population of crystals.
The identification of crystal morphology requires the mea-

surement of h vector and the assignment of Miller indices to
the corresponding faces. For any instrument to be capable of
measuring crystal morphology, it must be able to measure 3D
shapes and detect crystallographic planes on crystal surfaces.
We propose a simple, effective, and noninvasive method for
detecting crystallographic planes from only the shape measure-
ments.
A perfect crystal with a regular three-dimensional arrange-

ment of atoms has constant interfacial angles irrespective of its
shape. This was discovered by Nicolas Steno in 1669 and is
known as Steno’s law of constancy of interfacial angles: The
angles between corresponding faces on crystals are the same for
all specimens of the same mineral. It follows from Steno’s law
that all growth morphologies of crystalline materials with a fixed
polymorphic form have identical and unique patterns of inter-
facial angles. Consequently, it can be stated that one polymorph
differs from another by its interfacial angular patterns. Also, the
interfacial angular pattern made by a face (belonging to some
crystallographic family) with all other faces on a crystal is con-
stant and unique for that family of faces. There exists a signa-
ture angular pattern for each family of planes in a given polymorph,
and the set of angular patterns corresponding to all families of
planes is unique for a given polymorph.49

The determination of polymorphs and the Miller indices of
planes requires the construction of master angular patterns for
energetically favorable faces that might appear during growth.
Theoretically, a crystal has infinitely many planes, but only a
few can appear during crystal growth. Bravais−Friedel−Donnay−
Harker (BFDH) law is the basic way of selecting crystal that are
likely faces to appear. It states that the larger a face’s interplanar
spacing (dhkl), the slower its growth, and the greater its size. It
accounts for the internal structure and symmetry of the crystal
but not the attachment energy between atoms or molecules

(growth units). Subsequently, Bennema and co-workers extended
Hartman−Perdok (HP) theory to determine energetically fa-
vorable crystal faces. They proposed a methodology based on
crystal graphs (prepared by growth units connected with non-
covalent bonds) and connected net theory to determine low-
energy (favorable, F) faces with more than one connected net.
The connected-net analysis reduces crystal faces to a limited
number. Boerrigter et al.50 showed through connected-net
analysis that crystal faces of monoclinic paracetamol such as
{001},{011},{110}, and {201} are energetically more favorable
to appear, in agreement with the experimental morphologies
observed by Ristic et al.51

Consider a crystal with n energetically favorable planes con-
stituting f families. The total number of planes and the cor-
responding normal vectors are written as
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where mi is the number of planes in the ith family and N is the
matrix of normal vectors ni. The angular patterns θj made by
the jth face with all faces of the crystals are given as

θ = · =− i j nn ncos ( ), , 1, 2, ...,i j i j,
1

(2)

where angles in θj = {θi,j}i=1
n are arranged in ascending order.

It can be readily observed that all angular patterns in the ith family
are the same, that is, θ1,i = θ2,i = ... = θmi,i. The polymorph is uniquely
characterized by its angular patterns {θj}i=1

n , which are referred to
here as the master angular patterns. These master angular patterns
are compared with the experimentally measured angular patterns to
identify polymorphs and assign Miller indices to crystal faces.
The algorithm for identifying polymorphs and assigning

Miller indices to crystal faces is presented in Figure 3.

Step 1. The algorithm generates the set of energetically
favorable faces (F faces) for a given polymorph. The method to
identify F faces is well-established in the literature and is known
as connected-net analysis.50 For example, the F faces for aceta-
minophen are given in the Appendix. The set of Miller indices

Figure 3. Algorithm for the identification of polymorphs and Miller
indices of crystal faces from crystal shape information.
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(hkl) corresponding to F faces of a given polymorph are
composed as rows in a matrix M.
Step 2. The row vectors mj ofM are the normal vectors of the

F faces whose “components” are expressed in terms of the crys-
tallographic frame of reference. They can be transformed into
the vectors in the Cartesian frame using the transformation matrix
K52
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2

The transformation matrix K in eq 3 corresponds to the specific
relative orientation of the crystallographic and Cartesian frames
of references; specifically, the c axis (crystal frame) is parallel to
the z axis (Cartesian frame), and the b axis (crystal frame) is in
the y−z plane (Cartesian frame). The transformed normal vectors
in the Cartesian frame can be obtained as

=N MK (4)

The master angular patterns {θj} for the set of energetically
favorable faces can be derived from eq 2. For example, the master
angular patterns for two different polymorphs of acetaminophen
are shown in Tables A1 and A2 of the Appendix. These angular
patterns are unique for a given polymorph and are invariant with
respect to morphologies of growing crystals.
Step 3. The experimental observation of crystal shape using

confocal microscopy, described in section 3.2, can produce a
matrix N* of normal vectors that can be further manipulated to
obtain experimentally measured angular patterns (θk*)

θ* = *· * =− n n l k mcos ( ), , 1, 2, ...,l k l k,
1

(5)

where m is the number of experimentally observed crystal faces
(for growing crystals m ≤ n) and the asterisk (*) denotes that
they are experimentally measured quantities. Although the
Cartesian frames of reference for N and N* might not overlap,
the angular patterns θj and θk* (which are both arranged in
ascending order) are independent of such differences. For
example, the angular patterns computed for the experimentally
measured normal vectors (Table A3, Appendix) are shown in
Table A4 (Appendix).
Step 4. The experimentally measured angular patterns {θk*}k=1

m

can then be compared with the master angular patterns {θj}j=1
n of

each polymorph. As the dimensions of θk* and θj can be different,
the match can be established under the condition that the set of
components of θk* is a proper subset of the set of components
of θj. The identification of the master angular patterns {θj}j=1

n

that match with {θk*}k=1
m would fix the polymorph of the crystal.

For example, the match between Tables A4 and A1 confirms
form I of acetaminophen crystals.
Step 5. Let ν1 = mj be the Miller index of jth face whose

angular pattern θj matches with some θk* with a normal vector
of ν2 = nk*. The relation between the Cartesian frames of reference
corresponding to N and N* can be obtained by using a rotation
matrix as follows

* = =σ σn R n R K mk j j
T

(6)

The rotation matrix Rσ is given as
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where σ1, σ2, and σ3 are the counterclockwise rotations about
the x, y, and z axes, respectively. The substitution of mj = ν1 and
nk* = ν2 in eq 6 would fix the rotational angles σ ≡ {σ1, σ2, σ3}
and, hence, the transformation matrix (KRσ

T). Now, the Miller
indices (mk*) of the experimentally measured normal vectors
(nk*) can be directly obtained as

* *= σ
−M N KR( )T 1

(7)

Equation 7 identifies the crystallographic frame of reference
from the experimentally measured crystal shape using the trans-
formation matrix (KRσ

T). The identification of the transforma-
tion matrix and the calculation of Miller indices for acetamino-
phen crystals are given in the Appendix. The information on
the h vector and the corresponding Miller indices (M*) can be
further explored to study the polyhedral symmetry of the crys-
tal to reduce the dimensions of the h vector. For example, a
cubic crystal with identical faces will have repeating elements in
the h vector measured with respect to the centroid of the
crystal. Such considerations of symmetry are very important for
reducing the dimensionality of dynamic models for shape
evolution.10

3.4. Representation of Measurable Quantities Using
the h Vector. There is a vast amount of literature on convex
polyhedra calculations in the area of computational geometry.
Simple programs for computing the surface areas, volumes,
mean diameters, and so on of convex polyhedra are available
in commercial software such as Matlab and Mathematica. The
basis of such calculations lies in identifying the vertices of a
convex polyhedron defined as Nr ≤ h, where r is the position
vector. The vertex of a polyhedron is formed by at least three
faces that can be shown as
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The set of vertices obtained for different combinations of
crystal faces can be used to measure the face-specific area, total
surface area, volume, and shape-related measures of the
crystals.8

3.5. Image-Analysis Program. The image-analysis pro-
gram consists of three modules that were developed using the
image-processing toolbox of Matlab. The first module does
image processing to obtain the contours of the crystals in the
images, which might involve multiple treatments based on the
quality of the image. As the quality of confocal images under
fixed microscope operating conditions is relatively constant, the
treatment to obtain contours is also fixed for a stack of confocal
images. The images must be converted to grayscale and then
subjected to contrast adjustment, if needed, using the Matlab
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subroutine imadjust. The edges of the crystals in the images can
then be found by using Matlab subroutine edge which is based
on identifying intensity gradients in the intensity image. Finally,
only those edges are selected that belongs to the contours of
the crystals by filling holes and smoothing of the images. The
image-processing treatments in this first module is very specific
to the set of images obtained from a confocal microscope.
The second module collects the contours of different slices of

a crystal in a given stack of confocal images with information on
the distance between the slices. These contours are then fitted
based on the methodology given in section 3.2 to yield the
crystal shape (h and N).
The third module identifies the Miller indices of the crystal

faces and hence the crystal polymorph. The detailed calcula-
tions for the identification of Miller indices (M*) are presented
in section 3.3. These three modules can be run for multiple
confocal stacks to obtain morphology distributions with respect
to h vectors.

4. MATERIALS AND METHODS
Crystals of acetaminophen of form I were grown by cooling a super-
saturated solution of acetaminophen (MP Biomedicals, 90−100 wt %)
in water at room temperature. There are many ways to produce acet-
aminophen crystals of form I, which will not be discussed here in detail
because they can be found elsewhere.53 The crystals were then filtered
and dried, after which they were coated with a fluorescent dye. The
basic requirement for 3D imaging using a confocal microscope is that
the material should be fluorescent. Therefore, the coating of fluores-
cent dyes on crystals is important for the versatility of this technique. The
instability of fluorescent molecules at high temperatures and their high mo-
lecular weights prevent their use for physical vapor deposition. Therefore,
solution-based physical deposition was chosen to coat the fluorescent dye.
Most active pharmaceutical ingredients (APIs) are polar molecules

with little or no solubility in nonpolar solvents. Lipophilic fluorescent
molecules can be dissolved in some nonpolar solvents in which crystals
of an API are suspended. The solution-based physical deposition of the
fluorescent dye can be simply done by evaporating the nonpolar sol-
vent. Acetaminophen crystals suspended in a solution of octadecyl
rhodamine B chloride (R18, Invitrogen) in n-heptane were coated with

the dye by evaporating the solvent. The coated crystals were taken on
microscopic slides and observed by a confocal microscope (Bio-Rad
MRC 1024) at an excitation wavelength of 568 nm and an emission
filter at 605/32. The method can be extended to coat fluorescent dye
on any material by choosing appropriate dye−solvent systems, hence
enabling 3D imaging of the material using confocal microscopy.

5. RESULTS AND DISCUSSION

The performance of the morphology measurement techniques
discussed in section 3 on the experimentally observed 2D and
3D shapes of acetaminophen is examined in the subsequent
subsections. The image-analysis program was able to produce h
vectors and Miller indices for different shapes of acetamino-
phen crystals and reliably generate morphology distributions for
in silico images of 2D crystals.

5.1. Morphology of 2D Acetaminophen Crystals.
Acetaminophen can take widely different shapes depending
on the supersaturation regime. Platelike crystals of acetamino-
phen were synthesized at low supersaturation and observed by
confocal reflection microscopy (CRM). As CRM relies on the
detection of light reflected from a sample, it can be used to
observe crystals without fluorescent tagging. CRM, however,
suffers from blind spots that prevent the viewing of crystal faces
at certain angles.54 The image acquired by CRM was processed,
as described in the first module of section 3.5, to obtain the
contour of the crystal. Figure 4 shows the sequential treatments
performed on the confocal micrograph to automatically seg-
ment the crystal. The binary mask (Figure 4b) of the image was
created by detecting intensity gradients using the Sobel approx-
imation. The thin high-contrast line in the binary mask was
then dilated using flat linear structuring elements (Figure 4c).
The holes in the dilated image were filled using the flood-
fill operation on the background pixels. Figure 4d was further
smoothed by eroding the image using diamond-shaped structuring
elements. The segmented crystal can be clearly seen in Figure 4e,
and its contour (Figure 4d) was easily identified by picking the
boundary pixels. Although this set of operations was specific for

Figure 4. Image processing for segmenting crystals using Matlab: (a) CRM image of an acetaminophen crystal at 20× magnification, (b) binary mask
generated using the Sobel method, (c) dilation of edges using linear structuring elements, (d) filling holes by a flood-filling operation, (e) smoothing
the image by erosion, and (f) contour of the segmented image.
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this image, the operations can be easily automated for other
images obtained by confocal microscopy under similar conditions.
The contour obtained from image processing was analyzed to

identify the crystal facets. The methodology described in section
3.1 groups the pixels lying on the flat elements by drawing a con-
vex hull. The pixels nearest the face of the convex hull can be easily
identified to form a group that also represents a crystal face. The
number of facets in the convex hull might exceed the number of
crystal faces, leading to more than one group for the same crystal
face. Each group of pixels was subjected to linear regression to
obtain the normal vectors (nk*) and perpendicular distances
(h vector). Clearly, if two groups correspond to the same crystal
face, then their normal vectors and h vectors will also be the same,
resulting in the rapid identification of the unique crystal faces.
The final form of the polygon that fits well to the projected

image of crystal is shown in Figure 5 (right). This analysis
identified six crystal faces ordered in counterclockwise direction
with their perpendicular distances from the center. The equi-
librium morphology of acetaminophen crystals grown at low
supersaturation has four families of energetically favorable faces,

namely, {110}, {001}, {201}, and {011}.51 Comparison of the
crystal shape in Figure 5 with its equilibrium morphology
indicates that {110} comprises the top, bottom, first, and fourth
faces; {001} represents inclined faces whose projections
form the third and sixth faces; and finally, {201} and {011}
are projected along the second and fifth faces. In this case, the
identification of Miller indices requires that angular patterns
be measured in the plane of projection and matched with the
master angular patterns. The current analysis on 2D crystals can
be applied to a wide class of materials such as succinic acid and
gibbsite where the effect of inclined planes on the h vector is
not significant. The next subsections describe the capabilities of
the image-analysis program to perform repeated measurements
to yield morphology distributions.

5.2. Morphology Distributions of 2D Crystals. The
images of 2D crystals are easy to capture and process using the
methodology described in section 5.1. To test this image-
analysis program, we generated and analyzed 10000 images of
octagonal crystals with two characteristic dimensions corre-
sponding to two families of faces forming squares and

Figure 5. Identification of the polygon that best fits the crystal shape.

Figure 6. Measured morphology distribution of octagonal crystals: (a) randomly sampled points from bivariate Gaussian distribution and images of
octagonal crystals created for each sampled point and (b) morphology distribution obtained after analyzing images of octagonal crystals.
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diamonds. The generation of images involves the random
selection of 10000 points from a known bivariate Gaussian
distribution (see Figure 6a) and the creation of images of
octagonal crystals in Matlab for each randomly selected point.
These 10000 images were stored in a computer so that the
image-analysis program could access them automatically. These
images were sequentially analyzed by the image-analysis
program to obtain the bivariate distribution of their character-
istic lengths (h1 and h2).
The purpose of this part of the study was to check the

amount of error induced by the image-analysis program in the
measurement of morphology distributions. Figure 6 shows that
there was a close match between the sampled distribution and
the measured distribution, with a relative error on the order of
10−3. Although the error was not significant, a possible source
could be the fitting of polygons to the crystal images.
5.3. Morphology of 3D Crystals. The necessity for

determining three-dimensional shapes of crystals in many
applications calls for robust and reliable tomographic
techniques to measure them. Confocal microscopy provides
much simpler settings for acquiring tomographic images than
X-ray microscopy. The acquisition of better images involves not
only the proper sample-preparation techniques but also the
optimum choice of factors such as x−y resolution, number of
slices, diameter of pinhole aperture, gain, and offset. A tradeoff
is often made between the optimum resolution and the time
required for imaging. There are a few applications of the
automation of confocal microscopes, including online monitor-
ing of particle deposition on a membrane,12,13 which suggests
the possibility of online measurements of crystal shapes.
Fluorescent-dye-coated acetaminophen crystals were ob-

served with a confocal microscope at 10× magnification. The
two projected images of acetaminophen crystals are shown in
Figure 7. These projected images were constructed by com-

bining all confocal slices to get in-depth resolution. It can be
seen that the quality of the images is greatly affected by the
nonuniform coating of fluorescent dye, which calls for more
advanced coating technologies. The crystals shown in Figure 7
are on the order of 100 μm and can be viewed in air medium at
lower magnification; however, crystals in the micrometer and
submicrometer range requiring higher magnification might
need oil medium to obtain proper contrast, which can cause
bleeding of the fluorescent dye during microscopy. The quick
imaging of such bleeding crystals is the simplest remedy for this
problem.
The 29 confocal slices of the crystal shown in Figure 7 (left)

were processed in a fashion similar to that used for Figure 4 to

obtain contours for the set of slices. These contours were then
analyzed, as described in section 3.2, to obtain the polyhedron
that best fits the crystal (see Figure 8). The resolution of the

polyhedron strongly depends on the number of slices
considered for regression, which can affect the time efficiency
of examining a population of crystals.
The two basic outcomes of the image-analysis program

include normal vectors and the h vector, which can be used to
measure all other shape-related properties, as discussed in
section 3.4, such as face-specific area, total surface area, volume,
sphericity, and equivalent diameters. Some results for the
crystals in Figure 8 are shown in Table 2, including the Miller

indices of the faces, their perpendicular distances, and their
face-specific areas. The other calculated quantities of the crystal,
for example, are total area (39436.29 μm2), volume (492040 μm3),
sphericity (0.7643), and Sauter mean diameter (74.86 μm).
These normal vectors were used to generate angular patterns

that were then matched with the master angular patterns to
identify the polymorph. The details of these calculations are
presented in the Appendix, which confirms that the crystal in
Figure 8 is of form I.

Figure 7. Confocal images of acetaminophen crystals coated with
octadecyl rhodamine B chloride.

Figure 8. Identification of the polyhedron that best fits the
tomographic images of the acetaminophen crystal shown in Figure 7
(left).

Table 2. Miller Indices, h Vectors, and Face-Specific Areas of
the Crystal in Figure 8

Miller index h (μm) area (μm2)

(11 ̅0) 21.53 10050.20
(1 ̅10) 21.53 10991.11
(1 ̅1̅0) 56.53 1943.14
(110) 61.53 1757.64
(011) 67.10 314.75
(011 ̅) 57.10 714.29
(01 ̅1̅) 47.10 1875.75
(01 ̅1) 62.10 425.30
(001) 52.38 4268.19
(001 ̅) 47.38 2993.87
(100) 62.38 1976.29
(1 ̅00) 62.38 1065.10
(2 ̅01) 69.11 617.54
(201 ̅) 69.11 443.14
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6. CONCLUSIONS

The purpose of this article has been (i) to review existing tech-
nologies for measuring crystal morphologies, (ii) to introduce
the application of confocal microscopy as a promising tech-
nique for obtaining tomographic images of crystals, and (iii) to
show how tomographic images can be utilized to obtain quan-
titative crystal morphology defined by the h vector that can also
generate all other shape descriptors. We have addressed here
three different issues related to image acquisition, image pro-
cessing, and image analysis. The novelty of this work lies in the
acquisition of tomographic images of crystals using confocal
microscopy and analysis of tomographic images to obtain
crystal shapes (in terms of the h vector and normal vectors) and
identify polymorphs and Miller indices of the faces.
Tomographic techniques are by far the most accurate ones

for measuring 3D shapes, and of these, confocal microscopy
definitely has some advantages over other techniques. Some of
these advantages are as follows:
(1) The sample requirements are not as stringent as with

X-ray tomography. The only requirement is the identification
of a suitable fluorescent dye that can coat crystals. As most
pharmaceutical crystals are made up of polar molecules, they
can be coated with lipophilic dyes such as octadecyl rhodamine
B chloride that are soluble in the solvents such as heptane.

(2) The sample must be crystalline to observe under X-ray
microscope, whereas there are no such requirements for con-
focal microscopy, except that the material must be uniformly
coated with a suitable fluorescent dye.
(3) The resolution of confocal microscopes can be as small

as 190 nm, which is much smaller than the resolution of X-ray
microscopes.
(4) Image acquisition using confocal microscopes is faster

than that with X-ray microscopes.
These advantages make the confocal microscope a versatile

instrument for measuring 3D shapes of crystalline or amorphous
materials provided the sources of uncertainties are identified. Some
issues relating to improvements in the capabilities of the confocal
microscope are (1) automated provision for the optimization
of operating conditions of confocal microscopes specific to
fluorescent-dye-coated crystals with respect to adjustments for
pinhole aperture, gain, offset, and x−y−z resolutions and (2)
improved coating procedures for fluorescent dye to identify
slices with suitable image-processing tools.
Opportunities abound for the application of confocal micros-

copy in particle technology, in situations where (1) a fluorescent
dye can be coated uniformly onto the crystal and (2) the tomog-
raphic images can be analyzed for its shape and polymorph. This
article presents a simple way to obtain crystal morphology from

Table A1. Angular Patterns for Form I with Lattice Parameters a = 12.651 Å, b = 8.887 Å, c = 7.236 Å, α = β = 90°, γ = 114.848°

mj

no. (001 ̅) (1 ̅00) (001) (100) (011 ̅) (01 ̅1) (011) (01 ̅1̅) (201 ̅) (2 ̅01) (110) (1 ̅10) (11 ̅0) (1 ̅1̅0)

1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
2 41.90 38.42 41.90 38.42 41.90 41.90 41.90 41.90 38.42 38.42 38.95 60.31 60.31 38.95
3 41.90 38.95 41.90 38.95 46.97 46.97 53.19 53.19 46.97 46.97 52.46 60.31 60.31 52.46
4 51.58 72.72 51.58 72.72 53.19 53.19 60.31 60.31 51.58 51.58 53.19 68.33 68.33 53.19
5 90.00 73.70 90.00 73.70 60.31 60.31 73.70 73.70 52.46 52.46 53.19 72.72 72.72 53.19
6 90.00 73.70 90.00 73.70 73.70 73.70 75.95 75.95 75.95 75.95 68.33 76.54 76.54 68.33
7 90.00 90.00 90.00 90.00 83.80 83.80 83.80 83.80 76.54 76.54 90.00 90.00 90.00 90.00
8 90.00 90.00 90.00 90.00 96.20 96.20 96.20 96.20 103.46 103.46 90.00 90.00 90.00 90.00
9 90.00 106.30 90.00 106.30 106.30 106.30 104.05 104.05 104.05 104.05 111.67 103.46 103.46 111.67
10 90.00 106.30 90.00 106.30 119.69 119.69 106.30 106.30 127.54 127.54 126.81 107.28 107.28 126.81
11 128.42 107.28 128.42 107.28 126.81 126.81 119.69 119.69 128.42 128.42 126.81 111.67 111.67 126.81
12 138.10 141.05 138.10 141.05 133.03 133.03 126.81 126.81 133.03 133.03 127.54 119.69 119.69 127.54
13 138.10 141.58 138.10 141.58 138.10 138.10 138.10 138.10 141.58 141.58 141.05 119.69 119.69 141.05
14 180.00 180.00 180.00 180.00 180.00 180.00 180.00 180.00 180.00 180.00 180.00 180.00 180.00 180.00

Table A2. Angular Patterns for Form II with Lattice Parameters a = 7.308 Å, b = 11.804 Å, c = 17.161 Å, α = β = 90°

mj

no. (001 ̅) (1 ̅00) (001) (100) (011 ̅) (01 ̅1) (011) (01 ̅1̅) (201 ̅) (2 ̅01) (110) (1 ̅10) (11 ̅0) (1 ̅1̅0)

1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
2 55.48 12.02 55.48 12.02 55.48 55.48 55.48 55.48 12.02 12.02 31.76 31.76 31.76 31.76
3 55.48 31.76 55.48 31.76 64.30 64.30 64.30 64.30 33.74 33.74 33.74 33.74 33.74 33.74
4 77.98 31.76 77.98 31.76 64.30 64.30 64.30 64.30 33.74 33.74 63.53 63.53 63.53 63.53
5 90.00 90.00 90.00 90.00 69.04 69.04 69.04 69.04 77.98 77.98 64.30 64.30 64.30 64.30
6 90.00 90.00 90.00 90.00 83.22 83.22 83.22 83.22 83.22 83.22 64.30 64.30 64.30 64.30
7 90.00 90.00 90.00 90.00 90.00 90.00 90.00 90.00 83.22 83.22 90.00 90.00 90.00 90.00
8 90.00 90.00 90.00 90.00 90.00 90.00 90.00 90.00 96.78 96.78 90.00 90.00 90.00 90.00
9 90.00 90.00 90.00 90.00 96.78 96.78 96.78 96.78 96.78 96.78 115.70 115.70 115.70 115.70
10 90.00 90.00 90.00 90.00 110.96 110.96 110.96 110.96 102.02 102.02 115.70 115.70 115.70 115.70
11 102.02 148.24 102.02 148.24 115.70 115.70 115.70 115.70 146.26 146.26 116.47 116.47 116.47 116.47
12 124.52 148.24 124.52 148.24 115.70 115.70 115.70 115.70 146.26 146.26 146.26 146.26 146.26 146.26
13 124.52 167.98 124.52 167.98 124.52 124.52 124.52 124.52 167.98 167.98 148.24 148.24 148.24 148.24
14 180.00 180.00 180.00 180.00 180.00 180.00 180.00 180.00 180.00 180.00 180.00 180.00 180.00 180.00
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tomographic images using a convex hull. The convex hull facil-
itates the identification of crystal faces and is followed by a
regression procedure to obtain surface normals and the h vector.
The identification of master angular patterns readily allows for
the detection of polymorphs.
The current methodology for obtaining the h vector for 2D

crystals can also be used with other projection-based techniques
such as PVM and optical microscopy. The analysis of 2D crys-
tals can reliably produce h vectors and normal vectors if the
inclination of the planes with respect to the projection plane is
known. The methodology for measuring 3D shapes from to-
mographic images can also be extended to stereoscopic images.
The dynamic 3D images of crystals can also be obtained from
hot-stage confocal microscopes if there are provisions for
intermittent coating and removal of fluorescent dyes.
As demonstrated, quick assessment of the morphology of

single crystals allows for the determination of the morphology
distribution among a population of crystals. However, for the
determination of morphology distributions, it is essential to
develop the capability for online measurements. In this regard,
the work of Patience and Rawlings27 is particularly noteworthy
for emulation. Alternatively, confocal microscopy can also be
used for the offline imaging of crystals sampled frequently from
crystallizers. What this work has accomplished is a method-
ology for the rapid assessment of the morphologies of faceted
objects when their images are available.

■ APPENDIX
Miller Index and Polymorph Identification
Acetaminophen crystals are known to exist in three
polymorphic forms: form I (monoclinic, stable), form II
(orthorhombic, metastable), and form III (Unknown). These
polymorphs of acetaminophen have four energetically favorable
families of faces (F faces), namely, {110}, {001}, {201}, and
{011}, that form a tetradecahedron. The master angular
patterns for forms I and II were generated using eq 2 and are
listed in Tables A1 and A2, respectively.
The normal vectors of the crystal faces obtained from the

shape measurements are given in Table A3. The objective of
this analysis was to identify the polymorph of the crystal and
the Miller indices corresponding to the normal vectors. The
angular patterns (shown in Table A4) obtained from the
measured normal vectors matches significantly with Table A1,
which confirms its polymorph to be form I. The assignment of
the Miller indices requires the identification of the trans-
formation matrix (KRσ

T). We use eq 6 to find the rotations
about the axes for some pairs (nk*, mj) that correspond to the
columns of Tables A4 and A1 with similar angular patterns. We
need two pairs of (nk*, mj) to uniquely determine the angular
rotations. The two arbitrary choices of pairs (n1*, m13) and
(n6*, m1) yielded angular rotations σ = [90° 0° 18.324°] using eq
6. The knowledge of lattice parameters and angular rotations fixes
the transformation matrix, which in Table A3 directly produces the
corresponding Miller indices, as shown in Table A5.

Table A3. Normal Vectors Derived from Crystal Shape
Measurements in Figure 8

n1* 0.0000 0.0000 1.0000
n2* −0.9307 0.0000 0.3659
n3* 0.4427 −0.7478 −0.4948
n4* 0.4427 0.7478 −0.4948
n5* 0.0000 1.0000 0.0000
n6* 0.0000 −1.0000 0.0000
n7* −0.4427 −0.7478 0.4948
n8* 0.0000 0.0000 −1.0000
n9* 0.9493 0.0000 0.3144
n10* 0.7407 −0.6255 0.2453
n11* −0.4427 0.7478 0.4948
n12* −0.7407 0.6255 −0.2453
n13* 0.9307 0.0000 −0.3659
n14* −0.9493 0.0000 −0.3144

Table A4. Angular Patterns Corresponding to the Normal Vectors Given in Table A3

nk*

no. n1* n2* n3* n4* n5* n6* n7* n8* n9* n10* n11* n12* n13* n14*

1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
2 60.35 39.79 41.60 41.60 41.60 41.60 41.60 60.35 38.72 38.72 41.60 38.72 39.79 38.72
3 60.35 53.16 47.60 53.62 41.60 41.60 53.62 60.35 39.79 47.60 47.60 47.60 53.16 39.79
4 68.54 53.62 53.62 60.35 51.28 51.28 60.35 68.54 71.68 51.28 53.62 51.28 53.62 71.68
5 71.68 53.62 60.35 74.65 90.00 90.00 74.65 71.68 74.65 53.16 60.35 53.16 53.62 74.65
6 75.80 68.54 74.65 74.86 90.00 90.00 74.86 75.80 74.65 74.86 74.65 74.86 68.54 74.65
7 90.00 90.00 83.20 83.20 90.00 90.00 83.20 90.00 90.00 75.80 83.20 75.80 90.00 90.00
8 90.00 90.00 96.80 96.80 90.00 90.00 96.80 90.00 90.00 104.20 96.80 104.20 90.00 90.00
9 104.20 111.46 105.35 105.14 90.00 90.00 105.14 104.20 105.35 105.14 105.35 105.14 111.46 105.35
10 108.32 126.38 119.65 105.35 90.00 90.00 105.35 108.32 105.35 126.84 119.65 126.84 126.38 105.35
11 111.46 126.38 126.38 119.65 128.72 128.72 119.65 111.46 108.32 128.72 126.38 128.72 126.38 108.32
12 119.65 126.84 132.40 126.38 138.40 138.40 126.38 119.65 140.21 132.40 132.40 132.40 126.84 140.21
13 119.65 140.21 138.40 138.40 138.40 138.40 138.40 119.65 141.28 141.28 138.40 141.28 140.21 141.28
14 180.00 180.00 180.00 180.00 180.00 180.00 180.00 180.00 180.00 180.00 180.00 180.00 180.00 180.00

Table A5. Identified Miller Indices for Crystal Faces

m1* 1.00 −1.00 0.00
m2* −1.00 −1.00 0.00
m3* 0.00 1.00 −1.00
m4* 0.00 1.00 1.00
m5* 0.00 0.00 1.00
m6* 0.00 0.00 −1.00
m7* 0.00 −1.00 −1.00
m8* −1.00 1.00 0.00
m9* 1.00 0.00 0.00
m10* 2.00 0.00 −1.00
m11* 0.00 −1.00 1.00
m12* −2.00 0.00 1.00
m13* 1.00 1.00 0.00
m14* −1.00 0.00 0.00
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