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Accelerating multiple replica molecular dynamics simulations using the Intel® Xeon Phi™ coprocessor

Conor Parks, Lei Huang†, Yang Wang†† and Doraiswami Ramkrishna

ABSTRACT
We investigate the performance increase provided by the Intel® Xeon Phi™ coprocessor in multiple replica molecular dynamics applications using a novel parallelisation scheme. The benefits of the proposed parallelisation scheme are demonstrated by glycine in water, a system of significant interest in the crystallisation simulation community. The molecular dynamics (MD) engine consists of initially serial LAMMPS and NAMD subroutines, and is subsequently modified and parallelised using a heterogeneous programming model, where each MPI rank is paired with a unique Intel® Xeon Phi™ coprocessor and CPU socket. The MD engine is parallelised using an OpenMP atom domain decomposition algorithm on the Intel® Xeon Phi™ coprocessor and OpenMP task parallelism on the host CPU socket. Using nodes with two Intel® Xeon Phi™ coprocessors, one per socket, we demonstrate that a factor of five reduction in the required computational resources is achieved per replica with the coprocessor, when compared against employing the standard spatial domain decomposition algorithm with no accelerator. Furthermore, the proposed parallelisation scheme achieves ideal weak scaling with respect to the number of employed MPI ranks (replicas). The Intel® Xeon Phi™ coprocessor not only allows us to increase performance output per socket by a factor of five, when compared against no accelerators, but also significantly reduces the parallelisation complexity necessary to achieve this performance, as the Intel® Xeon Phi™ coprocessor operates using the simple OpenMP programming language.

1. Introduction
Direct calculation of thermodynamic properties via molecular dynamics (MD) increasingly requires sampling high- and low-energy states. As high-energy states correspond to low Boltzmann weights, straightforward MD requires inaccessibly long simulation lengths to ensure low probability states are visited sufficiently. Furthermore, kinetic barriers to transitions between metastable states frequently prevent convergent sampling of phase space and even low-energy states and hence prevent accurate thermodynamics and kinetic property estimation using conventional MD. To overcome this sampling issue, algorithms – such as replica exchange [3–5], transition interface sampling [6,7], seeded cluster [8–11] and umbrella sampling [12–15] – have been developed. In all of the aforementioned algorithms, many independent stochastic MD trajectories are launched to infer the desired material properties such as nucleation rates or protein folding structures. Although these simulation methodologies provide more accurate sampling of phase space and free energy estimates, they come at the cost of requiring large computational resources. Instead of having to parallelise 1 MD simulation, the scientist must now parallelise each of the N MD trajectories, where N can frequently be on the order of 100 or more, requiring critical thought as to how to use the computational resources available. Traditionally, MPI based spatial domain decomposition algorithms have been employed in the field of molecular dynamics to parallelise simulations, where the total spatial simulation domain is decomposed in smaller subsystems, each of which is mapped to a unique individual CPU core [1,2,16,17]. By doing this, each CPU core has to calculate the force on the subset of the atoms present in that subsystem spatial domain. Over the past decade, modern many-core architectures, such as the Intel® Many Integrated Core (MIC) architecture present on the Intel® Xeon Phi coprocessor, have begun to provide teraflop performance on a single accelerator present on a single CPU socket. Through the MIC’s 60 cores and 240 thread architecture with 512-bit vector processing units, these accelerators are designed for algorithms that are massively parallel and make extensive use of single instruction multiple data (SIMD) operations, making them ideal for accelerating MD simulations [18,19]. To help alleviate the cost of performing multiple replica simulations, one could pair each replica with a unique MIC and perform a combination of task parallelism between the MIC and host CPU cores, and an atom decomposition parallelisation on the coprocessor itself, where each of the 240 threads would calculate the force on a subgroup of atoms, regardless of their spatial location. As an increasing number of supercomputers possess nodes where each socket contains an Intel® Xeon Phi™ coprocessor, this...
allows the possibility of running two MD replicas per node, with only 8 – 10 CPU cores being required per replica. This reduces the total number of CPU cores required to perform a multiple replica simulation and hence reduces the total cost of the simulation itself.

In this article, we examine the performance of a heterogeneous programming model, employing a combination of host CPUs and an Intel® Xeon Phi™ coprocessor, for multiple replica molecular dynamics simulations. The objective is to demonstrate how the minimum number of CPU cores and MICs can be used to achieve near optimal performance per simulation replica, thus minimising the total cost of the multiple replica simulation. We demonstrate the performance of the parallelisation scheme using a glycine in water system. This same molecular system was recently used to perform a large-scale multiple simulation. We demonstrate the performance of the parallelisation scheme using a glycine in water system. This same molecular system was recently used to perform a large-scale multiple simulation.

The molecular dynamics simulations. The objective is to demonstrate how the minimum number of CPU cores and MICs can be used to achieve near optimal performance per simulation replica, thus minimising the total cost of the multiple replica simulation. We demonstrate the performance of the parallelisation scheme using a glycine in water system. This same molecular system was recently used to perform a large-scale multiple simulation.

The molecular dynamics simulations. The objective is to demonstrate how the minimum number of CPU cores and MICs can be used to achieve near optimal performance per simulation replica, thus minimising the total cost of the multiple replica simulation. We demonstrate the performance of the parallelisation scheme using a glycine in water system. This same molecular system was recently used to perform a large-scale multiple simulation.
where $\alpha$ is a damping parameter, $r_{ij}$ is the coordinate vector between atoms $i$ and $j$, $m$ is the box translation vector, $L$ is the box length, $\rho(k)$ is the Fourier transformed charge density, and $k$ is the wave vector. By decomposing the contributions of the electrostatics into the above converging exponentials, a real space cut-off can be applied without much loss in accuracy. The value of $\alpha$ is chosen to be large enough to make it only necessary to employ the minimum image convention in the real space calculation, allowing the real space electrostatic contribution to be calculated in the same routine as the vDW forces: i.e. the short-range non-bonded force calculation. The Fourier transformed charge density can be calculated using FFT numerical routines present in the Intel MLK library package.

Finally, to obtain $O(n)$ scaling in the non-bonded force calculation, Verlet lists [33] are used in conjunction with a linked list binning procedure [34], illustrated in Figure 2. In this method, for each atom $i$, a list of neighbouring atoms $j$ is created whose distances from $i$ are less than a distance $r_{sv}$, where $r_{sv} = r_{cut} + r_{skin}$. By binning atoms into cells based off their spatial location using a linked list algorithm [34], distance checks must be performed with atoms in the neighbouring 26 cells and with atoms in the same cell of atom $i$. The width of the cell bins is typically the size of the largest cut-off radius, so that 27 cells must be checked for every atom to compute the neighbour list. This is achieved through looping over a precomputed stenciled list consisting of the indices of all neighboring cells. The end result is that instead of calculating the distance between all atom pairs ($i,j$), the majority of which will exceed the cut-off distance $r_{cut}$, only distances between atom $i$ and atoms in the neighbour list of $i$ must be calculated. This reduces the algorithmic scaling of the short-range force calculation to $O(n)$. Although computationally intensive, the neighbour list must be rebuilt only whenever any atom diffuses a distance of $r_{skin}$.

![Image](60x530 to 287x741)

**Figure 2.** (Colour online) Neighbour list build overview.

Note: The total simulation domain is divided into subdomains whose box lengths are greater than or equal to $r_{sv}$. Particles are then sorted into these subdomains based off their spatial coordinates. To build the neighbour list of atom $i$, only the neighbouring cells and the cell of atom $i$ need to be looped over.

3. Algorithm and optimisation details

In this article, we investigate the performance of a heterogeneous computing model for use in replica exchange or umbrella sampling type simulations in molecular dynamics. Each replica was paired with a unique socket and MIC using MPI. As many supercomputers, such as Stampede, SuperMIC and Conte, have nodes where each socket possesses an Intel Xeon Phi™ coprocessor, this allows two MPI replicas to be run on a single node. No further MPI programming was used, as the simulated trajectories were embarrassingly parallel. Each individual MPI rank is then parallelised using the OpenMP strategies discussed below. The metrics used to gauge the performance of the proposed parallelisation scheme will be whether ideal weak scaling of the MPI replicas is achieved, and the performance increased provided to each MPI rank through the OpenMP parallelisation.

The neighbour list builds and short-range non-bonded forces are calculated directly on the coprocessor, exploiting the SIMD level parallelism present in these algorithms. A simple atom domain decomposition algorithm using OpenMP was employed on the MIC for these calculations, where blocks of atoms were assigned to unique OpenMP threads, regardless of the atom’s spatial location. To optimise the performance for the MIC architecture, an array of structures data format was used for the position and force arrays. This was done to minimise the number of cache lines touched per OpenMP thread during scatter/gather operations in the neighbour list build and non-bonded force kernel on the MIC [35]. Furthermore, single precision double precision (SPDP), mixed precision arithmetic [36] was used throughout. In SPDP, contributions to the short-range non-bonded forces are calculated in single precision, but summed in double precision, and all shake and intramolecular forces are calculated in double precision. This allows the maximisation of the vectorisation throughput on the MIC, without incurring energy drift. The ‘!dir$ simd directive was employed to enforce vectorisation of the inner loop distance calculation in the non-bonded force and neighbour list build routines. All arrays were allocated on 64 byte boundaries to maximise the performance of data loads and stores from the MIC. The ‘!dir$ vector aligned pragma was used to inform the compiler of data alignment in the inner loop of the non-bonded force kernel. To have contiguous memory access and minimise the number of cache misses in the non-bonded force and neighbour list build kernels on the coprocessor, spatial data sorting during neighbour list builds was performed [37]. Newton’s third law was not used in the short-range force calculation to reduce the cache misses.

Contrary to a spatial domain decomposition algorithm, it is necessary to implement the minimum image convention at the atom-atom level within the non-bonded and neighbour list routines when using an atom domain decomposition algorithm. To vectorise this calculation, the GNU intrinsic sign and epsilon routines are used. To further aid in the vectorisation of the inner loop of the non-bonded force routine, forces are calculated with all atoms in the neighbour list of a given atom. A mask is set to zero if the atoms are outside the cut-off distance, which prevents these calculations from contributing to the force on an atom, the total energy or the virial. Performing the distance
calculation with all the atoms in the neighbour list of a given particle prevents placing the vdW and Coulombic force calculations within conditional if statements that impede vectorisation. The code below in Figure 3 demonstrates the application of the optimisations performed in this article for the non-bonded force calculation.

Traditional neighbour list builds employ a conditional if statement within the distance calculation. In this if statement, a particle \( j \) is added to the neighbour list of particle \( i \) on the condition that \( j \) and \( i \) are separated by a distance less than \( r_{ij} \). This conditional update of the neighbour list array within the distance calculation inner loop prevented vectorisation, and was found to severely degrade performance. As the distance calculation is the computationally demanding portion of the neighbour list build, it is essential that it vectorise to obtain good performance on the MIC. To achieve this, the distance calculation and neighbour list update are separated into one vectorised and one non-vectorised loop. In the distance calculation vectorised loop, the distance between atom \( i \) and all atoms \( j \) in the stencil bins are calculated and stored in a flat array. The flat array is subsequently post-processed in another non-vectorised loop for the conditional update of the neighbour list. As in the non-bonded force routine, the `!dir$ simd` directive is used to ensure vectorisation of the distance calculation. An example of the vectorised distance calculation in the neighbour list build using the stencil algorithm is shown below in Figure 4.

Algorithms that (1) do not exhibit strong scaling (do not scale to hundreds of threads), or (2) are not sufficiently computationally intensive to merit offloading to the MIC, or (3) display poor vectorisation, are instead optimised to run on the host CPUs. As such, the long-range reciprocal space electrostatic solver, all intramolecular forces, and the Langevin thermostat calculations were performed on the host CPUs. The reciprocal space electrostatic solver is taken from the open source PME library in NAMD [2], and is parallelised using OpenMP on the host. To prevent having to identify 1–2, 1–3 or 1–4 bonded pairs on the MIC, which reduces the vectorisation throughput, electrostatic corrections are computed on the host by looping over the 1–2, 1–3 and 1–4 lists, and subtracting the appropriate Coulombic force and energy. Seven OpenMP threads on the CPU per MPI rank were used, as this allows us to run 2 MPI ranks simultaneously on one node with no resource contention between ranks. The remaining idle core on the socket is devoted to tackling the communications with the assigned MIC and allows us to achieve good efficiency during offloads.
 thirty-six MIC threads with compact thread affinity were used in all MIC simulations in this article. The MD engine used in this article was built using the intel/13.1.1.163 and impi/4.1.1.064 compilers with –O3 –mkl –align array64byte –fp-model fast = 2 –fimf-domain-exclusion = 15 –march-native –assume buffered_io optimisation flags. The full source code employed can be obtained on github [38].

Task level OpenMP parallelism is employed for all intramolecular force and Langevin thermostat calculations. Task-based parallelism is a shared memory programming model where independent calculations, i.e. tasks, are performed concurrently. In this scenario, the bonded, angle, dihedral, improper, electrostatic corrections and Langevin thermostat are performed concurrently on one of the eight CPU cores present on each socket. The shake algorithm was performed serially. Asynchronous task parallelism was employed between the MIC and host CPU calculations for further speed up. In asynchronous mode, the host sends work to the coprocessor and continues to execute, and stops only when results are needed from the coprocessor to continue. This allows the short-range forces to be calculated simultaneously with the PME, bonded, electrostatic-correction and Langevin thermostat forces.

The code example below in figure 5 demonstrates the application of the OpenMP task parallelism strategy for the case of the 1–2, 1–3 and 1–4 bonds. The bonded and Langevin thermostat routines are calculated on one of the eight CPU cores present on the host CPU socket, but in parallel using OpenMP task parallelism. As these calculations are being performed concurrently, it is necessary that each routine update its own force array to prevent race conditions. The asynchronous force calculation is concluded when both the MIC and host CPUs have performed all calculations. All force arrays are then summed to calculate the total force on each atom at the end of the asynchronous region.

In this study, all simulations were performed on the supercomputer Conte at Purdue University. Conte consists of compute nodes with two 8-core Intel Xeon-E5 processors (16 cores per node) and 64 GB of memory. Each node is equipped with two 60-core Intel® Xeon Phi™ coprocessors. Two hundred and thrity-six MIC threads with compact thread affinity were used in all MIC simulations in this article. The MD engine used in this article was built using the intel/13.1.1.163 and impi/4.1.1.064 compilers with –O3 –mkl –align array64byte –fp-model fast = 2 –fimf-domain-exclusion = 15 –march-native –assume buffered_io optimisation flags. The full source code employed can be obtained on github [38].

```c
!$omp parallel
!$omp single
!$omp task
if((numbond.gt.0)then
 call bond Harmonic(step)
 call correct_12_bonds
endif
!$omp end task
!$omp task
if((numangle.gt.0)then
 call angle Harmonic
 call correct_13_bonds
endif
!$omp end task
!$omp task
if((numdihed.gt.0)then
 call dihed_PME_amber
 call correct_14_bonds
endif
!$omp end task
!$omp task
if((numlangev.gt.0)then
 call Langevin(step)
 call correct_15_bonds
endif
!$omp end task
end!
```
4. Results

The simulations below consisted of a glycine water system containing the following number of molecules: (1) 1500 glycine molecules in 12,399 water molecules (45,255 total atoms), 2500 glycine molecules in 16,508 water molecules (74,524 total atoms) and 3500 glycine molecules in 23,241 water molecules (104,723 total atoms). Glycine is simulated using the GAFF force field, with CNDO partial atomic charges, while the SPC/E water model is used for the water molecules [39]. The equations of motion were solved using a velocity Verlet algorithm. The temperature is controlled using a Langevin thermostat with a relaxation time of 2000 fs and a temperature set point of 300 K. The timestep was 2.0 fs. The shake algorithm was employed to constrain the motion of all hydrogens. A shake tolerance of 1.0e-4 was employed for all simulations and a maximum number of 25 shake iterations were allowed. The Berendsen barostat was used with a 1000 fs relaxation time. Data was recorded every 1000 timesteps. A PME (MIC code) and PPPM (LAMMPS) tolerance of 1.0e-6 was used. A bin distance of 1.5 Å was used for neighbour list builds. This resulted in the neighbour list being built approximately every 20 timesteps. The acceleration due to asynchronous offload and task parallelism is discussed first. Subsequently, the CPU times of integration using eight CPU cores and one MIC will be compared against the spatial domain decomposition algorithm in LAMMPS with varying number of cores. The ideal weak scaling of the proposed parallelisation scheme is then demonstrated. Finally, suggestions on how to port the code to the KNL architecture are discussed.

4.1. Asynchronous and task parallel results

Figure 6 shows the per cent breakdown of the individual subroutines during the 2000 integration steps for all three simulation sizes studied. Analysis of the results show that while the non-bonded force calculation on the MIC is the most computationally intensive portion of the total force calculation, the host force calculation in total constitutes 48.4% of the total run time. In this article, the total host force calculation time is defined to be the total amount of time the PME reciprocal space, intramolecular, electrostatic correction and Langevin thermostat calculations contribute to the total simulation time. This stands in contrast to the total force calculation time, which is the total amount of time the force calculations on the MIC and host CPUs contribute to the total simulation run time. The intramolecular, electrostatic correction and Langevin force calculations are task parallel calculations, meaning a single CPU core can be devoted to each calculation, allowing the calculations to be performed concurrently using the OpenMP task parallelism strategy discussed earlier. Figure 7 shows graphically the total time of the host force calculation under the case of no asynchronous or task parallelism, no asynchronous but with host task parallelism, and with asynchronous and host task parallelism. Implementing simple OpenMP task parallelism for the host force calculations results in a 1.47 X speed up in the host calculation for the 1500 molecule case, a 1.52 X speed up for the 2500 molecule case and a 1.53 X speed up for the 3500 molecule case, showing that the speed up resulting from the implementation of the task parallelism is system size independent. Asynchronous task parallelism can also be implemented with the MIC short-range force calculation and the host CPU force calculation. In this scenario, the host CPUs send data to the MIC and continues to perform the host CPU force calculations. The host CPUs continue until it is necessary to receive data from the MIC to sum all the forces to calculate the total force on each atom. As shown, the implementation of asynchronous and host task parallelism reduces the host CPU force calculation to an insignificant amount of the total time of the total force calculation, and hence to the total simulation time. In total, the host CPU force calculation amounts to 5 s in the case of 1500 molecules, 5 s in the case of 2500 molecules, and 10 s in the case of 3500 molecules. Thus, the host force calculation time constitutes less than 7% of the total run time for all three system sizes. In terms of speed up, the implementation of asynchronous and host task parallelism
The algorithms and optimisations in this article were recently employed by the first author in a glycine nucleation simulation performed on Stampede supercomputer [11]. Stampede contains Sandy Bridge nodes containing with Xeon E5-2680 8-core Sandy Bridge processors and two first-generation Intel Xeon Phi SE10P MIC coprocessors, one per socket, on a PCIe card connected to its Sandy Bridge host. This makes Stampede ideal for the proposed parallelisation scheme. In the glycine nucleation simulations performed by the first author, 200 independent MPI replicas were simulated. As the proposed parallelisation scheme results in a factor of five cost reduction per MPI replica, the total cost reduction of the entire nucleation simulation was a factor of 1000 when compared against a strict spatial domain decomposition when many embarrassingly parallel trajectories must be simulated.

4.2. Simulation timing results

As mentioned in the introduction, employing a strictly spatial domain decomposition algorithm for multiple replica simulations with no accelerators can lead to unaffordable CPU time requirements, as each replica needs to be parallelised over a sufficient number of cores, leading to an excessively large computational requirement. To compare the performance trade-off between the spatial domain decomposition on host CPU cores against the atom domain decomposition on the MIC, we performed simulations for varying number of MPI ranks in LAMMPS to compare against the time obtained when using a single MIC and CPU socket. To reiterate, the underlying base code used for the MIC simulations is taken entirely from LAMMPS, with the exception of the PME solver, which is taken from NAMD. The results are shown in Figure 8. By first plotting the time of integration against number of MPI ranks employed during the LAMMPS simulations, the optimal number of MPI ranks for spatial domain decomposition can be determined. For all three system sizes, the optimal number is approximately 48 ranks, where the simulation length required roughly plateaus as a function of the number of MPI ranks. For all three cases, the performance provided by the eight CPU cores and one Intel Xeon Phi™ coprocessor is equal to an approximately 40 rank spatial domain decomposition algorithm parallelisation. For these system sizes, the MIC provides a factor of five reduction in the cost of the simulation per simulation replica for all system sizes simulated here. Furthermore, the MIC parallelisation strategy provides performance only slightly less to what would be obtained from the optimal number of MPI ranks employed using a spatial domain decomposition, showing the proposed parallelisation strategy to be the preferred method to a strict spatial domain decomposition when many embarrassingly parallel trajectories must be simulated.

4.3. Weak scaling

To demonstrate the weak scaling of the code, we plot the per cent efficiency, for the same conditions mentioned above. As a
function of the number of embarrassingly parallel simulation replicas employed. The per cent efficiency is defined as follows in Equation (3).

\[
\text{Percent efficiency} = \left( \frac{t_1}{t_n} \right) \times 100
\]  

(3)

Here, \( t_1 \) is defined as the total time of integration when running one replica. Similarly, \( t_n \) is defined as the time of integration when running \( 2N \) MPI replicas on \( N \) nodes (one replica per socket). The results are plotted below in Figure 9. We see that the per cent efficiency is independent of the number of MPI replicas employed, and is equal to 100%. This demonstrates that the proposed parallelisation scheme achieves ideal weak scaling, allowing the scientist to perform multiple replica simulations with no performance penalty. To achieve this, it was found to be critical that seven host OpenMP threads are used for parallelisation on the host, and the remaining idle core be devoted to handling communications between the MIC and host.

Figure 8. (Colour online) Spatial domain decomposition algorithm comparison.

Note: We plot the total time of integration (s) against the number of MPI ranks employed in the spatial domain decomposition algorithm. For comparison, the total time of integration using one MIC and eight CPU cores are plotted as the dashed green horizontal line. Plot (a) corresponds to 1500 glycine molecule case. Plot (b) corresponds to the 2500 molecule glycine case. Plot (c) corresponds to the 3500 glycine molecule case. The dashed red line is only meant to guide the eyes of the reader.

Figure 9. (Colour online) Ideal weak scaling.

Note: The percent efficiency is plotted against the number of simulation replicas employed. As can be seen from the plot, the proposed parallelisation scheme achieves ideal weak scaling, where the total simulation time is independent of the total number of replicas. The dashed red line is only meant to guide the eyes of the reader.
4.4. Knight’s landing architecture

Intel® Xeon Phi™ Knights Landing (KNL), the successor to the MIC accelerator architecture, has been deployed recently in several supercomputers. KNL is generally installed as a standalone processor instead of as an accelerator, and resembles a several supercomputers. KNL is generally installed as a standalone processor instead of as an accelerator, and resembles a traditional processor except for the many cores, e.g. 68 cores per chip, four hardware threads per core, each with a 512-bit wide vector register. As algorithms that display strong scaling and SIMD level parallelism will exhibit maximum performance on both the current generators of MICs and the KNL, the proposed parallelisation scheme in this article is applicable in many regards with some modifications. Asynchronous offload is not applicable any more on the KNL architecture, as the KNL is a standalone processor. To port current the algorithm to KNL, the work previously designed for offload to the MIC, the neighbour list build and non-bonded interactions, would be integrated into an overall OpenMP task parallelism scheme. The non-bonded and neighbour list build calculations would be assigned one unique OpenMP task. The number of threads assigned to these OpenMP tasks would be optimised for performance of a given simulation system. Concurrently, the PME, bonded, and Langevin thermostat calculations can be performed. For the results presented in this article, the bonded and Langevin thermostat, calculations were performed on a single core concurrently. However, due to the large core and thread count of the KNL architecture, the bonded and Langevin thermostat calculations could be parallelised using OpenMP within an OpenMP task. This would exploit the task parallelism of the short-range non-bonded, long range electrostatic, Langevin thermostat, and bonded force calculation, and the strong scaling present in the neighbour list builds and short-range non-bonded force calculation.

5. Conclusions

An increasing number of problems in condensed matter physics require extensive sampling of low probability phase space coordinates, requiring multiple replica simulations, such as umbrella sampling, parallel tempering, forward flux sampling, or seeded cluster simulations to obtain converged variable estimates. These simulations frequently require large-scale MD to avoid spurious finite size effects, and many trajectories to obtain converged estimates of observables, putting the computational scientist in the troubling position of not only requiring sufficient speed up from parallelisation of one trajectory, but now for many trajectories. If a straightforward spatial domain decomposition algorithm were employed for each trajectory, where each trajectory is parallelised solely over CPU cores, this can quickly lead to unmanageable computational requirements, as each MD replica may require multiple nodes for sufficient speed up. Now with the advent of modern many core architectures, such as Intel® Xeon Phi™ coprocessor, researchers have access to teraflop performance on a single accelerator present on a single CPU socket. The Intel® Xeon Phi™ coprocessor allows the researcher to not only speed up hot spots in codes using the simple OpenMP parallelisation language, with no rewriting of base code required, but also allows the scientist the opportunity to perform asynchronous task parallelism, where code is simultaneously executed on the host and MIC, until data is needed from the computations being performed on the MIC to proceed further. In the realm of MD, this means that while the computationally intensive short-range forces (vdW and Coulombic) are being calculated, the host CPUs can be performing the reciprocal space PME, bonded, and Langevin thermostat force calculations simultaneously. For many systems sizes and densities, this amounts to sweeping the host CPU calculation time under the rug.

In this article, a parallelisation strategy for multiple replica molecular dynamics was investigated. The parallelisation strategy was demonstrated using a glycin in water system. Contrary to an MPI spatial domain decomposition algorithm over CPU cores, individual MPI ranks were mapped to host sockets and one MIC. Seven OpenMP threads on the host CPUs were used to perform task parallelism calculations for the intramolecular and Langevin thermostat force calculations. The asynchronous calculation of short-range forces and reciprocal space PME forces, intramolecular forces, and Langevin thermostat forces lead to a 2.2 X speed up in the total simulation time for the case of the 1500 glycin molecule, and a 2.3 X speed up in the case of the 2500 and 3500 glycin molecules, when compared against no asynchronous parallelisation. With this parallelisation strategy, the total time spent calculating forces on the host CPUs, which was 50% of the run time in the absence of the asynchronous parallelisation, constitutes less than 7% of the total run time. When comparing the total time of simulation between the proposed parallelisation strategy and a strict spatial domain decomposition algorithm with no accelerator, it was found that the proposed strategy provides the performance on a single socket equivalent to 40 MPI ranks using a spatial domain decomposition. Furthermore, the optimal number of MPI ranks using a spatial domain decomposition was found to be approximately 48 ranks, showing that the MIC provides close to the optimal performance on a single host socket for the systems studied. In total, the cost per simulation replica is reduced by a factor of five for the systems studied here. Finally, the scaling of the parallelisation scheme was investigated. By using seven OpenMP threads, we left one core idle to handle communication with the MIC. This allowed us to achieve ideal weak scaling, where the simulation time was independent of the total number of replicas simulated.
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