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ABSTRACT

Usability testing typically focuses on methodology and metrics, while the specific interactions being tested
are chosen in an ad hoc way. This paper demonstrates a framework for organizing interaction scenarios for
graphical user interfaces (GUI). The framework is an adaptation of the two-dimensional abstraction
hierarchy introduced by Rasmussen [1] in which an interaction consists of a purpose, functionality, and
form. Interactions for a GUI are organized into four main categories, with numerous subtasks.   The four
main categories determined are 1) object manipulation, 2) content manipulation, 3) view manipulation, and
4) information presentation.  The general framework can guide evaluators in choosing key interaction
scenarios for GUI applications across a diverse array of user capabilities.

1.0 INTRODUCTION
Many tools exist to facilitate the evaluation of computer interfaces (e.g., cognitive walkthroughs, heuristic
evaluations, user testing, etc.). Ideally these methods would investigate all possible interaction scenarios
that might occur in a particular application between the user and the computer. However, this is not
realistically feasible. As a result, evaluators often employ only small subsets of interactions or selected
representative interactions. To our knowledge no research to date has provided a systematic method to
determine what interactions should be investigated, or how interactions could be compared to other
interactions within the same interface, or with interactions in other interfaces. A hierarchical framework
that organizes potential interaction scenarios would provide support for choosing interactions to be tested,
and allow comparison of interactions within and between applications.
One difficulty in creating such a framework is that an interface abstracts the user from the task they are
trying to accomplish. The interface can be viewed as a “cognitive agent” on which the user must act to
accomplish the desired goals [2]. The user’s ultimate goal (e.g., producing a document, creating a chart,
coordinating data, etc.) is not directly performed, but instead is composed of a sequence of low-level
interactions with the interface. In this regard the “usability” of an interface is a combination of low-level
actions (e.g. moving a mouse, pressing a key combination, etc.), the sequence of low-level interactions
required to accomplish a goal, and the ability of the interface to satisfy the user’s goal. These different
aspects of the task reflect both physical and cognitive behavior from the user. Additionally, interactions can
be initiated by the interface (e.g. providing feedback, alerting the user to system status, etc.), further
complicating efforts to create a general framework of interactions.
For a high level goal, such as inserting a chart into a document, there are a number of lower level objectives
that must be accomplished, typically by performing actions on objects through the functionality of the
interface. This structure, characterized by purpose at the higher levels, functional aspects in the middle
levels, and form at the lower levels, can be represented as an abstraction hierarchy. This type of hierarchy,
applied to interactions in a graphical user interface (GUI) can elicit key interaction scenarios. In the
succeeding sections, a description of the general framework is followed by an example of how it may be
applied.

2.0 ABSTRACTION HIERARCHY
Rasmussen’s abstraction hierarchy [3] serves as the foundation for the framework and possesses two
dimensions, as shown in Figure 1. On the horizontal axis is decomposition, where moving to the right can



be considered “zooming in” on components of the system. On the vertical axis is the level of abstraction,
which breaks down the task, from goals or purposes at the highest level down through the physical form of
the interface at the other. Goals propagate down through the hierarchy, eventually affecting the physical
functioning of the system, while the physical form can produce effects that propagate up the hierarchy, and
can affect the purposes, either by confounding them, or creating new purposes.

 General Category Category Subtasks Specific Subtasks

General Purpose    
Abstract Function   
General Function    
Physical Function    

Physical Form    

Figure 1. Abstraction hierarchy

It should be noted that this use of the abstraction hierarchy differs from its use by Rasmussen in ecological
interface design (EID). In EID, the hierarchy is used to describe the process that is being controlled through
the display, so that the display reflects the underlying functionality of the process. For its use in eliciting
interaction scenarios, the process (e.g. creating a document, manipulating data) is not being shown. Instead,
the abstraction diagrams the functionality of the interface.
The value of this structure is that, in segmenting an interaction into several levels of abstraction, the
interaction can be compared with other interactions at each level. For example, within a completed
framework, one could compare different physical actions that can accomplish the same purpose, or
compare the ability of someone to accomplish the same purpose across different interfaces. The hierarchy
also clearly indicates the tangible connections between purpose, function, and form.
Applying the abstraction hierarchy to interaction scenarios, the high level General Purpose is given by the
particular goal of the user, and is not dependent upon the application. Each succeeding level answers the
“how” that accomplishes the preceding level, in increasing detail. The Abstract Function is the high-level
description of the method by which the General Purpose will be accomplished. The next level, General
Function, describes how the Abstract Function is accomplished in terms of the functioning of the general
class of applications in question. The Physical Function level describes how, in regards to the functionality
of the particular interface, the General Function is accomplished. Finally, the Physical Form describes the
items necessary to accomplish the Physical Function.

2.1 The general framework for graphical user interfaces. For a particular class of applications, such as
graphical user interfaces (GUI), a portion of the framework can be completed, easing implementation of the
framework for particular interfaces. In this regard a literature search for interaction scenarios was
conducted for GUI research. The interactions described in the literature were catalogued and categorized
into General Functions. These General Functions were then classified into the type of manipulation that
was being accomplished, resulting in the level of Abstract Function. The results of the literature search and
the resulting categorizations are shown in Table 1. The four Abstract Functions are 1) object manipulation,
2) content manipulation, 3) view manipulation, and 4) information presentation. Note that the level of
General Purpose, and Physical Function and Form are removed, as these relate to specific objectives in the
case of the former, and in specific interfaces for the latter. Short descriptions of the categories, including
examples of objects to which they apply, are also given.

3.0 APPLICATION TO SPECIFIC INTERFACES
The first few hierarchies for specific interactions involved in the opening of a document in Microsoft Word
2000 is shown in Table 2. For clarity and brevity, the Physical Form appears in parentheses on the same
level as Physical Function.
In this example the advantages of the hierarchical form can be seen. Lower level activities can be identified
and measured (e.g., mouse movements, keyboard movements, etc.). The structure of the interaction shown
by the various hierarchies and how the hierarchies are combined in many cases reflect the navigation
required, both within the general function, and for the general purpose overall.

Means-ends
abstraction

Part-whole
decomposition



Each interaction at each level must be executed for the General Purpose to be accomplished successfully.
The complexity of the interaction, and the eventual success of the interaction, is dependent not only on the
underlying low-level interactions (e.g., ctrl+o, select “file” menu, etc), but also on the structure of the high
level interactions and the feedback provided by the interface.

Table 1: Hierarchy Framework and References
General
category

General subtasks Specific
subtasks

References

Abstract
function

Object
manipulation

General
function

Open/Close (application, file, window … ) (Miah & Alty, 2000; Wixon, Williges, & Coleman,
1985)

Add/Delete (file, application, graphic, … ) (Bordegoni, 1994)
Change attributes (color, text properties, … ) (Wixon et al., 1985)
Change position (Bordegoni, 1994; Bowman, Johnson, & Hodges,

1999; Foley, Wallace, & Chan, 1984; Miah & Alty,
2000)

Change orientation (Bordegoni, 1994; Bowman et al., 1999; Foley et al.,
1984; Gallimore & Brown, 1993)

Change size (Miah & Alty, 2000)
Change membership (objects, files, … ) (Bowman et al., 1999)
Activate/Deactivate (window, object, … ) (Bordegoni, 1994; Bowman et al., 1999; Foley et al.,

1984; North & Shneiderman, 1997; Perlman, Green,
& Wogalter, 1992)

Export (print, send to audio channel, etc.) (Shneiderman, 1998)

General
category

General subtasks Specific
subtasks

References

Abstract
function

Content
manipulation

General
function

Text entry (Foley et al., 1984; Kishino & Hayashi, 1995;
Perlman et al., 1992; Thimbleby, 1983; Wixon et al.,
1985)

Object creation (Bordegoni, 1994; Foley et al., 1984)
Selection from a set of continuous values (Ackerman & Cianciolo, 1999)
Selection from a discrete array (Ackerman & Cianciolo, 1999; Buxton, 1988;

Instance & Howarth, 1993; Perlman et al., 1992)
Import (scan, tactile interface, sound, … ) (Brewster, Raty, & Kortekangas, 1996)

General
category

General subtasks Specific
subtasks

References

Abstract
function

View
manipulation

General
function

Scrolling in 2,3 dimensions (Bederson & Meyer, 1998; Darken & Sibert, 1996;
Kaptelinin, 1995; North & Shneiderman, 1997;
Swierenga, 1990)

Paging (Paap, Noel, McDonald, & Roske-Hofstrand, 1987)
Zooming (Beard & John Q. Walker, 1990; Bederson & Meyer,

1998; Kommers, 1991; North & Shneiderman, 1997)
Changing perspective (Arsenault & Ware, 2000; Darken & Sibert, 1996)
Channel control (i.e. direct input to
particular instance, channel, etc.)

(Arnold, A. G., & Roe, R. A. 1989; Goldstein, J., &
Roth, S. F. 1994)

General
category

General subtasks Specific
subtasks

References

Abstract
function

Information
presentation

General
function

Alerting (any of the senses) (Ware, Bonner, Knight, & Cater, 1992; Wiener &
Curry, 1980)

Feedback (any of the senses) (Arsenault & Ware, 2000; Bowman et al., 1999;
Dennerlein, Martin, & Hasser, 2000)

Attention directing (any of the senses) (Ware et al., 1992)
Unrequested information (balloon help, … ) (Freeman, 1994)
Requested information (document, image...) (Jacobson, Fusani, & Yan, 1993; Wixon et al., 1985)



3.1 Applications to User Needs. The failure of any key interaction in the task sequence, either due to the
human or machine side of the system can potentially result in a failure to achieve the system goal(s). It is
therefore important for the evaluator to consider the user in the development of the hierarchy. The evaluator
needs to discover what assumptions each interaction assumes about the user’s skills and abilities, and about
the context of use. Those assumptions that are incorrect will result in an inability for the user to achieve her
or his desired goal using that interface.

Table 2: Completed hierarchy for two tasks
General category General subtasks Specific subtasks

General purpose Open a file
Abstract function Object manipulation
General function Open a new document
Physical function
(Physical form)

Ctrl+o (keyboard)
Select “file” menu, select
“open” (mouse)
“Open” button on toolbar
(mouse)

General category General subtasks Specific subtasks
General purpose Open a file
Abstract function Information presentation
General function Visual feedback
Physical function
(Physical form)

Blank file opens (monitor)

General category General subtasks Specific subtasks
General purpose Open a file
Abstract function Content manipulation
General function Selection from a discrete

array
Physical function
(Physical form)

Select file to open (mouse)
Move to file to open
(keyboard)

4.0 CONCLUSIONS
The hierarchy presented in this paper provides practitioners and researchers with a way in which to
organize interaction scenarios to achieve more systematic interface evaluations. In addition, this
organization scheme, which is grounded in Rasmussen’s hierarchy, enables researchers to more quickly
identify and attend to interaction scenarios that may pose particular challenges for people with limited
capabilities due to perceptual, physical and/or cognitive impairments. By organizing and categorizing
interaction scenarios in this manner, researchers and practitioners are better equipped to engage in accurate
modeling of human performance for computer-based tasks. Accurate user modeling is particularly
challenging for users with reduced capabilities due to perceptual, physical, and/or cognitive impairments
because, to-date, researchers have not comprehensively characterized the influence of these types of
impairments on computer-based task performance. The organization scheme introduced in this paper will
facilitate modeling of this type by providing an organization scheme of interaction scenarios that should be
investigated across diverse user groups. This paper serves as a launching point as the development of this
scheme is ongoing.
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