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Abstract

Autonomy is an increasingly essential component of future space missions, and new technologies are necessary to accommodate off-nominal occurrences onboard that may pose risks to mission success. In search of a satisfactory maneuver plan to correct for an unanticipated event, the initial identification of a suitable basin of convergence remains challenging for onboard, low-thrust mission applications in cislunar space. This investigation addresses this challenge by demonstrating artificial neural networks as promising tools in estimating accurate startup solutions for a conventional iterative guidance and control approach, thus producing a robust ‘hybrid’ architecture that simultaneously benefits from the computational simplicity of neural networks, and the robustness of a targeting scheme to satisfy accuracy requirements and to ensure mission success. In this paradigm, differential corrections is incorporated directly into a reinforcement learning process, tasking the resulting neural network controller with initial guess identification for trajectory recovery. Rapid low-thrust maneuver planning is demonstrated in a ‘runaway’ spacecraft scenario, where deviation over time from a planned near rectilinear halo orbit path renders stationkeeping ineffective, and demands an alternative approach to determine an effective recovery plan.
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1. Introduction

To enable fully autonomous spaceflight and to establish a sustained human and robotic presence in deep space, rapid onboard maneuver planning is an essential technology. In complex multi-body dynamical environments, such as in the Earth-Moon neighborhood, onboard applications for low-thrust spacecraft are particularly challenging. Traditionally, Guidance and Control (G&C) techniques involve communicating with ground-based resources. However, susceptibility to communications failure, time delays, limitations in data transmission, sensor tasking complexity, and operations costs all motivate moving G&C functionality to the flight computer. While many recent advancements in trajectory design exploit improvements in computer hardware, relatively few are practical for autonomous onboard implementation given the limited computational resources. Reinforcement Learning (RL), a subset of Machine Learning (ML), has emerged in recent years as a promising tool in onboard spaceflight G&C applications. This investigation proposes an RL-based G&C process, with demonstrated applicability to a low-thrust mission recovery scenario along a Near Rectilinear Halo Orbit (NRHO).

Reinforcement learning excels in sequential decision-making problems that lack a-priori knowledge of an effective control strategy, with recent applications frequently leveraging a Neural Network (NN) to parameterize the control function. In G&C problems, NN controllers are demonstrated as potentially effective in overcoming challenging dynamical regions of space. However, the safety-critical nature of spaceflight poses practical barriers to onboard ML implementations, where NN accuracy and explainability issues introduce risk to mission success. This investigation addresses the safety-criticality of incorporating a NN into the G&C architecture by blending ML with traditional methods. In this paradigm, rather than directly controlling the spacecraft, the NN is instead trained to estimate startup solutions for a traditional iterative approach, an architecture that is here termed ‘Neural Network-Initialized Targeting’ (NNIT). Directly incorporating traditional iterative methods into the training process broadens the available solution space, reduces the impact of chaotic dynamics on the training process, and ensures all mission criteria are satisfied by the corresponding solution.

Several recent flight software prototype investigations leverage iterative numerical methods to construct or update maneuver schedules while ensuring the necessary mission constraints remain satisfied. For example, the autoNGC flight software system, developed by NASA...
In the absence of a pre-determined contingency plan, inadvertent departure from a desired orbit path poses serious risk to mission success. For spacecraft on an NRHO, regular SK maneuvers are necessary to maintain the orbit [6]. However, in a missed-thrust scenario where multiple SK maneuvers are skipped, determining a recovery path is challenging, with significant additional complexity introduced for autonomous, low-thrust scenarios. While employing an NRHO as a nearly stable baseline orbit is advantageous due to a slow departure rate, it is correspondingly challenging to re-enter this region of near-stability. In addressing this challenge, Zimovan-Spreen et al. present a thorough analysis of NRHO departure characteristics and offer several potential recovery methods [13]. In their analysis, the suggested recovery response is determined by which of two ‘regimes’ the departing flow is categorized. Regime 1 signifies that a standard SK approach readily converges to a recovery plan, and Regime 2 encompasses situations where the departing flow remains in the lunar vicinity, but is not recoverable by SK maneuvers (a third regime for cases that depart the lunar vicinity entirely is identified as future work). The authors leverage known structures and dynamical systems theory to formulate an impulsive recovery framework for trajectories in ‘Regime 2’. While offering many potential recovery options, the computational footprint, human-in-the-loop interaction, and impulsive engine assumption present significant barriers to any potential onboard, autonomous implementation for low-thrust spacecraft. This investigation addresses a subset of recovery scenarios within a low-thrust analogue to Zimovan-Spreen et al.’s ‘Regime 2’ by employing a deep neural network to aid low-thrust recovery planning for cases where SK no longer maintains the desired NRHO.

While research into NN control stability in aerospace applications is ongoing [14], several previously suggested G&C approaches simultaneously benefit from NN function approximation while still ensuring that the associated approximation errors do not impact mission safety. In these paradigms, rather than the NN directly controlling the spacecraft, safety assurances are accomplished by instead tasking the NN with estimating startup solutions for conventional iterative algorithms that incorporate mission constraints. The majority of previous applications of these NN startup identification methods involve leveraging behavior cloning with NNS to estimate costates for indirect optimal control problems [15–17]. Furthermore, prior investigations introduce a ‘hybrid’ G&C targeting architecture that employs post-processing in conjunction with a pre-trained NN to compute initial conditions for targeting [18, 19]. This investigation similarly employs targeting, but offers significant improvement on the hybrid approach by 1) directly incorporating targeting into the learning process, and 2) detailing a time-varying training scheme that results in a remarkably adaptive maneuver planning process.

Recent investigations demonstrate RL as a promising tool in spaceflight G&C applications with potential for onboard use, with several previous research efforts demonstrating RL for G&C along known reference paths in multi-body dynamical regimes. Investigations in the Earth-Moon system include guidance along heteroclinic transfers between Lyapunov orbits [20], as well as “multi-objective” RL to guide a spacecraft into a Lyapunov orbit [21] and between Lyapunov and halo orbits [22]. Furthermore, several investigations employ RL to compute or adjust SK maneuvers that maintain libration point or-
bits, with approaches including Q-Learning [23], Floquet-model control augmentation [24], momentum unload offsets [8], and low-thrust maneuver identification and placement [9]. Another branch of relevant and promising research involves path-planning, where, rather than following a pre-selected trajectory, the RL training process is instead tasked with uncovering connections between two distinct orbits [25–27]. This investigation builds on previous contributions in multi-body RL by demonstrating the utility of incorporating targeting directly into training.

2. Problem Formulation

This investigation focuses on low-thrust mission recovery given an inadvertent departure from an NRHO. The low-thrust Circular Restricted Three Body Problem (CR3BP) is employed in this analysis because it accurately represents the NRHO region while remaining sufficiently low fidelity for initial analysis of the NNIT scheme. Next, to demonstrate applicability in a realistic mission scenario, the N-body ephemeris force model is introduced along with specific characteristics of the modeled Lunar IceCube spacecraft. Furthermore, a flexible multiple shooting algorithm is detailed in this analysis to demonstrate the utility of employing a NN in an initial guess generation procedure.

2.1 Dynamical Model: CR3BP with Low-Thrust

The CR3BP [28] is a model for the motion of a spacecraft with infinitesimal mass moving under the mutual gravitational influence of two celestial bodies. In this model, as depicted in Fig. 1, the two spherically symmetric gravitational bodies, assumed in this investigation to be the Earth \(P_1\) and the Moon \(P_2\), form the primary system as they move in circular orbits about their common barycenter, \(B\). The relative size of the primaries is represented by the mass ratio \(\mu = m_2/(m_1 + m_2)\). Nondimensionalization is leveraged for flexibility in applications as well as numerical stability. The characteristic length, \(l^*\), represents an average distance between the Earth and the Moon, and characteristic time, \(t^*\), is defined such that the nondimensional gravitational constant is equal to one. The nondimensional position and velocity three-dimensional vectors for \(P_3\) with respect to \(B\) comprise the six-dimensional vector \(\rho = [x \ y \ z \ \dot{x} \ \dot{y} \ \dot{z}]^T\). The vector components are propagated with respect to the system barycenter, \(B\), in a reference frame that rotates with the motion of \(P_2\), denoted by dashed lines in Fig. 1. The nondimensional CR3BP equations of motion in the rotating frame are expressed as,

\[
\begin{aligned}
\ddot{x} - 2\dot{y} &= \Omega_x, \\
\ddot{y} + 2\dot{x} &= \Omega_y, \\
\ddot{z} &= \Omega_z
\end{aligned}
\]  

where \(\Omega\) are derivatives of a pseudo-potential function,

\[
\Omega = \frac{(1 - \mu)}{r_{13}} + \frac{\mu}{r_{23}} + \frac{x^2 + y^2}{2}\]

The distances between \(P_3\) and the first and second primary body are defined as \(r_{13} = ((x + \mu)^2 + y^2 + z^2)^{1/2}\) and \(r_{23} = ((x - 1 + \mu)^2 + y^2 + z^2)^{1/2}\), respectively. The natural CR3BP equations of motion yield a well-known integral, i.e., the Jacobi constant of integration (\(C\)). This single integral of motion is evaluated as,

\[
C = 2\Omega - (x^2 + y^2 + z^2)
\]

The Jacobi constant is related to orbital energy as observed in the rotating frame and remains constant throughout any natural propagation.

Many mission architectures benefit from the inclusion of low-thrust Solar Electric Propulsion (SEP). In contrast to traditional chemical engines, electric propulsive engines are much more efficient, but deliver energy changes over longer time intervals. Low-thrust engines using SEP include ion thrusters that are powered through solar panels on the spacecraft. Currently, ion thrusters are successfully employed on various missions [29], e.g., Deep Space 1 and Dawn. Building on this progress, upcoming low-thrust missions include Lunar IceCube, Psyche, and the Lunar Gateway.

In this analysis, over any low-thrust CR3BP integration segment, the thrust direction is assumed fixed in the rotating frame. Two simple coordinate definitions are leveraged to represent thrust direction in this investigation. First, \(\hat{u}\) is a unit vector in the rotating frame. Second, spherical coordinates are employed in targeting applications, and are related to \(\hat{u}\) via the transformation,

\[
\hat{u} = \left[ \begin{array}{c} \cos \theta \sin \kappa \\
\sin \theta \sin \kappa \\
\cos \kappa \end{array} \right]^T
\]

where \(\theta\) and \(\kappa\) represent angles between \(\hat{u}\) and the rotating \(\hat{x}\)-\(\hat{y}\) plane, respectively. Motion in the CR3BP

Fig. 1. Vector definitions in the CR3BP.
is nonlinear in a notably sensitive dynamical regime, thus, the proposed NNIT strategy exploits the impact of the low-thrust terms to achieve desired behavior. While a continuously changing inertial thrust direction may not be practical, precession of the rotating frame during thrusting time intervals is addressed when transferring CR3BP solutions into a higher-fidelity model.

This investigation bases its low-thrust spacecraft model on the Lunar IceCube CubeSat, and assumes a Constant Specific Impulse (CSI) engine. The impact of low-thrust propulsion on the motion of the spacecraft is modeled by defining a nondimensional thrust magnitude, $f$, and acceleration magnitude, $a^lt$,

$$f = \frac{F t_{r}^{2}}{M_{3,0}}, \quad a^lt = \frac{f}{m}$$

where $F$ and $M_{3,0}$ are thrust magnitude and initial mass, respectively [30]. Here, capital letters signify dimensional values, where lowercase letters reflect nondimensional quantities. The spacecraft mass is defined as $m = M_{3}/M_{3,0}$, with $M_{3}$ representing the mass of the spacecraft at the beginning of the thrusting segment. The low-thrust CR3BP equations of motion are formulated by augmenting the natural CR3BP equations of motion, Eq. (1), with low-thrust terms, and introducing a linear mass flow rate,

$$\begin{cases} \ddot{x} - 2\ddot{y} = \Omega_z + a^lt u_z \\ \ddot{y} + 2\ddot{x} = \Omega_x + a^lt u_x \\ \ddot{z} = \Omega_z + a^lt u_z \\ \dot{m} = -f \frac{lt}{\Omega sp 80 t^2} \end{cases}$$

(6)

Propulsive capability is inversely related to spacecraft mass and, hence, as propellant is expended, the spacecraft is capable of higher acceleration values. Furthermore, the equivalent $\Delta V$ for a low-thrust maneuver is derived from the ideal rocket equation,

$$\Delta V_{\text{equiv.}} = I_{sp} g_{0} \log \left( \frac{m_{0}}{m_f} \right)$$

(7)

and provides an intuitive measure of the change in velocity for a CSI engine.

2.2 N-Body Ephemeris Model

While the present investigation focuses primarily on the CR3BP to demonstrate the proposed NNIT process, and corresponding RL training framework, an N-Body simulation is employed to explore validity in a higher-fidelity ephemeris force model. The N-Body differential equations describe the motion of a massless particle $m_i$ with respect to a primary body $m_q$, with the remaining $N-2$ bodies included as perturbing gravitational forces. In this investigation, the Moon serves as the central body, with the Sun, Earth, and Jupiter comprising the perturbing bodies. The Moon-centered J2000 inertial reference frame is employed to represent and propagate state variables; rotating and J2000 reference frame transformations are detailed in [31]. As in the CR3BP, a low-thrust acceleration vector augments the natural N-body system of differential equations, resulting in the vector expression,

$$\dot{r}_{qi} = -G \sum_{j=i}^{N} m_j \frac{r_{ij}}{r_{ij}^{3}} + \sum_{j \neq i}^{N} m_j \left( \frac{r_{ij}}{r_{ij}^{3}} - \frac{r_{qj}}{r_{qj}^{3}} \right) + a^lt \dot{u}_j$$

(8)

where $G$ is the universal gravitational constant, $r_{[a][b]}$ represents the relative position of body $[b]$ with respect to body $[a]$, $\dot{u}_j$ denotes a J2000-fixed thrust direction, and $a^lt$ is defined in Eq. (5). Planetary ephemerides at specific points in time are obtained using the DE440 SPICE kernel, retrieved from JPL’s Navigation and Ancillary Information Facility (NAIF) [32].

2.3 Spacecraft Model: Lunar IceCube

To more accurately model a realistic mission scenario, this investigation bases its spacecraft model and mission application on the upcoming Lunar IceCube mission. The Lunar IceCube spacecraft is a 6U CubeSat equipped with a Busek Ion Thruster 3-cm (BIT-3) low-thrust propulsion system [33], with specific spacecraft and engine characteristics listed in Table 1.

<table>
<thead>
<tr>
<th>Table 1. Lunar IceCube spacecraft data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter</td>
</tr>
<tr>
<td>-----------</td>
</tr>
<tr>
<td>Initial mass</td>
</tr>
<tr>
<td>Specific impulse</td>
</tr>
<tr>
<td>Maximum thrust</td>
</tr>
<tr>
<td>$f_{max}$</td>
</tr>
</tbody>
</table>

Lunar IceCube is on-course to become the first low-thrust spacecraft to access an NRHO (and the second spacecraft overall after the CAPSTONE mission [34]). Set to launch as a secondary payload on the Artemis 1 mission, the primary science objective is to prospect, locate, and study ice, vapor, and liquid water features on the Moon from a highly-inclined 100-km perilune low-lunar science orbit [35, 36]. Lunar IceCube’s transit trajectory incorporates a 9:2 lunar synodic resonant $L_2$ southern NRHO, depicted in Fig. 2, as a staging orbit prior to the spiral-down leg into its science orbit [37], and performs at least one SK maneuver to maintain the NRHO. The 9:2 NRHO is of particular recent interest as the planned baseline orbit for the Lunar Gateway [38]. This investigation simulates a scenario in which a disturbance causes Lunar IceCube to significantly deviate from the desired NRHO, and a low-thrust maneuver plan is sought to return the spacecraft to the NRHO region. While Lunar IceCube
is leveraged to model a realistic scenario, the proposed methodology is potential applicable to additional spacecraft, thrust capabilities, and reference trajectories.

2.4 Differential Corrections

The implemented RL recovery training process for NNIT results in a NN that estimates initial guesses for a targeting algorithm. Targeting is formulated as a multidimensional generalization of a Newton-Raphson method [39] and is a common numerical technique in astrodynamics for constructing feasible trajectories. In particular, this investigation employs a direct multiple shooting strategy to simultaneously accommodate numerous types of arcs and control variables across a maneuver plan, to correct discontinuities, and to ensure mission criteria are met. Targeting is selected as the underlying G&C strategy in this research due to onboard use for Orion [2], and applicability in low-thrust problems [17].

The proposed targeting algorithm is implemented by varying an array of design variables, \( \mathbf{X} \), to satisfy a set of scalar constraints, \( \mathbf{F}(\mathbf{X}) = 0 \). Similar to other iterative approaches, targeting algorithms require sufficiently accurate startup solutions. Selecting an initial guess is challenging in complex dynamical regions of space and, hence, the NNIT approach benefits from the startup accuracy and speed offered by a NN controller. If sufficient computational resources are available, optimization techniques are a potential alternative or additional approach for the targeting step, however, this possibility is not investigated.

The recovery initial guess is comprised of: 1) \( m \) low-thrust arcs with control variable time history computed by a NN controller, and 2) \( m \) stacked ballistic revolutions of the desired periodic orbit. By employing a minimum norm update, a solution is sought that maintains the stacked orbit states close to their original value, typically producing motion in the close vicinity of the desired orbit without precisely constraining the final state. Constraining the terminal condition to match a desired six-dimensional state vector presents additional challenges that are not always necessary or practical in the presence of navigation uncertainty and maneuver execution errors. An alternative targeting approach is to constrain the final state to be on the stable manifold, as detailed by Haapala and Howell [40]. While the stable manifold constraint approach preserves energy and periodicity, it poses challenges for a rapid closed-loop system due to the sensitivities in response to initial time parameters. Stacking revolutions is a more flexible approach if consistent closed-loop convergence is required, and \( m = 4 \) revolutions is employed in this investigation.

The free variables \( \mathbf{X} \) and constraint vector \( \mathbf{F}(\mathbf{X}) \) of the proposed targeting process are defined as,

\[
\mathbf{X} = \begin{bmatrix} \{ \mathbf{p}_i \}_{i=1}^{m+n} & \{ t_i \}_{i=0}^{m+n} & \{ \zeta_i, \theta_i, \kappa_i \}_{i=0}^{m+n} \end{bmatrix}^T
\]

\[
\mathbf{F}(\mathbf{X}) = \begin{bmatrix} \{ \mathbf{p}_i \}_{i=0}^{m+n-1} - \mathbf{p}_{i+1,0} & \{ t_i - t_{i} \}_{i=0}^{m+n} \end{bmatrix}^T
\]

Throughout the differential corrections process, the state vector \( \mathbf{p}_i \) at each intermediate patch point is allowed to vary; the initial state \( \mathbf{p}_0 \) is assumed fixed. Propagation times \( t_i \) are similarly included as design variables for both thrusting and coasting segments, with additional slack variables \( \eta_i \in [-\infty, \infty] \) included to enforce the \( t_i > 0 \) inequality constraint. Thrust magnitude and direction are design variables for the initial \( m \) thrust segments, with direction represented in spherical coordinates (\( \theta \) and \( \kappa \) are defined in Eq. (4)). Furthermore, to ensure that the thrust magnitude remains bounded, i.e., \( f_i \in [0, f_{\text{max}}] \), a parameterized thrust magnitude \( \zeta_i \) is introduced such that, \( f_i = f_{\text{max}} \cdot (\sin(\zeta_i) + 1)/2 \). The new unbounded design variable \( \zeta_i \) is more easily included in the targeting process and guarantees \( 0 \leq f_i \leq f_{\text{max}} \). An alternative approach introduces additional slack variables to enforce the inequality constraints, however, this method may diverge when \( f_i \) is close to either bound. One benefit, or drawback, of employing \( \zeta_i \) is that no update is produced when \( f_i = 0 \) or \( f_i = f_{\text{max}} \). The design variables, together, comprise the \( \mathbf{X} \) vector, which is updated iteratively to satisfy the \( \mathbf{F}(\mathbf{X}) = 0 \) constraints. In this investigation, the enforced constraints in Eq. (10) are simply state continuity constraints between successive patch points, and positive value inequality constraints on all time variables.
3. Reinforcement Learning Formulation

Reinforcement learning is a branch of ML that encompasses a broad range of goal-oriented algorithms that ‘learn’ to perform tasks by means of trial-and-error. Current state-of-the-art RL approaches frequently employ NNs to parameterize the control function for a given problem. Actor-critic methods are of particular recent interest due to their demonstrated ability in continuous control tasks. One such algorithm, Twin Delayed Deep Deterministic Policy Gradient (TD3) [41], is employed in this investigation.

3.1 Neural Networks

An artificial neural network (NN) is a class of nonlinear computational models that are frequently employed in ML tasks [42]. While ubiquitous in supervised learning applications, NNs are also employed extensively in modern RL algorithms due to their demonstrated ability in approximating nonlinear functions. Many traditional tabular RL approaches, such as Q-learning, rely on finely discretizing the state and action spaces, quickly becoming intractable as the number of dimensions in the problem increases. Thus, leveraging NNs allows modern algorithms to both access continuous state and action spaces and to easily incorporate additional dimensions.

Each node in a NN is computed by adding the linear combination of weighted values from the previous layer to a bias value, and processing the result through an activation function to incorporate nonlinearity into the model [42]. Without activation functions, the NN only models linear functions and, thus, the selection of the activation function is an important component in NN performance. Furthermore, bounded functions are often advantageous since they aid in normalizing the output of each neuron. To incorporate nonlinearity, this investigation employs the rectified linear unit (ReLU) function for all hidden layers, and hyperbolic tangent (tanh) to bound outputs for actor networks.

Neural networks are potentially well-suited for a flight computer, with demonstrated capability on hardware suitable for spaceflight [43]. While training is computationally complex, the evaluation process is relatively simple. Furthermore, current flight software prototype investigations leverage iterative G&C algorithms onboard [1, 2]. These repetitive operations pose challenges in both predicting the total number of CPU cycles, and in excessive iterations that result from an inaccurate initial guess. The NN employed in this investigation is evaluated in constant time and possesses a relatively small 0.5 MB memory footprint, thus offering a rapid means of identifying startup solutions. Augmenting iterative methods with a NN offers potential improvements in both extending the range of convergence and in reducing the total number of necessary iterations.

3.2 Actor-Critic Reinforcement Learning

Reinforcement learning is a class of algorithms in which a goal-seeking agent seeks to complete a task by means of interaction with an environment. As visualized in Fig. 3, three signals facilitate this communication cycle at time $t$: 1) a state signal feature vector, $s_t$, that communicates relevant information about the environment at a specific point in time, 2) an action vector, $a_t$, that allows the agent to affect its state when processed through the environment’s dynamics, and 3) a scalar reward, $r(s_t, a_t)$, that communicates the immediate benefit of a given action. This process repeats iteratively for a given task. Over many trials, the agent improves by seeking to maximize accumulated reward. In episodic tasks, terminal conditions exist that cease the learning process. In these cases, the environment typically resets to a randomly seeded initial configuration, and the process begins anew. While the RL literature prefers the terms agent, environment, and action, these expressions are analogous to the more common engineering terms controller, controlled system (or plant), and control signal [44].

An agent’s policy $\pi : \mathcal{S} \rightarrow p(A)$ is defined as a mapping of the set of all possible states $\mathcal{S}$ to a probability distribution over the action space $\mathcal{A}$. Reinforcement learning aims to construct a policy to maximize the expected return, quantified as a balance between immediate and future rewards,

$$R_t = \sum_{i=t}^{T} \gamma^{i-t} r(s_i, a_i)$$

where $\gamma \in [0, 1]$ is the discount factor that determines the extent to which the agent prioritizes immediate rewards (typically near 1). This definition of expected return leads to the formalization of the action-value function $Q_{\pi}$, defined as the expected return of taking action $a_t$ at $s_t$, and subsequently following the policy $\pi$:

$$Q_{\pi}(s_t, a_t) = \mathbb{E}_{a_t \sim \pi}[R_t | s_t, a_t]$$

In practice, many modern algorithms estimate $Q_{\pi}(s_t, a_t)$ using a deep NN, termed a ‘critic’ network.

Policy optimization is a branch of RL methods that seek to directly ‘learn’ a parameterized policy, $\pi_{\theta}(a|s)$, where $\theta$ represents a parameter vector. A particularly
fruitful branch of policy optimization methods emerges from a class of hybrid algorithms, identified as actor-critic methods. These approaches seek both the policy (i.e., actor) and the value (i.e., critic) functions, where both the actor and critic are typically represented as NNs. In these algorithms, the actor’s policy is stochastic during the training phase to enable exploration. A multivariate Gaussian distribution is constructed over the action space, with mean values derived from the actor NN, and a constant variance applied to each variable (action variables are assumed to be uncorrelated). An optimal policy is gradually approached over the course of training. Once fully trained, exploration is no longer necessary, so the mean values are employed directly to form a deterministic controller. In contrast to some value optimization methods, such as the classical Q-Learning approach, policy optimization methods are well suited to higher-dimensional problems that require a continuous action space. Common state-of-the-art actor-critic schemes include TD3 [41], Soft Actor Critic (SAC) [45], and Proximal Policy Optimization (PPO) [46].

A key delineation between modern actor-critic methods surrounds an assumption concerning the policy distribution from which the actions are sampled. In “on-policy” algorithms, e.g., PPO, update equations assume all actions are sampled from the most recent version of the parameterized policy, \( \pi \), causing the current data batch to be discarded following each optimization process. In contrast, “off-policy” approaches, actions may be sampled from any distribution, allowing for improved learning efficiency. While the state-of-the-art landscape is constantly evolving in RL, both on-policy (PPO) and off-policy (TD3 and SAC) schemes are demonstrated as effective in continuous control tasks, and this investigation employs TD3 due to favorable data efficiency properties.

### 3.3 Twin Delayed Deep Deterministic Policy Gradient

Various off-policy RL approaches leverage the state-action value function \( Q(s_t, a_t) \), updated by iterating on the Bellman equation, to formulate an effective policy. An early breakthrough for problems with discrete state and action spaces occurred in 1989 with Q-Learning: a temporal difference learning algorithm that allows powerful agents to be trained in an off-policy manner [47]. The core motivation for the Q-Learning approach is simple: if the \( Q_\pi(s_t, a_t) \) function is known, that is, the value of all state action pairs is accurately represented, then an optimal policy is available by simply selecting the available action that possesses the largest \( Q_\pi(s_t, a_t) \) value. While Q-Learning is very effective, it was limited, along with other RL algorithms at the time, by the assumption of discrete spaces due to the lack of effective nonlinear function approximators.

A major breakthrough in RL came in 2015 when the Q-Learning algorithm was extended to continuous state space problems with the Deep Q-Network (DQN) algorithm [48]. The DQN approach involves the same update rule as Q-Learning, but rather than direct computation, the Q-function is effectively estimated using a NN: alleviating the need for tabulated results. However, similar to Q-Learning, DQN still assumes a discrete action space. While acceptable for tasks with a small, finite number of controls (such as Atari games), the curse of dimensionality in the action space limits applicability for continuous control tasks, such as robotics.

To address the action-space dimensionality limitation with DQN, Lillicrap et al. introduce Deep Deterministic Policy Gradient (DDPG) [49]: an extension of DQN and Deterministic Policy Gradient (DPG) [50], that employs a second “actor” NN to construct a parameterized action function, and performs the \( Q(s_t, a_t) \) update with the new actor network. A key portion of DDPG is the inclusion of “target” networks for both the actor and critic networks. By including duplicate networks, the second “target” network may be held constant while the actual network is updated. A more stable process results because it doesn’t involve continuously updating estimates to be used in the minibatch updates. While powerful, DDPG contains several notable limitations. In particular, the value function is often overestimated, which leads to a significant bias in learning.

Twin Delayed Deep Deterministic Policy Gradient (equivalently, Twin Delayed DDPG, or TD3) [41] is a state-of-the-art off-policy actor-critic algorithm that concurrently learns a parameterized policy \( \pi_\theta \) and action-value function \( Q_\pi(s_t, a_t) \) [41]. Twin Delayed DDPG addresses the instability of DDPG in several ways. First, two separate value networks are included. Incorporating the minimum value estimate from the two networks mitigates the effect of the value function overestimation bias present in DDPG (along with other actor-critic schemes). Next, DDPG involves bootstrapping, i.e., implementing updates based on estimates rather than true values. Noisy estimates cause noisy gradients that pose significant difficulty in NN optimization. The TD3 approach seeks to mitigate this error by delaying updates to the actor network in hopes that additional updates to the critic network provide more accurate estimates for the actor updates. Finally, to avoid peak overfitting in the policy network, policy smoothing is included, that introduces a small amount of clipped random noise to the output of the target policy. Together, these improvements form the TD3 variant of DDPG. While the inclusion of function approximations demands increased complexity, TD3 shares the same core motivation of Q-Learning: optimize a policy network to compute actions that maximize the Q-function. This investigation bases its implementation of TD3 on the open-source “Spinning Up” Tensorflow implementation pro-
To determine a sequence of magnitude, direction, and time, which are then numerically implemented in Eqs. (10). At each time step, the agent selects a thrust magnitude according to the differential corrections algorithm defined by Eqs. (9) and (10). Prolonged departures are generated using similar criteria. The environment’s dynamics are governed by the low-thrust CR3BP equations of motion, Eq. (6).

4. Learning Environment

Implementing a spaceflight problem as an RL environment involves formalizing the three signals in Fig. 3, as well as the environment’s transition dynamics that propagate one state to the next. This investigation involves a mission recovery scenario, and each signal is understood in this context. The state signal provides the agent with relevant information about its dynamical state, the action defines low-thrust command variables, and the reward communicates information regarding the distance relative to the reference orbit, as well as terminal success/failure criteria. The environment’s dynamics are governed by the low-thrust CR3BP equations of motion, Eq. (6).

4.1 Scenario Overview

In each episode, the agent is tasked with recovering in response to an induced departure from a reference NRHO. Prolonged departures are generated using similar methodology to [13], where a randomly-selected initial state along the orbit is corrupted, with perturbation values for each position and velocity component sampled from independent and identically distributed Gaussian distributions ($3\sigma$: 10 km, 10 cm/s). These perturbed states are then propagated forward in time for 20-30 days to simulate an inadvertent departure from the NRHO. This time range is selected to introduce significant deviations that still generally admit ‘direct’ returns to the NRHO. The end of the inadvertent departure trajectory serves as the initial condition for the RL episode.

Each episode consists of a fixed number of time-steps ($n = 10$ in this investigation), after which the resulting low-thrust trajectory serves as an initial guess for the differential corrections algorithm defined by Eqs. (9) and (10). At each time step, the agent selects a thrust magnitude, direction, and time, which are then numerically integrated by the environment. The agent, therefore, seeks to determine a sequence of $n$ low-thrust arcs that terminate sufficiently close to the NRHO to achieve subsequent targeting convergence. Furthermore, experiments demonstrate that this framework admits long-duration coasting segments through the selection of near-zero thrust magnitude values. In including coasting segments and allowing for large variations in propagation time, the proposed learning process demonstrates remarkable adaptability in selecting a maneuver plan. However, while targeting offers many advantages in the NNIT process, one drawback is the increase in training time. This investigation overcomes this limitation by leveraging parallel computing between NN updates to rapidly simulate training episodes.

Previous research efforts in implementing RL to reach a desired orbit frequently employ arbitrary heuristics to formalize termination conditions, including the application of pre-defined position and velocity thresholds [18, 26]. A thresholding approach is particularly challenging in NRHO problems, where larger velocity variations occur at the close perilune passes and, conversely, position deviations grow near apolune. If heuristic thresholds are employed in such a problem, the agent is unlikely to achieve satisfactory relative position and velocity values simultaneously due to their inverse relationship. Instead, this investigation leverages convergence properties of the NNIT targeter to produce a more informed terminal “success” metric for accessing a pre-selected destination orbit.

4.2 State Signal

The state signal is included as an input to both the actor and critic networks and, hence, proper selection of the feature variables greatly impacts learning performance. In the recovery scenario, the dynamical state $\rho$, informs the agent of its position and velocity in space, while the relative vector $\delta \rho$, provides information about the spacecraft behavior relative to the NRHO. The relative state $\delta \rho$ is measured from the nearest neighbor along the NRHO, defined as

$$\delta \rho_i = \rho_i - \rho_{ref} \quad \text{s.t.} \quad k = ||\delta \rho_i||_2 \text{ is minimal} \quad (13)$$

where $\rho_{ref}$ is a state along the reference orbit. A KD-tree is employed to facilitate rapid nearest neighbor searching, as detailed in [18]. Note that this definition of “nearest” does not include time and, hence, is a normal rather than an isochronous correspondence. Furthermore, an additional coordinate is employed to measure the location of $\rho_{ref}$ along the NRHO, where $t_{po}$ signifies the elapsed time along $\rho_{ref}$ from a specified initial state (apolune in this investigation). As detailed in [9], time is a cyclic variable for periodic orbits and, hence, a trig encoding is leveraged to remove end-point discontinuities for the NN, i.e.,

$$t_{po} \rightarrow [\sin \xi, \cos \xi] , \quad \text{where} \quad \xi = \frac{t_{po} \cdot 2\pi}{P} \quad (14)$$

where $P$ is the period of the orbit. Finally, the difference in the Jacobi constant value between $\rho_i$ and $\rho_{ref}$ (\(\delta C_i\)), is

<table>
<thead>
<tr>
<th>Layer name</th>
<th>Actor Network</th>
<th>Critic Network</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Size Activation</td>
<td>Size Activation</td>
</tr>
<tr>
<td>Input</td>
<td>16 - ReLU</td>
<td>21 - ReLU</td>
</tr>
<tr>
<td>Hidden 1</td>
<td>400 ReLU</td>
<td>400 ReLU</td>
</tr>
<tr>
<td>Hidden 2</td>
<td>300 ReLU</td>
<td>300 ReLU</td>
</tr>
<tr>
<td>Output</td>
<td>5 tanh</td>
<td>1 linear</td>
</tr>
<tr>
<td>Learning Rate</td>
<td>0.0001</td>
<td>0.001</td>
</tr>
</tbody>
</table>
command for the spacecraft.

Eq. (14). Together, \( f \) cyclic angle values, similar to the process employed in Eq. (4), coupled with an encoding method to handle the to locate the thrust direction using spherical coordinates, While this parameterization is demonstrated as successful to form a unit vector \( \hat{u} \) direction values \( \tilde{u} \), which are combined and normalized to form a unit vector \( \hat{u} \) fixed in the rotating frame,

\[
\hat{u} = \left[ \begin{array}{c} u_x \\ u_y \\ u_z \end{array} \right] = \frac{\left[ \tilde{u}_x \tilde{u}_y \tilde{u}_z \right]}{\sqrt{\tilde{u}_x^2 + \tilde{u}_y^2 + \tilde{u}_z^2}}
\] (18)

While this parameterization is demonstrated as successful in related tasks [9, 18], an alternative option in [27] is to locate the thrust direction using spherical coordinates, Eq. (4), coupled with an encoding method to handle the cyclic angle values, similar to the process employed in Eq. (14). Together, \( f \), \( \tau \), and \( \hat{u} \) form the complete thrust command for the spacecraft.

4.3 Action Signal

The action signal quantifies the agent’s ability to command the spacecraft. In this investigation, low-thrust arcs are fundamentally comprised of three components: thrust magnitude, direction, and propagation time, with each estimated separately by the NN. Each action value is bounded by \([-1, 1]\) due to the selection of tanh as the output activation function in the actor NN. In this investigation, ‘tilde’ denotes the bounded output value retrieved directly from the NN. The action vector is defined as,

\[
a_t = \left[ \begin{array}{l} f \\ \tilde{u}_x \\ \tilde{u}_y \\ \tilde{u}_z \\ \tilde{\tau} \end{array} \right] \in \mathbb{R}^5
\] (16)

where thrust time and magnitude variables are defined as,

\[
f = (f + 1)f_{\text{max}}/2, \quad \tau = (\tau + 1)\tau_{\text{max}}/2
\] (17)

Here, \( f \) is a minimal value for \( f \) results in nearly-ballistic coasting segments. While the maximum thrust magnitude, \( f_{\text{max}} \), is a characteristic of the spacecraft’s engine, no obvious value emerges for the pre-selected maximum time, \( \tau_{\text{max}} \). If the selected value for \( \tau_{\text{max}} \) is too large, the spacecraft may not possess sufficient maneuver-planning authority to solve the given problem. If the value is too small, small errors in control estimation become exacerbated, and the agent is more likely to converge on a propellant-inefficient policy. This investigation employs \( \tau_{\text{max}} = 24 \) hours to allow for long-duration thrust and coast arcs necessary in the recovery phase. However, this choice limits the ability to accurately estimate the short burns often employed for SK, thus, increasing the NNIT cost at low error levels.

The final components of the thrust command are the direction values \( \tilde{u}_i \), which are combined and normalized to form a unit vector \( \hat{u} \) fixed in the rotating frame,

\[
\hat{u} = \left[ \begin{array}{c} u_x \\ u_y \\ u_z \end{array} \right] = \frac{\left[ \tilde{u}_x \tilde{u}_y \tilde{u}_z \right]}{\sqrt{\tilde{u}_x^2 + \tilde{u}_y^2 + \tilde{u}_z^2}}
\] (18)

4.4 Reward Signal

For non-terminal states, as suggested by LaFarge et al. [18], the reward function is modeled as an exponential that grows rapidly as the agent’s state nears the desired orbit in both position and velocity, with a small control penalty added to encourage propellant-efficient solutions and to allow near-ballistic segments to emerge. Trials are terminated when either a large deviation threshold is exceeded, or the agent reaches \( n \) time steps. Relative distance is measured from the nearest neighbor along the reference orbit, as defined in Eq. (13). Deviation is quantified when either the relative position or velocity magnitudes exceed pre-defined thresholds of 8000 km and 250 m/s, or the spacecraft impacts the Moon. Together, then, the reward is defined as,

\[
r = \begin{cases} 
\beta_1 e^{-\lambda k} - \beta_2 \Delta V_{\text{equiv}} & \text{not deviated} \\
\beta_3 \Delta V_{\text{tot}} & \text{targeter converges} \\
p_1 & \text{deviation criteria met} \\
p_2 & \text{targeter does not converge}
\end{cases}
\] (19)

Each term that comprises the total reward function is defined in Table 3 along with the corresponding suggested values employed in this investigation.

5. Mission Recovery Scenario: Lunar IceCube

An NRHO recovery problem is simulated in this investigation to illustrate the proposed NNIT framework as applied to the Lunar IceCube spacecraft. During training, recovery situations are simulated by introducing deviations from the reference orbit, and propagating those deviations forward in time. To verify the validity of this deviation modeling, a higher-fidelity simulation is introduced. This scenario assumes the Lunar IceCube spacecraft previously reached the 9:2 NRHO, and subsequently implemented several small SK maneuvers using the low-thrust variant of x-axis control (XAC) detailed in [6]. In reality, Lunar IceCube intends to access the NRHO for a shorter period of time; this scenario considers additional SK maneuvers and a longer recovery window to evaluate algorithmic performance. For this simulation, during the NRHO SK phase, 3σ errors of 10 km, 10 cm/s are modeled as an uncorrelated Gaussian process for each position and velocity component for both orbit determination and orbit insertion errors; a fixed 0.03 cm/s maneuver execution error is added in a random direction for each SK maneuver. Stationkeeping maneuvers are implemented at apolune at a once-per-orbit cadence. Leveraging XAC to initialize the departure simulation provides a more realistic scenario to evaluate NNIT performance.

5.1 Unintended Departure Simulation

To illustrate the RL recovery process in a practical situation, a single representative scenario is considered. In this sample problem, following its fifth orbit maintenance
maneuver, an unanticipated thruster failure event is assumed for Lunar IceCube that causes SK to cease entirely. An inadvertent departure from the NRHO results, causing the ‘runaway’ spacecraft to slowly drift from its desired orbit path, as depicted in Fig. 4. Due to the quasi-stability of the 9:2 NRHO, departure slowly evolves over approximately 60 days until the spacecraft eventually leaves the vicinity of the orbit entirely. All times along the departure path are calculated from the time of the final SK maneuver.

![Distance between the spacecraft and the Moon during both the SK and uncontrolled departure phases of the sample recovery simulation.](image)

Fig. 4. Distance between the spacecraft and the Moon during both the SK and uncontrolled departure phases of the sample recovery simulation.

At various points throughout the departure segment, both XAC and NNIT are simulated to guide the spacecraft back to the 9:2 NRHO in the event that thruster functionality is suddenly restored. Leveraging XAC as a comparison metric for recovery is motivated by Zimovan-Spreen et al.’s study [13], and helps designate scenarios when recovery, rather than SK, is necessary. Several of the XAC recovery trends identified by Zimovan-Spreen et al. emerge in this study, though small differences arise in both XAC performance and in the reported departure times due to differences in dynamics modeling, assumed spacecraft propulsion, error sources, and XAC implementation. Zimovan-Spreen et al. employ a variant of XAC to compute impulsive maneuvers that accommodate phasing considerations by, at times, constraining future perilune passage times in an N-body ephemeris force model. In contrast, the implemented XAC algorithm for low-thrust, suggested in [6], targets only the downstream \( \dot{x} \) value in the CR3BP rotating frame, and leverages the ideal rocket equation to convert impulsive SK maneuvers to finite-burn, low-thrust arcs. This transformation remains accurate for multiple hour burns, but begins to introduce significant error as thrust times grow. Furthermore, as also observed by Zimovan-Spreen et al., a single converged XAC maneuver does not necessarily mean the orbit is ‘stabilized’. Therefore, recovery costs for XAC are only reported if the algorithm continues to function and repeat the NRHO geometry for 20 subsequent periods of the orbit. As a SK algorithm, XAC is not expected to consistently function in a recovery process. Rather, XAC is simulated here to provide insight into recovery and conditions when it may be required.

Performance of the XAC (blue) and NNIT (orange) processes over time for the sample scenario, Fig. 4, are compared in Fig. 5, with vertical yellow lines denoting apolune times. Occasionally, for XAC, a large recovery cost is incurred at the second or third SK maneuver and, therefore, the reported recovery cost sums the equivalent \( \Delta V \) of three sequential SK maneuvers. As expected, XAC initially offers lower cost maneuvers than NNIT. After 27 days, XAC still maintains the orbit, but is no longer dependably more propellant-efficient than NNIT. After 39 days, in this sample simulation, XAC no longer stabilizes the orbit. Conversely, during the initial departure segment, NNIT determines high recovery cost, indicating that it is inefficient to employ the NNIT method directly for SK (though it does maintain the orbit). However, as deviations grow, NNIT begins to perform comparably to XAC. Once outside the region of applicability for short-horizon SK, NNIT extends the recoverable window for approximately 3 orbital periods (about 21 days). This extended recovery period results from an autonomous process and offers low-thrust maneuver plans without the additional complexities of Zimovan-Spreen et al.’s approach [13]. As expected, recovery cost generally increases over time during this extended window. As visualized in Fig. 4, the spacecraft begins to significantly deviate from the NRHO path after 65 days, after which alternative recovery options must be considered.

Several key features of the NNIT recovery process are illustrated when examining maneuver plans at specific times. Recall that, in all presented cases, the NNIT ap-

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Value(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \beta )</td>
<td>Tuning coefficients that adjust the relative impact of each term</td>
<td>( \beta_1 = 1, \beta_2 = 0.03, \beta_3 = 0.45 )</td>
</tr>
<tr>
<td>( k )</td>
<td>Relative state norm, defined in Eq. (13)</td>
<td>-</td>
</tr>
<tr>
<td>( \lambda )</td>
<td>Scaling factor that adjusts the gradient of the reward</td>
<td>300</td>
</tr>
<tr>
<td>( b )</td>
<td>Bonus applied for achieving targeting convergence</td>
<td>28</td>
</tr>
<tr>
<td>( \Delta V_{\text{tot.}} )</td>
<td>Shorthand for the sum of the ( \Delta V_{\text{equiv.}} ) values</td>
<td>-</td>
</tr>
<tr>
<td>( p_1 )</td>
<td>Penalty for violating deviation criteria</td>
<td>-25</td>
</tr>
<tr>
<td>( p_2 )</td>
<td>Penalty for targeter not converging in 10 iterations or fewer</td>
<td>-2</td>
</tr>
</tbody>
</table>
The approach consists of 10 NN-identified low-thrust arcs that serve as an initial guess for the targeting algorithm defined in Eqs. (9) and (10). Recovery paths originating at 29 days since the final stationkeeping maneuver, Fig. 4, are depicted in Fig. 6 to both highlight the NNIT maneuver planning process, and to illustrate a representative example of the region where NNIT and XAC perform comparably. In this case, at 29 days, NNIT suggests a thrust plan with $\Delta V_{\text{equiv.}} = 2.8 \text{ m/s}$ compared to $\Delta V_{\text{equiv.}} = 4.4 \text{ m/s}$ for XAC across two maneuvers. The NNIT and XAC maneuver plans (represented as $x$-$y$ projections for clarity) are plotted in Figs. 6(a) and 6(c), respectively, where green circles signify the departing trajectory state at 29 days and the gray dashed lines correspond to the underlying 9:2 NRHO. Notably, the NNIT maneuver plan independently identifies apolune to be an effective location to place its recovery maneuver. While each of the 10 control choices for the NNIT process are implemented as low-thrust arcs, the first 6 maneuvers in this plan each possess a thrust magnitude less than 0.1% of maximum thrust, thus rendering the low-thrust effect on the system insignificant for the first 4.66 days. A challenge in previous NN-based investigations for low-thrust G&C is the assumption of constant thrust. However, a notable feature of the NN trained in this investigation is its consistent suggestions of coasting segments when the spacecraft is near perilune. This knowledge that apolune maneuver placement is effective along NRHOs is consistent with previous studies [5, 7]. The ability of the RL training process to independently uncover an effective known solution suggests further applicability of RL in problems where such a-priori knowledge is absent.

In the 29-day post-failure simulation for NNIT, Fig. 6(a), the 4.66-day coasting segment suggested by the NN is followed by four successive thrust arcs (red) ranging from 1 to 8 hours. While thrust direction and magnitude instantaneously vary between the four arcs, their combined effect is well-approximated by a single 8.6-hour fixed-direction thrust profile, depicted in Fig. 6(b).

The thrust direction and time of this combined maneuver is determined via weighted averaging and scaling techniques suggested by LaFarge et al. [19], with the resulting discontinuity corrected using the same differential corrections technique employed in NNIT. Furthermore, targeted with recovering from the same deviation, XAC produces the bold red maneuver in Fig. 6(c). This single 28-minute finite thrust arc is not sufficient to fully recover to the NRHO and, upon propagating to the next apolune, a much larger 14.5 hour thrust segment (pink) is suggested. Furthermore, both the NNIT and XAC solutions produce thrust arcs that approximate the direction of the stable eigenvector associated with the 9:2 NRHO at apolune, plotted in Fig. 6(d) (XAC is within 2 degrees of the stable direction whereas the single NNIT arc differs by 30 degrees in the positive $z$ direction). Implementing maneuvers in the direction of the stable eigenvector forms the basis of the powerful Floquet-mode SK strategy for unstable multi-body orbits, particularly in the Sun-Earth system [4]. This maneuver direction is known to be effective, and is independently uncovered by the RL training process through this investigation.

If spacecraft function is restored at 46.4 days into the inadvertent departure period, XAC fails to converge on a solution that stabilizes the orbit, and recovery is deemed necessary. The state at 46.4 days, plotted green in Fig. 7, rapidly departs the NRHO region over the subsequent month when left uncontrolled, as depicted in Fig. 7(a). To return to the NRHO, NNIT suggests the maneuver sequence in Fig. 7(b), consisting of: 1) an immediate 31.3-hour thrust arc at maximum throttle, 2) five smaller thrust arcs ranging from 1-3 hours, and 3) four near-ballistic coasting segments totaling 32 hours. A feasible trajectory emerges from the targeting process resulting in a total cost equal to $\Delta V_{\text{equiv.}} = 12.36 \text{ m/s}$. Each of the thrust arcs are in similar directions and, therefore, their combined effect on the trajectory is well-approximated by the single fixed-attitude thrusting segment in Fig. 7(c).

Recovery paths originating at later points in time are depicted in Fig. 8. As the spacecraft departs from the desired NRHO motion, longer thrust segments are employed to achieve recovery targeting convergence. At 49 days, Fig. 8(a), the NNIT process still avoids thrusting near perilune with a 21-hour coast arc, followed by several successive thrust arcs that occur over a combined 5.19 days with a total cost equal to $\Delta V_{\text{equiv.}} = 35.2 \text{ m/s}$. By 51 days, Fig. 8(b), the agent immediately thrusts for 4.6 days, and subsequently alternates between thrusting and coasting segments, with total $\Delta V_{\text{equiv.}} = 45.4 \text{ m/s}$. Finally, by 55 days, Fig. 8(c), the deviation is sufficiently large that the NNIT maneuver path no longer avoids perilune, and instead immediately thrusts for 7.3 days continuously for a combined cost of $\Delta V_{\text{equiv.}} = 51.3 \text{ m/s}$. At this error level, while the recovery targeting algorithm still achieves con-
Fig. 6. Recovery simulated at 29 days post-failure event (x-y projections). Green signifies the initial state, dashed gray denotes the NRHO, and light blue represents the ballistic trajectory following the final low-thrust maneuver. The NNIT recovery path (a) coasts until several successive thrust arcs in similar directions are implemented immediately following apolune. The NNIT arcs are then combined into a single representative thrust segment (b). Two XAC SK maneuvers are implemented in (c), where the first maneuver (red) does not adequately stabilize the orbit, necessitating a much larger second SK maneuver (pink). Thrust directions occur near the stable (blue) eigenvector directions in (d).

Fig. 7. Recovery maneuver plan initiated at 46.4 days after thruster failure event with initial state denoted by a green circle. The uncontrolled path rapidly deviates from NRHO over a 33-day period (a). The NNIT maneuver plan (b) stabilizes the orbit and is well-approximated by a single fixed-direction thrusting segment (c).

Fig. 8. Recovery trajectories determined by NNIT at additional times after the thruster failure event. By 55 days (c), the targeting algorithm achieves converges, but the resulting post-recovery ballistic trajectory begins to diverge from the NRHO.
vergence, the resulting ballistic path initialized from the NRHO (plotted in light blue) begins to deviate from the desired NRHO motion. However, recall that the goal of recovery is not necessarily to return the spacecraft precisely to the NRHO, but instead achieve a maneuver plan that guides the spacecraft to a region where short-horizon SK may be resumed. In this scenario, both XAC and NNIT achieve convergence when simulated on the final state in Fig. 8(c). As deviations continue to grow further, convergence is eventually no longer achieved, and an alternative recovery approach or mission plan is deemed necessary. In these cases, longer-term low-thrust transfers that traverse further from the NRHO region must be considered, and alternate long-horizon baselines or intermediate orbit options may be necessary [13]; the feasibility of applying NNIT in such scenarios remains as future work.

5.1.1 Higher-fidelity ephemeris recovery

To initially explore the validity of NNIT recovery plans in a higher-fidelity force model, a single recovery path is considered. Recall, Fig. 7 depicts a NNIT maneuver plan in the CR3BP at 46.4 days post-thruster failure, with Fig. 7(b) depicting the full 42.8-day NNIT trajectory, and Fig. 7(c) representing a simplified control strategy that fixes the maneuver direction in the rotating reference frame for a 36.7-hour burn. These simulations do not consider additional perturbing forces and, hence, a higher-fidelity simulation provides insight into the practical applicability of the proposed methodology. Furthermore, while helpful for preliminary analysis, it may not be practical to fix the spacecraft attitude in a rotating frame and, therefore, an inertially fixed direction is employed.

To transform the CR3BP maneuver plan, both the initial state (green) and thrust direction (red) are rotated into the Moon-centered J2000 reference frame, assuming an initial epoch of Jan. 1, 2025. As visualized in the rotating frame in Fig. 9, the J2000-fixed-direction thrust arc (red) is propagated for 46.4 hours in the low-thrust augmented N-body ephemeris force model described in Eq. (8). A fixed inertial orientation implies subtle direction changes in a rotating frame, as apparent in Fig. 9. The resulting final state is then propagated ballistically in the ephemeris model for an additional 26.2 days (blue), or four periods of the 9:2 NRHO. In this sample scenario, the 9.6-hour increase in thrusting time from the CR3BP initial guess results in slightly smaller $x$ excursions during the final coasting segments, though both simulations strongly resemble the target NRHO. As demonstrated in Fig. 9, this ephemeris simulation achieves close adherence to the desired NRHO motion and suggests practical applicability for the proposed NNIT methodology.

5.2 Monte-Carlo Results

To evaluate NNIT efficacy across a wider range of simulations, a Monte Carlo analysis approach is employed. As in the previous recovery scenario, trials originate with a simulated SK phase. After five low-thrust XAC maneuvers, a thruster failure is introduced at apolune, and an inadvertent departure commences. Each trial employs NNIT to return the spacecraft to the NRHO, and data is gathered at various times across each departure, where time is measured from the final SK maneuver. The convergence rate for the NNIT targeting algorithm across the 5,000 trials is depicted in Fig. 10. The algorithm convergences in more than 99% of trials for 46 days following the simulated failure, and in more than 98% of trials up to 58 days. The convergence rate falls quickly over the proceeding 32 days, resulting in only 20.1% after 80 days, and 6.4% after 90 days, indicating that, by this point, an alternative algorithm or mission objective is necessary.

Propellant consumption statistics across the Monte Carlo trials are visualized in Fig. 11, where box plots are employed to represent interquartile ranges. As expected, propellant usage, measured by $\Delta V_{\text{equiv}}$, increases substantially over the 90 days, beginning in the 4-7 m/s range for
the initial four weeks, increasing to 24 m/s by 60 days, and eventually reaching an average greater than 40 m/s for each time duration after 74 days. Furthermore, Fig. 11 demonstrates that the spread across trials increases precipitously toward the end of the inadvertent departure timeframe. This increase is primarily due to variations in the initial error and is similarly observed by Zimovan-Spreen et al. [13].

6. Concluding Remarks

In merging targeting and neural network control paradigms, the proposed NNIT method offers a realistic G&C architecture with demonstrated functionality in a low-thrust orbit recovery scenario. Neural network behavior is often considered unpredictable, and this opacity introduces error and risk into potential future NN-based G&C concepts. In contrast, traditional iterative methods produce exact solutions, but are computational expensive and require an accurate initial guess. The proposed NNIT approach mitigates risk incurred by the NN by employing a differential corrections process to ensure convergence and, conversely, the NN speeds up the targeter by rapidly offering accurate startup solutions, thus simultaneously expanding the solution space, and reducing the impact of chaotic dynamics on the RL training process. The proposed NNIT architecture offers promising results in an inadvertent departure scenario from a planned NRHO trajectory, resulting in a multi-week extension of the recovery window compared to a conventional crossing-control stationkeeping method. Onboard maneuver planning will enable future spacecraft to better react to unexpected events in challenging regions of space, and RL-trained neural networks provide an exciting potential component in facilitating this autonomy.
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