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FULL N-BODY PROBLEM IN THE GEOMETRIC MECHANICS
FRAMEWORK AND ITS REDUCTION TO CIRCULAR RESTRICTED

FULL THREE-BODY PROBLEM

Morad Nazari*, David Canales∗, Brennan McCann†, Eric A. Butcher‡, and Kathleen C. Howell§

A compact formalism for rigid body motion dynamics is presented in a general
reference frame based on geometric mechanics. This formalism, proposed on the
special Euclidean space of the Lie group, naturally accounts for the orbit/attitude
coupling due to the gravitational moments and forces for the full N-body problem.
Furthermore, the expressions for energy are provided. The special case for the cir-
cular restricted full three-body problem (CRF3BP) is then considered, with equa-
tions provided in the spacecraft’s body and barycentric rotating frames. Several
trajectories are computed for the CRF3BP, and are compared with the traditional
circular restricted three body problem.

INTRODUCTION

The Cislunar region is increasingly gaining interest by several agencies worldwide as well as
private organizations as a potential location not only to perform an exhaustive lunar exploration,
but also to test technologies that could potentially be useful for deep space exploration. Within
such a region, distinct perturbations act upon the spacecraft which makes it challenging to pre-
serve the nominal orbit of the mission. Additionally, these perturbing effects are exacerbated when
considering that the spacecrafts are rigid bodies. Consequently, it is crucial to understand the cou-
pling between the orbital motion and the attitude of spacecrafts in that region to guarantee that the
mission occurs as expected in such a highly sensitive dynamical model. Therefore, the necessary
control throughout the entire lifespan of the mission can be minimized.

The high eccentricity of the near rectilinear halo orbit (NRHO) orbit may result in non-negligible
coupling between the attitude and orbital motion in that orbit, particularly near perilune where the
gravity gradient torques are relatively high.1, 2 The NRHOs ensure easier access from Earth when
compared with direct missions to the Lunar surface, but at the cost of some complexity involving
the dynamics analysis in a highly eccentric, multi-body system.3, 4 Such methodologies must be
increasingly reliable as the need for autonomy grows, noting that the Gateway will be uncrewed for
the majority of its operational lifetime. Thus, a robust mathematical formalism is required to address
the possibly non-negligible coupling in highly nonlinear environments in which coupled effects
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such as gravity gradient torques and solar radiation pressure exist.5, 6 The NRHO is a consequence
of the circular restricted three body problem (CR3BP). Consideration within the CR3BP has been
paid to attitude motion using quaternions in the literature,7 assuming a diagonal moment of inertia
tensor, where trajectory design was investigated considering orbit-attitude coupling caused by solar
radiation pressure. Other treatments have employed Euler angle sequences where a singularity is
possible but rare to occur.8

Consider N rigid bodies isolated from the rest of the universe which interact solely under their
mutual gravitational effects. In contrast to the NBP, which only considers the translational mo-
tion of the particles or center of masses of the bodies, the full N-body problem (FNBP) studies
both the attitude and translational dynamics of N bodies under their mutual gravitational effects.
The dynamic analysis of both translational and rotational motion is a challenging problem from
a mathematical point of view, specifically when the coupled dynamics are considered. The rigid
body rotation about its center of mass is usually considered to be decoupled from the translational
motion in the literature. Using the nonlinear manifold of the special Euclidean group (SE(3)), how-
ever, enables the treatment of both orbital and attitude motions, simultaneously. The simultaneous
modeling of translational and rotational dynamics of a rigid body using SE(3) is especially advan-
tageous for certain cases in which the translational and rotational dynamics are coupled. These
cases include gravity forces and gravity gradient moments, attitude-dependent forces and torques
due to solar radiation pressure, and orbital motion in small or highly eccentric orbits. In addition,
the group-theoretic formalism of SE(3) enables the use of additional mathematical tools and gives
rise to deeper insight into rigid body motion. However, despite the importance of this topic, few
studies have been dedicated to this research.9–12 The effect of incorporating attitude dynamics has
been investigated within the context of the CR3BP as well as periodic orbits.13, 14 Additionally,
it has been demonstrated that marginally stable periodic attitude behaviors leveraging the natural
dynamics of the CR3BP exist that could potentially be useful for different mission applications.15

Different perturbations, such as solar radiation pressure and structural vibrations, have been added
to the coupled orbital-attitude motion with the objective to foresee challenges that may stem from
these.16 Furthermore, it has been concluded that new options for mission design may exist when the
full body problem is considered.17

In this paper, first, a compact, general formalism is provided in SE(3) for the FNBP. This formal-
ism considers the coupled translational and rotational dynamics of the bodies, where the equations
of motion are expressed in both the inertial and the body frames of the spacecraft. It is shown
that the dynamics formalism has the same structure in different coordinate frames in the proposed
framework, which makes this framework quite suitable for the general formalism of FNBP. Then,
the proposed general formalism is revised to address the circular restricted full three-body prob-
lem (CRF3BP), and it is further reduced to re-derive the well-known equations of motion for the
CR3BP. One may need to scrutinize the solution and stability of the full three-body problem (F3BP)
(see Refs. [18–20] for a rigorous investigation of equilibria and stability conditions of the full two-
body problem and sphere-restricted full few-body problem), but such details are omitted here and
the attention is devoted to the derivation of the governing equations. Finally, several trajectories
are computed for the CRF3BP within the context of this general formalism, and they are compared
with those obtained using the traditional CR3BP equations of motion that consider a spacecraft
to be a point mass. Numerical simulations showed that the response of the system improves via
normalization of the equations.
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FORMULATION OF THE RIGID BODY MOTION GROUP

Consider N rigid bodies in an inertial frame N (O, n̂1, n̂2, n̂3) as shown in Fig. 1, where Gi

denotes the center of mass of the ith body (i = 1, 2, · · · , N ). Let the space of rigid body rotations
be the three-dimensional special orthogonal group SO(3), a Lie group whose matrix representation
is a 3 × 3 rotation matrix. Then, the configuration (i.e. position and attitude) of each body is
represented by an element gi of the Lie group SE(3), i.e.

gi =

[
Ri ri
01×3 1

]
∈ SE(3) (1)

where Ri ∈ SO(3) is the rotation matrix from the ith body frame Bi, i = 1, 2, · · · , N , to the inertial
frame N , and ri ∈ R3 is the position vector of the center of mass of the ith body expressed in N .
Because of the geometric structure of the configuration manifold SE(3), it is not diffeomorphic to
a vector space. The velocity of each body with respect to the inertial frame expressed in the body
frame is

BiVi = [ωT
i , v

T
i ]

T ∈ R6 (2)

where ωi ∈ R3 and vi ∈ R3 denote the angular and translational velocities, respectively, with
respect to the inertial frame N expressed in the Bi frame. According to Eqs. (1) and (2), the
state of each body can be represented by (gi,

BiVi) ∈ TSE(3), where TSE(3) = SE(3) × R6 is
the tangent bundle of SE(3) and it is a disjoint union of the tangent spaces of SE(3). Therefore,
TSE(3) =

⋃
g∈SE(3) TgSE(3), where TgSE(3) is the tangent space of SE(3) at g (see Fig. 2). Using

the geometric mechanics framework based on SE(3), the positions and attitudes of the N bodies can
be considered simultaneously, and hence performing a dynamics analysis in SE(3) is convenient to
use in cases when orbit/attitude coupling is present.

Let the inertial angular velocity of the ith body expressed in the inertial frame N be denoted by

Ωi = Riωi (3)
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Figure 1. Any two bodies in a FNBP.
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Conceptually, a retraction R at x, denoted by Rx, is a mapping from
TxM to M with a local rigidity condition that preserves gradients at x; see
Figure 4.1.
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Figure 4.1 Retraction.

Definition 4.1.1 (retraction) A retraction on a manifold M is a smooth
mapping R from the tangent bundle TM onto M with the following proper-
ties. Let Rx denote the restriction of R to TxM.

(i) Rx(0x) = x, where 0x denotes the zero element of TxM.
(ii) With the canonical identification T0x

TxM ≃ TxM, Rx satisfies

DRx(0x) = idTxM, (4.2)

where idTxM denotes the identity mapping on TxM.

We generally assume that the domain of R is the whole tangent bundle TM.
This property holds for all practical retractions considered in this book.

Concerning condition (4.2), notice that, since Rx is a mapping from TxM
to M sending 0x to x, it follows that DRx(0x) is a mapping from T0x

(TxM)
to TxM (see Section 3.5.6). Since TxM is a vector space, there is a nat-
ural identification T0x

(TxM) ≃ TxM (see Section 3.5.2). We refer to the
condition DRx(0x) = idTxM as the local rigidity condition. Equivalently, for
every tangent vector ξ in TxM, the curve γξ : t "→ Rx(tξ) satisfies γ̇ξ(0) = ξ.
Moving along this curve γξ is thought of as moving in the direction ξ while
constrained to the manifold M.

Besides turning elements of TxM into points of M, a second important
purpose of a retraction Rx is to transform cost functions defined in a neigh-
borhood of x ∈ M into cost functions defined on the vector space TxM.
Specifically, given a real-valued function f on a manifold M equipped with
a retraction R, we let f̂ = f ◦ R denote the pullback of f through R. For
x ∈M, we let

f̂x = f ◦Rx (4.3)

e⇥1 e2 = e1 ⇥ e2 for e1, e2 2 R3 [14, 39, 41]. The preliminary constraint equation of the rigid body
is AV̇ = b 2 R6, where A 2 Rs⇥6 and b 2 Rs depend on the system constraints and are functions
of the states (g, V). The constraint acceleration can be obtained in this framework using [47]

ac = I�1/2(AI�1/2)+(b � AV̇a) (1)

or, equivalently, ac = I�1AT (AI�1AT )+(b � AV̇a), where V̇a is the open-loop acceler-
ation; b) detail the formalism above for fully-constrained and under-constrained scenarios
of rigid body motion, in general; c) study stability for systems with i) constant coeffi-
cients, using methods such as those in [14, 45, 97] or extending stability analysis in [97] for
rigid body motion; ii) time varying coefficients, using Floquet theorem [98–102]; d) to pre-
serve geometric structure of the nonlinear manifolds, either i) use smooth retraction func-
tions '(·) : R12 ! TSE(3) [45, 103, 104] and their inverse for mapping onto and from
the nonlinear manifold (see Fig. 3) or ii) formulate the system on second-order tangent bun-
dle [48]; and iii) propagate dynamics via variational integrator [35–39]; e) provide a thor-
ough comparison of the results with those obtained using APSs and/or Lagrange multipliers.

Figure 3: [REPLACE:] Retraction
between the Lie group and its Lie
algebra [105].

Task 1.2: Establish a theory in GMUK framework to account for inequality constraints
Background and preliminary formulation: When in-
equality constraints are added to an optimization problem,
Karush-Kuhn-Tucker (KKT) [106] conditions must be satis-
fied. Treatment of inequality constraints is addressed in [107]
only for linear vector spaces. The state-of-the-art U-K formu-
lation has not yet clearly addressed inequality constraints.
Recently, the PI team formulated inequality constraints in the
U-K framework for a system of particle [63], where slack vari-
ables are used to convert inequality constraints into equality
constraints. Some details of that work follow:

Consider an inequality where it is desired for the function
h(q, q̇, t) 2 R to be less than or equal to zero (h(q, q̇, t)  0). This inequality can be rewritten
as an equality constraint using a slack variable, i.e. h(q, q̇, t) + s = 0, where s must be greater
than or equal to zero. Using a variable substitution such as s = p2, the equality constraint and its
derivatives become h(q, q̇, t) + p2 = 0, ḣ(q, q̇, t) + 2pṗ = 0, and ḧ(q, q̇, t) + 2(pp̈ + ṗ2) = 0. The
use of slack variables is common in many canonical forms of static optimization [108, 109].

In this task, the PI team will explore theoretical modeling of inequalities constraints in the
GMUK framework. To accomplish this, we will: a) extend our on-going work [63] on system
of particles (see sample formulations above) for different mechanical systems of particles, where
equality constraints, e.g. ḧ(·) + · · · = 0, will be expressed in a form like AV̇ = b (see this ex-
pression above Eq. (1) in Task 1.1); b) consider the fact that U-K formulation is predicated upon
Gauss’s principle of least constraint. In order to avoid non-optimal solutions from the control
perspective, we will carefully study the proper choice of slack variables such that complementary
slackness condition is held. For instance, we will consider Gaussian distribution which has in-
teresting properties relevant to treatment of inequality constraints including its integral, the error
function ‘erf’. We will effectively modify the shifting and rate of the error function with careful
selection of the standard deviation of the Gaussian distribution and other constants in that func-
tion. We will use such strategies to design appropriate functions to handle inequality constraints
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4 Research Plan
To accomplish the contributions stated in the previous section, the proposed research program has
three research objectives (ROs) discussed below.

4.1 RO1: Theoretical GMUK framework for rigid body constrained motion
RO1 aims to establish GMUK framework to advance the U-K formalism for addressing rigid body
constrained motion in geometric mechanics. To achieve this objective, the PI team will perform
the following tasks:

Task 1.1: Establish fundamentals of rigid body formalism in GMUK framework

Background and preliminary formulation: Consider a system of n particles with general un-
constrained equations of motion as M(q, t)q̈ = F (q, q̇, t), where q 2 R3n denotes the generalized
coordinates. Consider s constraints of the form �(q, q̇, t) = 0 applied to the system. The U-K
formulation [23, 25] allows calculation of the constraint accelerations, where the holonomic and
nonholonomic constraints are differentiated with respect to time twice and once, respectively, to
obtain the constraint equation. The constraint equation A(q, q̇, t)q̈ = b(q, q̇, t) is obtained, where
A(·) 2 Rs⇥3n is the constraint matrix and b(·) 2 Rs is the remaining terms in terms of the po-
sition and translational velocity. Once the constraint equation is found the U-K equation can be
used to find the constraint acceleration; i.e., ac = M�1F c = M�1/2

�
AM�1/2

�+
(b � Aa), where

M 2 R3n⇥3n is the mass matrix, (·)+ denotes the generalized inverse, and a = M�1F is the un-
constrained acceleration under the impressed force F 2 R3n (Fig. 2). In the literature, the U-K
formulation is applied in dynamics of particles [24, 25, 27–32, 58, 61, 62, 64, 96]. The state-of-
the-art U-K constrained motion formalism given above is in Euclidean space, but the GMUK
framework is based on nonlinear manifolds.

Figure 2: U-K formalism for system of
particles

In this task, the PI team will: a) provide details of
preliminary rigid body dynamics formulation as the
foundation of the GMUK framework: The configura-
tion (i.e., position and attitude) of a rigid body is rep-

resented by an element g =


R r

01⇥3 1

�
2 SE(3),

where R is the rotation matrix from the rigid body
frame to the inertial frame and r 2 R3 is the po-
sition vector from the origin of the inertial frame to
the rigid body mass center. The rigid body veloc-
ity is V = [!T , vT ]T 2 R6, where ! 2 R3 and
v 2 R3 are the angular and translational velocities,
respectively. The states of the rigid body are repre-
sented by (g, V) 2 SE(3) ⇥ R6 = TSE(3) [16], where
TSE(3) denotes tangent bundle of SE(3). The rigid body dynamics are expressed as ġ = gV_,
V̇ = I�1ad⇤

VIV+ I�1(F +F c), where I 2 D ⇢ R6⇥6 is the tensor of the inertia properties and con-
tains mass m and matrix of moment of inertia J , ad⇤ is the co-adjoint operator [41], and F 2 R6

and F c 2 R6 are the impressed and constraint augmented force/torque vectors, respectively. The

wedge map (.)_ is defined as V_ =


!⇥ v
01⇥3 0

�
, where the (·)⇥ operator is defined such that
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lation has not yet clearly addressed inequality constraints.
Recently, the PI team formulated inequality constraints in the
U-K framework for a system of particle [63], where slack vari-
ables are used to convert inequality constraints into equality
constraints. Some details of that work follow:

Consider an inequality where it is desired for the function
h(q, q̇, t) 2 R to be less than or equal to zero (h(q, q̇, t)  0). This inequality can be rewritten
as an equality constraint using a slack variable, i.e. h(q, q̇, t) + s = 0, where s must be greater
than or equal to zero. Using a variable substitution such as s = p2, the equality constraint and its
derivatives become h(q, q̇, t) + p2 = 0, ḣ(q, q̇, t) + 2pṗ = 0, and ḧ(q, q̇, t) + 2(pp̈ + ṗ2) = 0. The
use of slack variables is common in many canonical forms of static optimization [108, 109].

In this task, the PI team will explore theoretical modeling of inequalities constraints in the
GMUK framework. To accomplish this, we will: a) extend our on-going work [63] on system
of particles (see sample formulations above) for different mechanical systems of particles, where
equality constraints, e.g. ḧ(·) + · · · = 0, will be expressed in a form like AV̇ = b (see this ex-
pression above Eq. (1) in Task 1.1); b) consider the fact that U-K formulation is predicated upon
Gauss’s principle of least constraint. In order to avoid non-optimal solutions from the control
perspective, we will carefully study the proper choice of slack variables such that complementary
slackness condition is held. For instance, we will consider Gaussian distribution which has in-
teresting properties relevant to treatment of inequality constraints including its integral, the error
function ‘erf’. We will effectively modify the shifting and rate of the error function with careful
selection of the standard deviation of the Gaussian distribution and other constants in that func-
tion. We will use such strategies to design appropriate functions to handle inequality constraints
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4 Research Plan
To accomplish the contributions stated in the previous section, the proposed research program has
three research objectives (ROs) discussed below.

4.1 RO1: Theoretical GMUK framework for rigid body constrained motion
RO1 aims to establish GMUK framework to advance the U-K formalism for addressing rigid body
constrained motion in geometric mechanics. To achieve this objective, the PI team will perform
the following tasks:

Task 1.1: Establish fundamentals of rigid body formalism in GMUK framework

Background and preliminary formulation: Consider a system of n particles with general un-
constrained equations of motion as M(q, t)q̈ = F (q, q̇, t), where q 2 R3n denotes the generalized
coordinates. Consider s constraints of the form �(q, q̇, t) = 0 applied to the system. The U-K
formulation [23, 25] allows calculation of the constraint accelerations, where the holonomic and
nonholonomic constraints are differentiated with respect to time twice and once, respectively, to
obtain the constraint equation. The constraint equation A(q, q̇, t)q̈ = b(q, q̇, t) is obtained, where
A(·) 2 Rs⇥3n is the constraint matrix and b(·) 2 Rs is the remaining terms in terms of the po-
sition and translational velocity. Once the constraint equation is found the U-K equation can be
used to find the constraint acceleration; i.e., ac = M�1F c = M�1/2

�
AM�1/2

�+
(b � Aa), where

M 2 R3n⇥3n is the mass matrix, (·)+ denotes the generalized inverse, and a = M�1F is the un-
constrained acceleration under the impressed force F 2 R3n (Fig. 2). In the literature, the U-K
formulation is applied in dynamics of particles [24, 25, 27–32, 58, 61, 62, 64, 96]. The state-of-
the-art U-K constrained motion formalism given above is in Euclidean space, but the GMUK
framework is based on nonlinear manifolds.

Figure 2: U-K formalism for system of
particles

In this task, the PI team will: a) provide details of
preliminary rigid body dynamics formulation as the
foundation of the GMUK framework: The configura-
tion (i.e., position and attitude) of a rigid body is rep-

resented by an element g =


R r

01⇥3 1

�
2 SE(3),

where R is the rotation matrix from the rigid body
frame to the inertial frame and r 2 R3 is the po-
sition vector from the origin of the inertial frame to
the rigid body mass center. The rigid body veloc-
ity is V = [!T , vT ]T 2 R6, where ! 2 R3 and
v 2 R3 are the angular and translational velocities,
respectively. The states of the rigid body are repre-
sented by (g, V) 2 SE(3) ⇥ R6 = TSE(3) [16], where
TSE(3) denotes tangent bundle of SE(3). The rigid body dynamics are expressed as ġ = gV_,
V̇ = I�1ad⇤

VIV+ I�1(F +F c), where I 2 D ⇢ R6⇥6 is the tensor of the inertia properties and con-
tains mass m and matrix of moment of inertia J , ad⇤ is the co-adjoint operator [41], and F 2 R6

and F c 2 R6 are the impressed and constraint augmented force/torque vectors, respectively. The

wedge map (.)_ is defined as V_ =


!⇥ v
01⇥3 0

�
, where the (·)⇥ operator is defined such that
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is AV̇ = b 2 R6, where A 2 Rs⇥6 and b 2 Rs depend on the system constraints and are functions
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ac = I�1/2(AI�1/2)+(b � AV̇a) (1)

or, equivalently, ac = I�1AT (AI�1AT )+(b � AV̇a), where V̇a is the open-loop accelera-
tion; b) detail the formalism above for fully-constrained and under-constrained scenarios of
rigid body motion, in general; c) study stability for systems with i) constant coefficients, us-
ing methods such as those in [14, 45, 97] or extending stability analysis in [97] for rigid body
motion; ii) time varying coefficients, using Floquet theorem [98–102]; d) to preserve geo-
metric structure of the nonlinear manifolds, either i) use smooth retraction functions '(·) :
R12 ! TgSE(3)TSE(3) [45, 103, 104] and their inverse for mapping onto and from the
nonlinear manifold (see Fig. 3) or ii) formulate the system on second-order tangent bun-
dle [48]; and iii) propagate dynamics via variational integrator [35–39]; e) provide a thor-
ough comparison of the results with those obtained using APSs and/or Lagrange multipliers.
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Consider an inequality where it is desired for the function
h(q, q̇, t) 2 R to be less than or equal to zero (h(q, q̇, t)  0). This inequality can be rewritten
as an equality constraint using a slack variable, i.e. h(q, q̇, t) + s = 0, where s must be greater
than or equal to zero. Using a variable substitution such as s = p2, the equality constraint and its
derivatives become h(q, q̇, t) + p2 = 0, ḣ(q, q̇, t) + 2pṗ = 0, and ḧ(q, q̇, t) + 2(pp̈ + ṗ2) = 0. The
use of slack variables is common in many canonical forms of static optimization [108, 109].

In this task, the PI team will explore theoretical modeling of inequalities constraints in the
GMUK framework. To accomplish this, we will: a) extend our on-going work [63] on system
of particles (see sample formulations above) for different mechanical systems of particles, where
equality constraints, e.g. ḧ(·) + · · · = 0, will be expressed in a form like AV̇ = b (see this ex-
pression above Eq. (1) in Task 1.1); b) consider the fact that U-K formulation is predicated upon
Gauss’s principle of least constraint. In order to avoid non-optimal solutions from the control
perspective, we will carefully study the proper choice of slack variables such that complementary
slackness condition is held. For instance, we will consider Gaussian distribution which has in-
teresting properties relevant to treatment of inequality constraints including its integral, the error
function ‘erf’. We will effectively modify the shifting and rate of the error function with careful
selection of the standard deviation of the Gaussian distribution and other constants in that func-
tion. We will use such strategies to design appropriate functions to handle inequality constraints
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use of slack variables is common in many canonical forms of static optimization [108, 109].

In this task, the PI team will explore theoretical modeling of inequalities constraints in the
GMUK framework. To accomplish this, we will: a) extend our on-going work [63] on system
of particles (see sample formulations above) for different mechanical systems of particles, where
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Figure 4.1.
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Task 1.2: Establish a theory in GMUK framework to account for inequality constraints
Background and preliminary formulation: When in-
equality constraints are added to an optimization problem,
Karush-Kuhn-Tucker (KKT) [106] conditions must be satis-
fied. Treatment of inequality constraints is addressed in [107]
only for linear vector spaces. The state-of-the-art U-K formu-
lation has not yet clearly addressed inequality constraints.
Recently, the PI team formulated inequality constraints in the
U-K framework for a system of particle [63], where slack vari-
ables are used to convert inequality constraints into equality
constraints. Some details of that work follow:

Consider an inequality where it is desired for the function
h(q, q̇, t) 2 R to be less than or equal to zero (h(q, q̇, t)  0). This inequality can be rewritten
as an equality constraint using a slack variable, i.e. h(q, q̇, t) + s = 0, where s must be greater
than or equal to zero. Using a variable substitution such as s = p2, the equality constraint and its
derivatives become h(q, q̇, t) + p2 = 0, ḣ(q, q̇, t) + 2pṗ = 0, and ḧ(q, q̇, t) + 2(pp̈ + ṗ2) = 0. The
use of slack variables is common in many canonical forms of static optimization [108, 109].

In this task, the PI team will explore theoretical modeling of inequalities constraints in the
GMUK framework. To accomplish this, we will: a) extend our on-going work [63] on system
of particles (see sample formulations above) for different mechanical systems of particles, where
equality constraints, e.g. ḧ(·) + · · · = 0, will be expressed in a form like AV̇ = b (see this ex-
pression above Eq. (1) in Task 1.1); b) consider the fact that U-K formulation is predicated upon
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perspective, we will carefully study the proper choice of slack variables such that complementary
slackness condition is held. For instance, we will consider Gaussian distribution which has in-
teresting properties relevant to treatment of inequality constraints including its integral, the error
function ‘erf’. We will effectively modify the shifting and rate of the error function with careful
selection of the standard deviation of the Gaussian distribution and other constants in that func-
tion. We will use such strategies to design appropriate functions to handle inequality constraints
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4 Research Plan
To accomplish the contributions stated in the previous section, the proposed research program has
three research objectives (ROs) discussed below.

4.1 RO1: Theoretical GMUK framework for rigid body constrained motion
RO1 aims to establish GMUK framework to advance the U-K formalism for addressing rigid body
constrained motion in geometric mechanics. To achieve this objective, the PI team will perform
the following tasks:

Task 1.1: Establish fundamentals of rigid body formalism in GMUK framework

Background and preliminary formulation: Consider a system of n particles with general un-
constrained equations of motion as M(q, t)q̈ = F (q, q̇, t), where q 2 R3n denotes the generalized
coordinates. Consider s constraints of the form �(q, q̇, t) = 0 applied to the system. The U-K
formulation [23, 25] allows calculation of the constraint accelerations, where the holonomic and
nonholonomic constraints are differentiated with respect to time twice and once, respectively, to
obtain the constraint equation. The constraint equation A(q, q̇, t)q̈ = b(q, q̇, t) is obtained, where
A(·) 2 Rs⇥3n is the constraint matrix and b(·) 2 Rs is the remaining terms in terms of the po-
sition and translational velocity. Once the constraint equation is found the U-K equation can be
used to find the constraint acceleration; i.e., ac = M�1F c = M�1/2

�
AM�1/2

�+
(b � Aa), where

M 2 R3n⇥3n is the mass matrix, (·)+ denotes the generalized inverse, and a = M�1F is the un-
constrained acceleration under the impressed force F 2 R3n (Fig. 2). In the literature, the U-K
formulation is applied in dynamics of particles [24, 25, 27–32, 58, 61, 62, 64, 96]. The state-of-
the-art U-K constrained motion formalism given above is in Euclidean space, but the GMUK
framework is based on nonlinear manifolds.

Figure 2: U-K formalism for system of
particles

In this task, the PI team will: a) provide details of
preliminary rigid body dynamics formulation as the
foundation of the GMUK framework: The configura-
tion (i.e., position and attitude) of a rigid body is rep-

resented by an element g =


R r

01⇥3 1

�
2 SE(3),

where R is the rotation matrix from the rigid body
frame to the inertial frame and r 2 R3 is the po-
sition vector from the origin of the inertial frame to
the rigid body mass center. The rigid body veloc-
ity is V = [!T , vT ]T 2 R6, where ! 2 R3 and
v 2 R3 are the angular and translational velocities,
respectively. The states of the rigid body are repre-
sented by (g, V) 2 SE(3) ⇥ R6 = TSE(3) [16], where
TSE(3) denotes tangent bundle of SE(3). The rigid body dynamics are expressed as ġ = gV_,
V̇ = I�1ad⇤

VIV+ I�1(F +F c), where I 2 D ⇢ R6⇥6 is the tensor of the inertia properties and con-
tains mass m and matrix of moment of inertia J , ad⇤ is the co-adjoint operator [41], and F 2 R6

and F c 2 R6 are the impressed and constraint augmented force/torque vectors, respectively. The

wedge map (.)_ is defined as V_ =


!⇥ v
01⇥3 0

�
, where the (·)⇥ operator is defined such that

6

4 Research Plan
To accomplish the contributions stated in the previous section, the proposed research program has
three research objectives (ROs) discussed below.

4.1 RO1: Theoretical GMUK framework for rigid body constrained motion
RO1 aims to establish GMUK framework to advance the U-K formalism for addressing rigid body
constrained motion in geometric mechanics. To achieve this objective, the PI team will perform
the following tasks:

Task 1.1: Establish fundamentals of rigid body formalism in GMUK framework

Background and preliminary formulation: Consider a system of n particles with general un-
constrained equations of motion as M(q, t)q̈ = F (q, q̇, t), where q 2 R3n denotes the generalized
coordinates. Consider s constraints of the form �(q, q̇, t) = 0 applied to the system. The U-K
formulation [23, 25] allows calculation of the constraint accelerations, where the holonomic and
nonholonomic constraints are differentiated with respect to time twice and once, respectively, to
obtain the constraint equation. The constraint equation A(q, q̇, t)q̈ = b(q, q̇, t) is obtained, where
A(·) 2 Rs⇥3n is the constraint matrix and b(·) 2 Rs is the remaining terms in terms of the po-
sition and translational velocity. Once the constraint equation is found the U-K equation can be
used to find the constraint acceleration; i.e., ac = M�1F c = M�1/2

�
AM�1/2

�+
(b � Aa), where

M 2 R3n⇥3n is the mass matrix, (·)+ denotes the generalized inverse, and a = M�1F is the un-
constrained acceleration under the impressed force F 2 R3n (Fig. 2). In the literature, the U-K
formulation is applied in dynamics of particles [24, 25, 27–32, 58, 61, 62, 64, 96]. The state-of-
the-art U-K constrained motion formalism given above is in Euclidean space, but the GMUK
framework is based on nonlinear manifolds.

Figure 2: U-K formalism for system of
particles

In this task, the PI team will: a) provide details of
preliminary rigid body dynamics formulation as the
foundation of the GMUK framework: The configura-
tion (i.e., position and attitude) of a rigid body is rep-

resented by an element g =


R r

01⇥3 1

�
2 SE(3),

where R is the rotation matrix from the rigid body
frame to the inertial frame and r 2 R3 is the po-
sition vector from the origin of the inertial frame to
the rigid body mass center. The rigid body veloc-
ity is V = [!T , vT ]T 2 R6, where ! 2 R3 and
v 2 R3 are the angular and translational velocities,
respectively. The states of the rigid body are repre-
sented by (g, V) 2 SE(3) ⇥ R6 = TSE(3) [16], where
TSE(3) denotes tangent bundle of SE(3). The rigid body dynamics are expressed as ġ = gV_,
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rigid body motion, in general; c) study stability for systems with i) constant coefficients, us-
ing methods such as those in [14, 45, 97] or extending stability analysis in [97] for rigid body
motion; ii) time varying coefficients, using Floquet theorem [98–102]; d) to preserve geo-
metric structure of the nonlinear manifolds, either i) use smooth retraction functions '(·) :
R12 ! TgSE(3)TSE(3) [45, 103, 104] and their inverse for mapping onto and from the
nonlinear manifold (see Fig. 3) or ii) formulate the system on second-order tangent bun-
dle [48]; and iii) propagate dynamics via variational integrator [35–39]; e) provide a thor-
ough comparison of the results with those obtained using APSs and/or Lagrange multipliers.
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use of slack variables is common in many canonical forms of static optimization [108, 109].

In this task, the PI team will explore theoretical modeling of inequalities constraints in the
GMUK framework. To accomplish this, we will: a) extend our on-going work [63] on system
of particles (see sample formulations above) for different mechanical systems of particles, where
equality constraints, e.g. ḧ(·) + · · · = 0, will be expressed in a form like AV̇ = b (see this ex-
pression above Eq. (1) in Task 1.1); b) consider the fact that U-K formulation is predicated upon
Gauss’s principle of least constraint. In order to avoid non-optimal solutions from the control
perspective, we will carefully study the proper choice of slack variables such that complementary
slackness condition is held. For instance, we will consider Gaussian distribution which has in-
teresting properties relevant to treatment of inequality constraints including its integral, the error
function ‘erf’. We will effectively modify the shifting and rate of the error function with careful
selection of the standard deviation of the Gaussian distribution and other constants in that func-
tion. We will use such strategies to design appropriate functions to handle inequality constraints
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Figure 2. SE(3) and its tangent space at g.

Also, recall that ri and vi are expressed in the inertial and body frames, respectively. Hence, the
inertial translational velocity of the center of mass expressed in inertial frame is

ṙi = Rivi (4)

In order to make the study of FNBP convenient, we introduce the terminology of “spatial velocity"
in the same form as in Ref. [21]. This terminology helps to understand the meaning of the motion
of a rigid body with respect to another body, regardless of the frame we are in. For this purpose, we
define the adjoint transformation associated with g, Adg : R6 → R6, as

Adg =

[
R 03×3

r×R R

]
(5)

which is a 6× 6 matrix, where the cross operator (·)× is defined for y = [y1, y2, y3]
T ∈ R3 as

y× =




0 −y3 y2
y3 0 −y1
−y2 y1 0


 (6)

such that e×1 e2 = e1 × e2 for e1, e2 ∈ R3. The given transformation is invertible and, using the
partitioned matrix inverse method, its inverse is obtained as

Ad−1
g =

[
RT 03×3

−RT r× RT

]
(7)

Now, using the adjoint transformation above, we define spatial velocity as

NVi = Adgi
BiVi =

[
Ri 0

r×i Ri Ri

] [
ωi

vi

]
=

[
Ωi

r×i Ωi + ṙi

]
(8)

where the definition of Adg in Eq. (5) and the expressions for inertial angular and translational
velocities in terms of their body-frame counterparts (Eqs. (3) and (4)) are used. The velocity NV in
Eq. (8) is the velocity of the inertial frame with respect to the body frame, expressed in the inertial
frame (note how this interpretation compares to the definition of BiV in Eq. (2)). The terminology
above relates the view of motion between the perspectives of two different frames. Using transport
theorem, it can be shown that the time derivative of the body frame position that is expressed in the
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body frame with respect to the inertial frame and expressed in the inertial frame, i.e. Ri
d
dt(R

T
i ri), is

the same as the time derivative of the body frame position that is expressed in the inertial frame with
respect to the body frame, i.e. Bi(dridt ). It is important to realize that one of the frames is assumed to
be the body frame and another frame is assumed to be the inertial frame. However, in general, none
of the frames need to be an inertial frame. This will tremendously help to understand the FNBPs
from different frame perspectives. Also note that the definition of the adjoint transformation here
alters from that in Ref. [21], but the definition in that reference should also result in the same general
conclusion here.

A set of operators and mappings required to formulate the FNBP in the geometric mechanics
framework are defined next. The adjoint operator adVi (i = 1, 2, · · · , N ) is formulated as

adBiVi
=

[
ω×
i 03

vi
× ω×

i

]
∈ R6×6 (9)

The co-adjoint operator is defined as

ad∗BiVi
= adTBiVi

=

[
−ω×

i −v×i
03×3 −ω×

i

]
(10)

The wedge map (.)∨ : R6 → se(3) is defined for BiV = [ωT , vT ]T ∈ R6 as

BiV ∨
i =

[
ω×
i vi

01×3 0

]
∈ se(3) (11)

Hence, R6 is isomorphic to the Lie algebra se(3) of SE(3).

Newton’s second law and Euler equations

Euler rotational equations of motion of the ith body are defined as

Biω̇i = −I−1
i ω×

i Iiωi + I−1
i

Biτi (12)

where Ii ∈ R3×3 is the matrix of moment of inertia of the ith body, and Biτi denotes the total torque
applied to that body, both expressed in its body frame. Also, according to the Newton’s second law,

r̈i =
N fi
mi

(13)

where mi ∈ R is the mass of the ith body, N fi ∈ R3 denotes the total force applied to the ith body
expressed in the inertial frame, and ˙(·) denotes the time derivative of (·) with respect to an inertial
frame. Notice that the Euler equations are commonly expressed in the body frame while Newton’s
second law is commonly expressed in the inertial frame. If one of the bodies is a spacecraft modeled
as a rigid body, formulation development in the body frame of the ith body is particularly important
from the control point of view since the alignment of the actuators are usually known in the body
frame of the spacecraft. If the dynamics of the celestial bodies are of interest, then the formulation
should be provided in the inertial frame. Therefore, in what follows, dynamics are formulated in
different reference frames, including both the body and the inertial frames, so that, depending on
the application, either one of these sets can be used.
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Formulation in the body frame

By taking the time derivative of the configuration gi in Eq. (1), and leveraging the fact that Ṙi =
Riω

×
i , the kinematics of the ith body are obtained as

ġi =

[
Riω

×
i Rivi

01×3 0

]

which, using the definition of the wedge map in Eq. (11), can be expressed in the compact form of

ġi = gi
BiV ∨

i (14)

Furthermore, by taking the time derivative of the both sides of Eq. (4), and using the fact that
Ṙi = Riω

×
i , the translational acceleration of the ith body expressed in its body frame is obtained

from

v̇i = −ω×
i vi +RT

i r̈i

= −ω×
i vi +

Bifi
mi

(15)

which obeys the transport theorem, being Bifi = RTN fi ∈ R3 the total force applied to the ith
body expressed in its body frame. Using Eqs. (12) and (15), as well as the co-adjoint operator and
wedge map defined in Eqs. (10) and (11), the kinetics of the ith body are expressed in the compact
form of

Bi V̇i =
BiI−1

i ad∗BiVi

BiIi BiVi +
BiI−1

i
Biui (16)

where BiVi = [ωT
i , v

T
i ]

T , ωi ∈ R3 and vi ∈ R3 denote the inertial angular and translational veloc-
ities, respectively, both expressed in the body frame Bi, and Biui represents the augmented vector
of total torques and forces applied to the body i, i.e. Biui = [Biτi

T
, Bifi

T
]T . Also, in Eq. (16),

BiIi = blkdiag(Ii,mi13) is called the generalized inertia matrix in the body frame, where 13 is the
3 × 3 identity matrix and blkdiag(·) denotes the block diagonal matrix. Therefore, the dynamics
(kinematics and kinetics) of the ith body are expressed in its body frame by Eqs. (14) and (16).

Formulation in the Inertial Frame

The FNBP is formulated in this section relative to the inertial frame in the framework of SE(3).
The following proposition is used:

Proposition 1 For x ∈ R3 and an orthogonal matrix R, (Rx)× = Rx×RT .
Proof. Assume that an orthogonal coordinate frame (x, y, z) is transformed through a rotation
matrix R to another orthogonal coordinate frame (ζ, η, ξ), i.e. ζ = Rx, η = Ry, and ξ = Rz.
Since the coordinates (x, y, z) are orthogonal, z = x×y. Hence,

ξ = Rz = Rx×y = Rx×RTRy (17)

where R is an orthogonal matrix. Also, since the coordinates (ζ, η, ξ) are orthogonal,

ξ = ζ×η = (Rx)×Ry (18)
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Equating the right hand sides of Eqs. (17) and (18) yields

((Rx)× −Rx×RT )Ry = 0 (19)

which should hold in any y direction, i.e. (Rx)× = Rx×RT , and the proof is complete.

According to Eq. (3) and Proposition 1, ω×
i = RT

i Ω
×
i Ri. Hence, the time derivative of the

configuration gi in Eq. (14) may also be written as

ġi =

[
Ω×
i Ri ṙi
01×3 0

]

which is another representation of the kinematics of the ith body, and, using the definition of the
wedge map in Eq. (11), its compact form corresponds to

ġi =
NV ∨

i gi (20)

The time derivative of the adjoint transformation Ad is obtained by taking the time derivative of its
partitions in Eq. (5). Using the property of Proposition 1, it is possible to show that

d

dt
Adgi = AdgiadBiVi

(21)

Now, by taking the time derivative of both sides of Eq. (8) and noting that adBiVi

BiVi = 06×1,

N V̇i = Adgi
Bi V̇i (22)

Furthermore, in the proposed framework, the similarity transformation for the generalized inertia
matrix is introduced as

N Ii = Ad−T
gi

BiIi Ad−1
gi (i = 1, 2, · · · , N), (23)

where N Ii is the generalized inertia matrix in the inertial frame and the superscript (−T ) denotes
the inverse transpose. Note that using the definition of the adjoint transformation in Eq. (5), and the
rotation transformation for inertia matrix

N IiGi
= Ri IiR

T
i (24)

where N IiGi
is the matrix of moment of inertia of the ith body about its center of mass expressed in

the inertial frame, we can show that

N Ii =

[
N IiGi

−mir
×
i
2

mir
×
i

−mir
×
i mi13

]
(25)

The result obtained above is the generalized form of the parallel axis theorem, where the top-left
term N IiO ≡N IiGi

−mir
×
i
2 is the matrix of moment of inertia of the body about the origin of the

inertial frame . The inverse of the generalized inertia matrix is

N I−1
i = Adgi

BiI−1
i AdTgi =

[ N I−1
iGi

−N I−1
iGi

r×i
r×i

N I−1
iGi

−r×i
N I−1

iGi
r× + 1

m13

]
(26)

Note that N Ii and N I−1
i are both symmetric. We have the following propositions.
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Proposition 2 For a, b ∈ R3, (a×b)× = a×b× − b×a× = baT − abT .
Proof. The proof is straightforward using the definition of the cross mapping given in Eq. (6).

Proposition 3 The generalized similarity transformation in Eq. (23) may also be applied on the
co-adjoint operator.
Proof. Applying Eq. (23) onto ad∗BiV

and using the property in Proposition 2 yields

Ad−T
g ad∗BiV

AdTg =

[
R r×R

03×3 R

][
−ω× −v×

03×3 −ω×

][
RT −RT r×

03×3 RT

]
=

[
−Ω× −(r×Ω+ ṙ)×

03×3 −Ω×

]
(27)

which, according to the expression for spatial velocity in Eq. (8) and the definition of co-adjoint
operator in Eq. (10), is identical to ad∗NV , and the proof is complete.

By substituting Eq. (16) into Eq. (22) as well as using Eq. (23) and Proposition 3, the following is
obtained

N V̇i =
N I−1

i ad∗NVi

N Ii NVi +
N I−1

i
Nui (28)

where NVi is defined by Eq. (8), and it is the augmented inertial velocity vector of the ith body
expressed in the inertial frame. Also,

Nui = Ad−T
gi

Biui =

[
Ri r×i Ri

03×3 Ri

] [Biτi
Bifi

]
=

[N τi + r×i
N fi

N fi

]
(29)

denotes the external effects applied to the ith body expressed in the inertial frame, where N fi
denotes the total force applied to the ith body expressed in the inertial frame, as defined below
Eq. (13), and N τi denotes the total torque applied to the ith body about its center of mass, expressed
in the inertial frame. Therefore, the dynamics of the ith body are expressed in the inertial frame by
Eqs. (20) and (28). Note in Eq. (29) that r×i

N fi is the torque about the center of the inertial frame
due to the force N fi that is applied to the center of mass of the rigid body. Additionally, the top row
in that equation denotes the total torque about that center. Note that the rotational component of
Eq. (28) is Ω̇i = −N I−1

iGi
Ω×
i
N IiGi

Ωi +
N I−1

iGi

N τi, which is equivalent to Euler rotational equations
of motion in Eq. (12) pre-multiplied by Ri and after transforming the terms into the inertial frame,
and the translational component of Eq. (28) is the same as Newton’s second law in Eq. (13).

According to the results of the past two sections, the formalism in the proposed framework en-
ables the augmentation of Newton’s second law and Euler equations in one compact form with a
structure independent of the choice of the coordinate frame. However, for highly large values of
ri, the generalized inertia matrix in the inertial frame may be nearly singular, as seen in Eq. (25).
Therefore, normalization of the equations may be required to overcome such a singularity issue.

KINETIC ENERGY AND GRAVITATIONAL POTENTIAL IN FNBP

The representation of the kinetic energy of the ith body in the proposed framework has the same
form regardless of the choice of the reference frame. Additionally, a common approximation of the
most significant potential, i.e. gravitational potential, is used to obtain the gravitational effects on
the ith body.
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Formulation of kinetic energy in the body frame: Let the position of dmi with respect to the
center of mass of the ith body in Fig. 1, i.e. ρi, be expressed in the inertial frame. Also, let
σi = RTρi be that position expressed in the body frame of the ith body. Since the ith body is
assumed to be rigid, ∥σi∥ = ∥ρi∥ is constant, and the velocity of the differential mass expressed
in the body frame of the ith body corresponds to vi − σ×

i ωi. The kinetic energy of the ith body is
obtained by integrating the kinetic energy of the differential mass dmi over the body, i.e.

Ti =
1

2

∫

Bi

(vi − σ×
i ωi)

T (vi − σ×ωi)dmi

=
1

2
miv

T
i vi −

1

2
ωT
i Iiωi

=
1

2
BiV T

i
BiIiBiVi (30)

where the definitions of center of mass, i.e.
∫
Bi

σ×
i dmi = 03×3, and inertia matrix, i.e. Ii =

−
∫
Bi

σ×
i
2
dmi as well as BiVi and BiIi are used to obtain the given equation.

Formulation of kinetic energy in the inertial frame: The following proposition shows that,
using the proposed formalism, the expression of kinetic energy of a body is independent of the
reference frame.

Proposition 4 Kinetic energy of the ith body may be expressed in inertial frame in a form similar
in structure to that in the body frame.
Proof. Equation (8) is used to write the velocity in the body frame in terms of velocity in the inertial
frame, i.e. BiVi = Ad−1

gi
NVi. Also, using the similarity transformation in Eq. (23), the BiIi, is

written in terms of the generalized inertia matrix in the inertial frame, i.e. N Ii. After substituting
these into Eq. (30) and simplifying, the latter is expressed as

Ti =
1

2
NV T

i
N INi Vi (31)

which has the same structure as Eq. (30).
Alternative Proof: The velocity of the differential mass dmi is expressed in the inertial frame as
ṙi − ρ×i Ωi. Hence, the kinetic energy of the ith body may be formulated in the inertial frame as

Ti =
1

2

∫

Bi

(ṙi − ρ×i Ωi)
T (ṙi − ρ×i Ωi)dmi

=
1

2
miṙ

T
i ṙi −

1

2
ΩT
i
N IiGi

Ωi

=
1

2
NV T

i
N INi Vi (32)

where the definitions of center of mass (i.e.
∫
Bi

ρ×i dmi = 03×3), and the inertia matrix

−
∫

Bi

ρ×i
2
dmi = −

∫

Bi

(
Riσ

×
i R

T
i

)2
dmi = −Ri

(∫

Bi

σ×
i
2
dmi

)
RT

i = RiIiR
T
i = N IiGi

are used to obtain the second line of the equation, as well as NVi and N Ii to obtain the third line of
the equation.

Finally, note that the total kinetic energy of the bodies is obtained by adding the kinetic energies of
all the bodies, i.e. T =

∑N
i=1 Ti.
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Gravitational potential and its approximation The gravitational potential on the ith body in the
FNBP is

U = G
N∑

1≤i<j≤N

∫

Bi

∫

Bj

dmidmj

∥rij + ρj − ρi∥
(33)

where rij = rj − ri ∈ R3 is the vector connecting the centers of mass of bodies i and j, and ρi
and ρj are directed from the centers of masses of the ith and jth bodies to the infinitesimal mass
elements dmi and dmj , respectively, as shown in Fig. 1. Equation (33) applies in its general form
here. However, since the equations for the gravity moments and forces are expressed in terms of
the gravitational potential and its derivatives with respect to the rotation matrix and position vector,
it is required to obtain the gravitational potential first. In problems where the information about
the masses and inertia properties of the rigid bodies are given, but their shapes are not necessarily
known, Eq. (33) cannot be used directly to obtain the gravitational potential. An expression of
gravitational potential in terms of the masses and inertia properties of the bodies should be used
instead to obtain the gravity moments and forces. Using Legendre polynomials, the gravity potential
in Eq. (33) is approximated in terms of the inertia tensors and masses of the bodies for the F2BP,22, 23

which can be extended to FNBP as:

U = G
∑

1≤i<j≤N

{
mimj

∥rij∥
+

1

2∥rij∥3
[
mjtr(Ii)+mitr(Ij)−3r̂Tij

(
mjRiIiR

T
i +miRjIjR

T
j

)
r̂ij

]

+ O(∥rij∥−5)
}

(34)

where r̂ij =
rij

∥rij∥ . The selection of Eq. (33) or (34) to compute the gravitational potential depends
on the information given about either the shape and/or inertia properties of the bodies.

Gravitational effects on the body The gravity gradient torque and gravity force applied on the
ith body are obtained in its body frame from24

Biτ gi
×
= RT

i

∂U

∂Ri
− ∂U

∂RT
i

Ri, (35a)

N fg
i =

∂U

∂ri
(35b)

Using the rotational transformation between the body and inertial frames as well as the property in
Proposition 1, the gravity gradient torque applied to the ith body is obtained

N τ gi
×
= Ri

Biτ gi
×
RT

i =
∂U

∂Ri
RT

i −Ri
∂U

∂RT
i

, (36)

Substituting the approximate formula for U given in Eq. (34) into Eq. (36), the latter equation is
rewritten as

N τ gi
×

=
3mjG

2∥rij∥3
((

−IiR
T
i r̂ij r̂

T
ij + IiR

T
i r̂ij r̂

T
ij

)T
RT

i +Ri

(
IiR

T
i r̂ij r̂

T
ij + IiR

T
i r̂ij r̂

T
ij

))

= −3mjG

∥rij∥3
(
r̂ij r̂

T
ij

N IiGi
− N IiGi

r̂ij r̂
T
ij

)
(37)
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The matrix property ∂bTATBAc
∂A = BTAbcT +BAcbT (for A ≡ RT

i , b = c ≡ r̂ij , and B ≡ Ii) and

the property ∂U
∂RT

i
=

(
∂U
∂Ri

)T
are used to obtain Eq. (37). Furthermore, according to Proposition 2,

and by setting a ≡ rij and b ≡ N IiGi
rij in that proposition, the following property is obtained:

(r×ij
N IiGi

rij)
× = N IiGi

rijr
T
ij − rijr

T
ij

N IiGi
(38)

Substituting the property in Eq. (38) into Eq. (37) and taking the inverse of the cross mapping, the
gravity moments applied to the bodies are obtained as (i = 1, 2, 3)

N τ gi = 3G
∑3

j=1,j ̸=i
mj

∥rij∥5 r
×
ij

N IiGi
rij + h.o.t. (39)

where h.o.t. denotes the higher order terms. For details of higher order gravitational terms, the
reader is referred to Ref. [25]. Furthermore, defining a1 ≡ 1/∥ri∥, a2 ≡ 1/∥ri∥3, and a3 ≡
r̂Tij(mj

N IiGi
+ mi

N IjGj
)r̂ij , the gravitational potential in Eq. (34) may be represented in terms

of a1, a2, and a3. Then, using Eq. (35b), the gravity force applied to the body i is obtained

N fg
i = G

∑

1≤i<j≤N

mimj
∂a1
∂ri

+
1

2

∂a2
∂ri

(mjtr(Ii) +mitr(Ij)− 3a3)−
3

2
a2

∂a3
∂ri

(40)

The partial derivatives of a1, a2, and a3 are obtained with respect to ri as ∂a1
∂rij

= − rij
∥rij∥3 , ∂a2

∂rij
=

−3
rij

∥rij∥5 , and, after some manipulation, ∂a3
∂ri

= 2
∥rij∥2 (r̂

T
ij(mj

N IiGi
+mi

N IjGj
)r̂ij13−(mj

N IiGi
+

mi
N IjGj

))rij , noting that only the rij terms are a function of ri. Substituting the expressions above
into Eq. (40), the gravity force applied to the body i is obtained as

N fg
i = −Gmi

∑3
j=1,j ̸=i

mj

∥rij∥3
{
13 +

3
mi∥rij∥2

[
N IiGi

+ mi
mj

N IjGj
+ 1

2

(
tr(N IiGi

+ mi
mj

N IjGj
)

−5r̂Tij

(
NIiGi

+mi
mj

N IjGj

)
r̂ij

)
13

]}
rij + h.o.t. (41)

Therefore, both the gravity force and torque applied to the rigid body are obtained in the inertial
frame.

CRF3BP IN THE PROPOSED FRAMEWORK

Consider a rigid-body spacecraft with mass m3 and inertia I3 in the CRF3BP shown in Fig. 3,
where the two primaries are shown by (m1, I1) and (m2, I2). It is assumed that the motion of
rigid-body spacecraft does not influence the motion of the primaries. Let the barycentric rotating
frame be denoted by C and let its origin C be the same as the origin of the inertial frame, i.e. C
is the barycenter of the primaries (I1,m1) and (I2,m2) which are interacting under their mutual
gravitational effects. The barycentric frame is rotating with the constant angular velocity ωCK̂ with
respect to the inertial frame, where K̂ is the third axis of both barycentric and inertial frames. The
configuration of the barycentric frame is

gC =

[
RC 03×1

01×3 1

]
(42)

where the zero column in the upper right corner is because the center origin of C is at the origin of
the inertial frame and RC is the rotation matrix from the barycentric to the inertial frame given by

RC =



cosωCt − sinωCt 0
sinωCt cosωCt 0

0 0 1


 (43)
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G1 

b12  G2 

b13 b23  

C 

bC3

m3 , I3 

m2 , I2 m1 , I1 r12

r13 r23
rC3

m2, I2

m3, I3

m1, I1

where, N Ii is the moment of inertia in the inertial frame which is related to that in the body frame
of the ith body through the similarity transformation in Eq. (24). In Eq. (36), the matrix property
@bT AT BAc

@A = BT AbcT + BAcbT (for A ⌘ RT
i , b = c ⌘ r̂ij , and B ⌘ Ii) and the property

@U
@RT

i
=

⇣
@U
@Ri

⌘T
are used. Furthermore, according to Proposition 2, and by setting a ⌘ rij and

b ⌘ N Iirij in that proposition, the following property is obtained:

(r⇥ij
N Iirij)

⇥ = N Iirijr
T
ij � rijr

T
ij

N Ii (37)

Substituting the property in Eq. (37) into Eq. (36) and taking the inverse of the cross mapping, the
gravity moments applied to the bodies are obtained as (i = 1, 2, 3)

N ⌧ g
i = 3G

P3
j=1,j 6=i

mj

krijk5 r⇥ij
N Iirij + h.o.t. (38)

where h.o.t. denotes the higher order terms. For details of higher order gravitational terms, the
reader is referred to Ref. [25]. Furthermore, defining a1 ⌘ 1/krik, a2 ⌘ 1/krik3, and a3 ⌘
r̂ij(mj

N Ii + mi
N Ij)r̂ij , the gravitational potential in Eq. (33) can be written in terms of a1, a2,

and a3. Then, using Eq. (34b), the gravity force applied to the body i can be written as

N fg
i = G

X

1i<jN

mimj
@a1

@ri
+

1

2

@a2

@ri
(mjtr(Ii) + mitr(Ij) � 3a3) �

3

2
a2

@a3

@ri
(39)

The partial derivatives of a1, a2, and a3 are obtained with respect to ri as @a1
@rij

=
rij

krijk3 , @a2
@rij

=

3
rij

krijk5 , and, after some manipulation, @a3
@ri

= 2
krijk2 (r̂T

ij(mj
N Ii + mi

N Ij)r̂ij � (mj
N Ii +

mi
N Ij))rij , noting that only the rij terms are a function of ri. Substituting the expressions above

into Eq. (39), the gravity force applied to the body i is obtained as

N fg
i = Gmi

P3
j=1,j 6=i

mj

krijk3

n
13 + 3

mikrijk2

h
N Ii + mi

mj

N Ij + 1
2

⇣
tr(N Ii + mi

mj

N Ij)

�5r̂T
ij

⇣
N Ii + mi

mj

N Ij

⌘
r̂ij

⌘
13

io
rij + h.o.t. (40)

CRF3BP IN THE PROPOSED FRAMEWORK

Consider a rigid-body spacecraft with mass m3 and inertia I3 in the CRF3BP shown in Fig. 3,
where the two primaries are shown by (m1, I1) and (m2, I2). It is assumed that the motion of
rigid-body spacecraft does not influence the motion of the primaries. Let the rotating barycentric
frame be denoted by C and let its origin C be the same as the origin of the inertial frame, i.e. C
is the barycenter of the primaries (I1, m1) and (I2, m2) which are interacting under their mutual
gravitational effects. The barycentric frame is rotating with the constant angular velocity !CK̂ with
respect to the inertial frame, where K̂ is the third axis of both barycentric and inertial frames. The
configuration of the barycentric frame is

gC =


RC 03⇥1

01⇥3 1

�
(41)

where the zero column in the upper right corner is because the center origin of the F is at the origin
of the inertial frame and RC is the rotation matrix form barycentric frame to inertial frame given by

RC =

2
4

cos!Ct � sin!Ct 0
sin!Ct cos!Ct 0

0 0 1

3
5 (42)

11

Figure 3. CRF3BP schematic

Recall that the inertial configuration of spacecraft is denoted by g as defined in Eq. (1). Then, the
configuration of the spacecraft relative to the C frame is obtained as

ḡ = g−1
C g =

[
RT

CR RT
C r

01×3 1

]
(44)

where Eqs. (1) and (42) are used. The time derivative of the relative configuration above is expressed
as ˙̄g = d

dtg
−1
C g + g−1

C ġ which, after application of the chain rule, implementation of Eq. (20) on g
and gC , and simplifying, ˙̄g becomes

˙̄g = g−1
C (−NVC +N V )∨g (45)

which, in expanded form, is expressed as

˙̄g =

[
RT

C (Ω− ωC)×R RT
C(ṙ − ω×

C r)
01×3 0

]
(46)

The adjoint transformation in Eq. (5) applied onto ḡ is

Adḡ =

[
RT

CR 03×3

RT
C r

×R RT
CR

]
(47)

where the Proposition 1 is used. The transformation above is used to obtain CV , which denotes the
velocity of the inertial frame with respect to the rigid-body spacecraft expressed in the barycentric
rotating frame

CV = Adḡ
BV =

[ CΩ
Cr×CΩ+C ṙ

]
(48)

After presenting the above definitions, now it is possible to define the following propositions:

Proposition 5 The relationship between CV̇ and BV̇ has a structure similar to that between N V̇
and BV̇ in Eq. (22).
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Proof. Taking the time derivative of both sides of Eq. (48), and noting that Adḡ = Ad−1
gC Adg, the

following is obtained

CV̇ =
d

dt

(
Ad−1

gC

)
Adg

BV +Ad−1
gC Adg

BV̇ (49)

Using the property of time derivative of the inverse of a matrix, it is shown that d
dt(Ad

−1
gC ) =

− (AdgC)
−1 ( d

dtAdgC
)
(AdgC)

−1. Substituting this into Eq. (49) gives

CV̇ = −Ad−1
gC

(
d

dt
AdgC

)
Ad−1

gC Adg
BV +Ad−1

gC Adg
BV̇

= −Ad−1
gC

(
d

dt
AdgC

)
CV +Adḡ

BV̇

= Adḡ
BV̇ (50)

which is similar in structure to Eq. (22).

Proposition 6 The generalized similarity transformation between the C and B frames is

CI = Ad−T
ḡ

BI Ad−1
ḡ (51)

where CI denotes the generalized inertia matrix in the barycentric rotating frame.
Proof. Similar to Eq. (23), the generalized similarity transformation between C and N is retrieved,
and the expression for N I in terms of CI is obtained which can be equated with its expression in
terms of BI in Eq. (23). Then, using matrix inversion, CI is solved for in terms of BI. Using the
definition of the adjoint transformation, it is easy to show that for any g1, g2 ∈ SE(3), Adg1g2 =
Adg1Adg2 . By applying this property onto the resulting expression, Eq. (51) is obtained.

Substituting Eq. (16) into Eq. (50), and using Eq. (51), the rigid-body spacecraft kinetics are written
in the barycentric rotating frame as

CV̇ = CI−1ad∗CV
CI CV + CI−1 Cu (52)

where

Cu = Ad−T
ḡ

Bu =

[
RT

CR RT
C r

×R
03×3 RT

CR

] [Bτ
Bf

]
=

[Cτ +C r× Cf
Cf

]
(53)

denotes the external effects applied to the spacecraft body expressed in the barycentric rotating
frame, Cf denotes the total force applied to the spacecraft body, and Cτ denotes the total torque
applied to the spacecraft body about its center of mass, both expressed in the C frame. In Eq. (53),
the expression for Ad−T

ḡ is obtained by writing Eq. (7) for ḡ and taking the transpose of the result.
Also, in the equation above, Cr× Cf is the torque about the center of the barycentric rotating frame
due to the force Cf that is applied to the center of mass of the rigid body. Consequently, the top row
in that equation denotes the torque about that center C. The CV̇ term in Eq. (52) is the acceleration
of the inertial frame with respect to the spacecraft expressed in the barycentric rotating frame. The
left-hand-side of that equation may be written in the expanded form by taking the time derivative of
Eq. (48). Substituting CI from Eq. (51) (considering the definition of the adjoint transformation and
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BI given below Eq. (16)) and the definition of the co-adjoint operator from Eq. (10) into Eq. (52),
and after cancelling the d

dt(
Cr×CΩ) term from the lower partitions of both sides of the result, the

expanded form of Eq. (52) is obtained as

CΩ̇ = −CI−1
G

CΩ×CICGΩ+C I−1
G

Cτ

C r̈ =
Cf
m

(54)

where CIG is the matrix of moment of inertia of the spacecraft about its center of mass expressed in
the barycentric rotating frame. Considering the rotation of barycentric frame, the right-hand side of
the equation above can be written using the transport theorem as

CΩ̇ = CΩ′ +C ω×
C

CΩ
C r̈ = Cr′′ + 2 Cω×

C r
′ + Cω×

C
2 Cr (55)

where (·)′ and (·)′′ denote the first and second time derivatives with respect to the barycentric ro-
tating frame. Hence, the dynamics of a spacecraft in the CRF3BP are given by the kinematics in
Eq. (45) and the combination of Eqs. (54) and (55), i.e.

CΩ′ = −Cω×
C

CΩ − CI−1
G

CΩ× CIG CΩ+ CI−1 Cτ

Cr′′ = −2 Cω×
C r

′ − Cω×
C
2 Cr +

Cf
m

(56)

Note that Cτ = RT
C

N τ and Cf = RT
C

N f . In the case of the CRF3BP, where the external effects
are merely due to mutual gravitational forces and moments, N τ and N f are replaced with Eqs. (39)
and (41), respectively. Note again that Eq. (56), also denoted as the kinetic equations, are equivalent
to the compact form in Eq. (52) which is similar in structure to Eqs. (16) and (28).

Classical CR3BP equations of motion: The most frequently investigated problem of this class
is the special case CR3BP. In this problem, the spacecraft is considered as a point mass and, hence,
all the inertia terms in Eqs. (39) and (41) are omitted. Let Cr = [x, y, z]T , where x is along r12
(Fig. 3), y is normal to x and in the motion plane of the primary bodies, and z is such that x, y,
and z form a right-handed triad. Then, Eq. (56) simplifies to three scalar coupled second order
differential equations of CR3BP of the form

x′′ − ω2
Cx− 2ωCy′ +G

[
m1

∥r13∥3
(
x+

m2

m1 +m2
r12

)
+

m2

∥r23∥3
(
x− m1

m1 +m2
r12

)]
=0

y′′ − ω2
Cy + 2ωCx′ +G

(
m1

∥r13∥3
+

m2

∥r23∥3
)
y = 0

z′′ +G

(
m1

∥r13∥3
+

m2

∥r23∥3
)
z = 0 (57)

which are well known.

NORMALIZATION OF THE EQUATIONS

The order of magnitude of orbital and attitude motions and their rates can be significantly differ-
ent. Hence, in order to avoid numerical errors, the normalized versions of the equations developed in
the previous sections are used to develop the simulations in the current investigation, where param-
eters that denote time (t), length (l), and mass (m) are replaced with their normalized counterparts
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t̃ = t/t∗, r̃ = l/l∗, and m̃ = m/m∗, respectively, where t∗, l∗, and m∗ are normalizing constants.
Additionally, note that the matrices of moment of inertia, the translational and rotational velocities,
as well as forces and torques, are also normalized considering the units of each of those quantities
in terms of time units (TU), length units (LU), and mass units (MU).

NUMERICAL SIMULATION RESULTS AND DISCUSSION

Consider that the inertial and barycentric rotating frames are initially aligned. The normalized
initial conditions of the spacecraft in the Earth-Moon CRF3BP studied here are selected to be the
same as those of a NRHO given in the Earth-Moon CR3BP, i.e.

r̃0 = [1.02300331117127, 7.92508194142745× 10−22,−0.182765473770332]T ,

Ṽ0 = [0.3757× 103, 0.7514× 103, 1.1271× 103,−0.02286,−0.10009, 0.02377]T

Spacecraft Mass (kg) Inertia (kg.m2)

CS 10



20 3 1
3 50 2
1 2 40




JWST 6200



67946 −83 11129
−83 90061 103
11129 103 45821




GW 40000




1× 106 −1× 105 6× 104

−1× 105 3× 106 −6× 104

6× 104 −6× 104 4× 106




ISS 419725



10276978 −1084837 597098
−1084837 31940398 −614081
597098 −614081 40019058




Table 1. Mass and inertia properties of the spacecraft in the NRHO

with respect to the Earth-
Moon barycentric rotating
frame. Furthermore, the
initial attitude of the space-
craft relative to the in-
ertial frame, i.e., R at
the initial time, is se-
lected to be correspond-
ing to the yaw-pitch-roll
(π/7, π/3, π/5) rad angles
in the 3-2-1 set of Euler an-
gles. The normalizing con-
stants are t∗ = 3.7570 ×
105 s (related to the or-
bital period of the Moon
around the Earth), l∗ =
3.8475 × 108 m (the dis-
tance between the two primaries), and m∗ = 6.046 × 1024 kg (the sum of the masses of the two
primaries). Four different sets of mass and inertia properties are assumed for the spacecraft in the
NRHO: Those of a cubesat (CS), the international space station (ISS), the James Webb Space Tele-
scope (JWST), and a spacecraft with arbitrarily selected mass and inertia, hereinafter referred to as
“Gateway" (GW). These are represented in Table 1, where the inertia matrices are in the spacecraft
body frame.

Numerical results are obtained using the integration of Eqs. (45) and (56). The torque and force
models are obtained for three bodies using Eqs. (39) and (41), respectively. The same results may
be obtained using the integration in the N frame via Eq. (20) and (28), and using the transformation
from the N frame into the C frame via g−1

C . The system is propagated over 5 orbital periods using
the ODE45 integrator. During the propagation, it is important for the orthogonality of the rotation
matrices to be maintained. In order to ensure a negligible loss of orthogonality of the rotation ma-
trix, the integration tolerance of 10−9 is used in the simulation results. The loss of orthogonality of
the rotation matrix may be further reduced by reducing the integration tolerances. Other integration
methods such as the variational integrator26, 27 avoid any orthogonality violation.
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Figure 4. Normalized NRHO

The NRHO orbit in question is shown in Fig. 4 for ‘GW’.
The difference between the orbits computed using the rigid-
body spacecraft model discussed in this manuscript and a
point-mass spacecraft with identical mass are indiscernible in
the scale shown in this figure. The orbital differences be-
tween the point-mass and rigid-body models become notice-
able when position and translational velocity errors are plot-
ted. The norms of position and velocity errors between these
two models (CR3BP and CRF3BP) are shown in Figs. 5 and
6, respectively, for the four spacecraft given in Table 1. Recall
that CRF3BP considers the spacecraft as a rigid body, while in
CR3BP the spacecraft is modeled as a point mass. The maxi-
mum errors for both position and translational velocities occur
at the periapsis of the orbit, where the speed of the center of mass is maximum. It is also possible to
observe that, without station-keeping maneuvers or control, the error has a tendency to increase with
time. Additionally, the more deviated the moment of the inertia of spacecraft is from that of a cubic
or spherical shape (which could otherwise be modeled as a point mass), the more significant the
errors become as compared to a point-mass model. This is due to the fact that the initial conditions
in the CRF3BP are selected to be the same as those of the CR3BP and that the rigid-body spacecraft
follows its natural dynamics. This brings up the idea of finding customized families of halo orbits
considering inertia properties of the spacecraft in future missions which would have the potential to
reduce the control effort significantly. Finally, in order to study the attitude, rotational motions are
plotted near periapsis and apoapsis for the four spacecraft in Figs. 7-10, where the orbit is shown
in black and the body frame of the spacecraft at each time step is indicated by a set of right-handed
coordinates represented in red, green, and blue. The plot in each panel of these figures is provided
for 1250 s (selected arbitrarily) before and after periapsis or apoapsis passage. It can be seen that,
for the same amount of time (i.e. 1250 s), the spacecraft makes about the same number of rotations
near apoapsis as it does near periapsis.

Figure 5. Position error norm: CS (upper-left), ‘JWST’ (upper-right), ‘GW’ (lower-
left), and ‘ISS’ (lower-right)
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Figure 6. Velocity error norm: CS (upper-left), ‘JWST’ (upper-right), ‘GW’ (lower-
left), and ‘ISS’ (lower-right)

Figure 7. CS attitude near periapsis and apoapsis: First periapsis crossing (upper
left), first apoapsis crossing (upper right), third periapsis crossing (lower left), and
third apoapsis crossing (lower right)

CONCLUSIONS
A novel formalism was presented for the full N-body problem (FNBP) in the geometric mechanics

framework of special Euclidean (SE(3)) group and their tangent bundleTSE(3). The proposed formu-
lation naturally accounts for the dynamical coupling of the orbital motion and attitude of the bodies.
A general structure for rigid body dynamics formalism is presented and which is demonstrated to be
independent of the choice of reference frame. In particular, the dynamics are formulated in different
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Figure 8. ‘JWST’ attitude near periapsis and apoapsis: First periapsis crossing (up-
per left), first apoapsis crossing (upper right), third periapsis crossing (lower left), and
third apoapsis crossing (lower right)

Figure 9. ‘GW’ attitude near periapsis and apoapsis: First periapsis crossing (upper
left), first apoapsis crossing (upper right), third periapsis crossing (lower left), and
third apoapsis crossing (lower right)

coordinate frames includinga) thebodyframeandb) the inertial frame. Thefirst setof formalismabove
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Figure 10. ‘ISS’ attitude near periapsis and apoapsis: First periapsis crossing (upper
left), first apoapsis crossing (upper right), third periapsis crossing (lower left), and
third apoapsis crossing (lower right)

is suitable for rigid-body space vehicle control design in which dynamics should be expressed in the
body frame of the vehicle(s). The second set of formalism above is suitable when the motions of the
celestial bodies are studied or when the dynamics are easier to be expressed in a known inertial frame.

Using the transformation between the inertial and the barycentric rotating frames, as well as lever-
aging the underlying assumptions behind the circular restricted full three-body problem (CRF3BP),
the general dynamical representation proposed here for FNBP is revised to formulate the dynamics of
CRF3BP, where the third body is considered as a rigid body, while it does not affect the motions of the
other two primaries. Then, it is demonstrated that the CRF3BP formalism simplifies to recapture the
well-knownequationsofmotion in theconventionalcaseof restricted three-bodyproblem. Thegeneral
formulation proposed here, when used for only three bodies, is applied to understand orbital-attitude
coupling in the near-rectilinear halo orbit (NRHO). The comparison between CRF3BP and CR3BP
using theCR3BP(i.e. point-massapproximation) initial conditionssuggestseithera) theneed forcom-
putationofcustomizedfamiliesofhaloorbitsconsidering inertiapropertiesofeachspacecraft assigned
or b) the use of attitude-only control for station-keeping, which would require no extra fuel when us-
ing momentum exchange actuators, in future NRHO missions in order to reduce station-keeping costs
which would otherwise be relatively large if the point-mass approximation were used.
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