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Abstract

We introduce MooBot, a RAG-based video querying sys-
tem powered by GPT-4o designed to bridge the gap between
what complex cattle video data can provide and what dairy
farmers need through a natural language web interface.
MooBot applies computer vision inference on barn videos to
detect cows, identify individuals, and classify their behav-
iors, transforming visual data into a structured schema con-
taining useful insights. Our results demonstrate the poten-
tial of MooBot for enhancing accessibility to video-derived
insights in precision livestock farming, bringing advanced
computer vision analytics within reach of farmers without
requiring technical expertise.

1. Introduction
Dairy farming is a highly data-driven industry, where man-
aging cattle health and behavior efficiently is critical to opti-
mizing production. Despite advancements in video surveil-
lance and computer vision technologies, farmers still face
challenges in making sense of the massive amounts of vi-
sual data generated from barn cameras. Traditional methods
of video analysis are often manual and time-consuming, and
require specialized expertise.

Recent research has applied deep learning models to
classify cow behaviors from video and wearable sensors.
However, these solutions are typically siloed, designed for
offline use, and require domain-specific interfaces or knowl-
edge. They lack the ability to support natural, conversa-
tional interaction across multiple data types and do not pro-
vide personalized, context-rich insights that align with the
practical needs of farmers.

We introduce MooBot, a Retrieval Augmented Genera-
tion (RAG) [13]-based video querying framework powered
by GPT-4o [9] designed to query barn video data through
computer vision inference. By applying trained vision mod-
els to detect cows, identify individual cows, and classify
behaviors, MooBot transforms raw video into structured
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🐄 MooBot: Dairy
Farm Chatbot
Ask me anything about your cattle!

Which is the most crucial cattle behavior change for early signs of heat stress?

The most crucial behavior change to monitor for early signs of heat stress in cattle is reduced

feed intake. When cows experience heat stress, they often eat less and might also show an
increase in water consumption. Additionally, observing a decrease in lying time can also

indicate discomfort or distress related to heat. Monitoring these behaviors can help you
address heat stress before it significantly impacts milk production and overall cow health.

Show me cows that were lying down in ventilation area between 10 am to 12 pm

Cows based on your query: ['C08', 'C09', 'C13']

C08 C09 C13

Figure 1. MooBot web interface for querying dairy barn videos.

data that can be queried using natural language. When in-
tegrated with additional sensor streams such as 3D UWB
(Ultra-Wideband) location data, IMMU (inertial and mag-
netic measurement unit) acceleration, milk yield, and envi-
ronmental readings, MooBot offers personalized, context-
aware insights to farmers.

To our knowledge, MooBot is the first system to support
open-ended, natural language queries over integrated video
and sensor data in dairy farming settings. MooBot’s abil-
ity to generate accurate responses from complex video data
potentially enables solutions to improve dairy barn man-
agement practices. We detail the architecture of MooBot
and its vision-centric pipeline, followed by an evaluation of



System Domain Modality LLM interface Insights provided

CowView [19] Livestock Location + Sensors No Raw tracking data
Dairy3D [12] Livestock Video + Location No Visualization only
Milchbot [7] Livestock Textual Scripted chat Static advice
BeefBot [23] Livestock Textual (RAG) Yes (Llama3-8B) QA from documents
ChatDB [8] General Tables (SQL) Yes (LLM-SQL) Textual insights
FinGPT [14] Finance Market data Yes Investment insights

MooBot (Ours) Livestock Video + Sensors Yes (GPT-4o) Behavioral insights from barn data

Table 1. Comparison of prior systems and MooBot.

both the computer vision models’ performance and the sys-
tem’s query capabilities in a real-world setting. The paper
highlights the potential of combining computer vision with
natural language interfaces to bridge the gap between com-
plex visual data and actionable insights, showing how they
can support decision-making in livestock monitoring. In the
following sections, we describe the system design, experi-
mental setup, and key findings from our pilot deployment
with dairy science researchers.

2. Related Work
Recent computer vision systems for livestock monitoring
have primarily focused on animal detection, tracking, and
behavior classification using single- or multi-camera se-
tups [5, 15, 18]. These methods demonstrate strong per-
formance on behavior classification and identity recog-
nition tasks in barn environments. However, they offer
low-level behavior labels but not “useful insights” such as
summaries or contextual alerts for farm management. To
enhance behavior recognition, recent work has explored
spatio-temporal models. For example, a C3D-ConvLSTM
(Convolutional Long Short-Term Memory) architecture can
achieve up to 90% accuracy for behaviors such as feeding
and grooming [16].

To improve robustness and context-awareness, multi-
modal approaches have emerged that fuse video with IMUs,
UWB tracking, and environmental sensors [2, 10]. Com-
mercial systems like CowView [19] and Dairy3D [12] en-
able real-time monitoring but require specialized infrastruc-
ture and technical dashboards.

Conversational interfaces in dairy farming remain un-
derexplored. Milchbot [7] and the Chatbot E-system [4]
enable natural language interaction through mobile applica-
tions, while more recent systems like BeefBot [23] use RAG
to answer domain-specific questions from textual sources.
However, these systems lack support for video understand-
ing or multimodal sensor reasoning to utilize various recent
implantable and wearable technologies [3, 20]. General-
purpose assistants such as FarmerChat [17] and AgriAs-
sist [6] offer advice across agricultural topics but do not
integrate with real-time on-farm analytics. Earlier systems
like Agribot [1] laid the groundwork for agricultural chat-
bots, yet lacked multimodal capabilities.

Outside of agriculture, several recent systems adopt large
language model (LLM)-querying architectures over struc-
tured data. For example, FinGPT [14] offers financial in-
sight generation via LLMs on structured datasets. Re-
search efforts such as ChatDB [8], AutoSQL [24], and
DB-GPT [22] explore LLM-to-SQL translation or RAG
pipelines over knowledge bases. These systems highlight
the feasibility of using LLMs as a conversational interface
over data schemas, but most lack multimodal reasoning or
spatio-temporal analytics.

We summarize this comparison in Tab. 1. MooBot builds
upon these paradigms by integrating video inference and
multimodal sensor fusion into a structured schema, enabling
LLM-powered insights specifically tailored for dairy barn
monitoring.

3. MooBot: System Overview

MooBot is designed as a modular RAG-based video query-
ing pipeline that enables farmers to query complex barn
video data using natural language. As shown in Fig. 2, the
system comprises three core components:

• Video pre-processing module: Processes video feeds
from the barn to detect individual cows, identify them
based on their unique coat patterns, and predict their be-
haviors. These insights along with other multimodal data
are stored in the master schema, which will be used to
generate response to farmers’ queries.

• Query processing module: Translates farmers’ natural
language queries to structured schema queries and exe-
cutes it on the master schema, which is a structured, time-
aligned table aggregating cow behaviors, sensor streams,
and environment data—which will be used to generate re-
sponses to farmers’ queries.

• Response generation module: Converts the query results
into a clear, easy-to-understand natural language response
tailored for the farmer.

This section provides a conceptual overview of
MooBot’s end-to-end pipeline, highlighting how data flows
through each component of MooBot.
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Figure 2. MooBot architecture and data processing pipelines.

3.1. Vision Processing
As shown in Fig. 2(a), input video streams are processed us-
ing a sequence of computer vision model. Initially, it detects
individual cows in each frame, followed by identification
through a cow ID recognition model. Subsequently, it clas-
sifies the behavior of each detected cow into predefined ac-
tivity categories. This pipeline produces structured, frame-
level annotations which associate each cow with a unique
ID, inferred behavior, and spatial location across time.

These annotations are aggregated into a master schema
Tab. 2, a unified representation of video-derived insights.
The schema stores time-stamped records for each detected
cow, including:
• Identification data: Predicted cow ID along with the cor-

responding confidence score.
• Behavioral data: Predicted activity of the cow such as ly-

ing, feeding, or walking.
• Location data: Frame-level projected coordinates and

when available, 3D positions from UWB sensors.
• Health and productivity data: Visual health indicators and

milk yield.
• Environmental context: Temperature, humidity, and other

sensor readings.
This structured schema serves as MooBot’s internal rep-

resentation for querying and response generation.

Table 2. Example entries from MooBot’s master schema.

Timestamp Cow 01 Cow 02 Cow 03
Location Behavior Location CBT Milk yield

00:00:01 barn standing ventilation normal -
00:00:02 feeding lying feeding high -
00:00:03 barn feeding barn high -
00:00:04 milking milking milking normal -
00:00:05 pasture standing milking normal 6.5 li
00:00:06 ... ... ... ... ...

Motivation for schema-based querying. Traditional
systems often perform computer vision inference after re-
ceiving the query, leading to high latency and substantial
computational overhead from computer vision models’ in-
ference [11]. In contrast, MooBot adopts a preprocessing-
then-querying paradigm, where videos are processed in ad-
vance to extract and store relevant insights—such as cow
identity, behavior, and location—in a structured schema.
This decoupling of video processing from query execution
enables efficient, low-latency responses without the need to
re-run expensive vision models after receiving the query.
This design offers several practical advantages:
• Low-latency queries: Once video inference is complete,

MooBot can answer queries by directly retrieving from
the schema.

• Edge-friendly deployment: Decoupling of AI inference
and query execution enables offloading of large AI mod-
els to remote servers.

• Consistency: Queries are executed against a fixed repre-
sentation of the video, ensuring that the same query al-
ways returns the same result, as vision model inference is
performed only once.

• Transparency: Confidence scores are preserved through-
out the pipeline, enabling MooBot to flag uncertain or
low-confidence results.
This approach is well-suited to the constraints of dairy

farm environments, where computational resources are lim-
ited, while timely, trustworthy insights are essential.

3.2. Query Processing
Farmer-submitted natural language queries are routed to
this module, where they are interpreted and converted
to structured schema-compatible queries. As shown in
Fig. 2(b), MooBot uses an LLM, GPT-4o to interpret farmer



questions such as “Which cows were least active today?” or
“Did Cow 07 show signs of heat stress?” and convert them
into structured, schema compatible queries.

The LLM is used as-is via an API, with no additional
fine-tuning. The system prompt given to the LLM con-
tains the schema definition and instructions to convert
user queries into structured outputs such as SQL-like or
DataFrame logic.

The system prompt provided to the LLM includes the
necessary schema context to be able to translate the queries
within its scope. The LLM parses the user query and iden-
tifies key entities and temporal references. It translates
the parsed intent into a structured query (e.g., SQL-like or
DataFrame operations). Then, the structured query is exe-
cuted over the master schema to retrieve the relevant data.

3.3. Response Generation
The query results retrieved from the master schema go into
the next block as a structured output. In this final stage
(Fig. 2(c)), MooBot translates query results into natural lan-
guage responses and visual summaries.

As in the query stage, GPT-4o is used without fine-
tuning. A second system prompt instructs the LLM to gen-
erate domain-appropriate answers that explain structured
outputs clearly for farmers.

MooBot summarizes queried behavior and ranks results
by confidence. Each response is annotated with model con-
fidence (e.g., Cow 07 was detected feeding with 92% con-
fidence). A second LLM stage transforms structured out-
put into fluent, domain-appropriate responses. By prop-
agating and exposing confidence throughout the pipeline,
MooBot enables trustworthy and interpretable insights for
non-technical users.

4. Implementation and Experiments
We evaluate MooBot’s effectiveness in processing barn
video data and returning accurate, interpretable responses to
natural language queries. Our experiments focus on the per-
formance of the vision model, schema-based query transla-
tion, and the quality of final responses.

4.1. Dataset
We use the MmCows dataset [21], a multimodal collection
from a real-world dairy farm comprising 14 days of con-
tinuous barn video from multiple viewpoints, 16 uniquely
tagged cows, frame-level annotations for detection, identity,
and behavior, and synchronized sensor streams including
3D UWB location, IMU acceleration, environmental condi-
tions, and milk yield.

In addition to raw data, we construct a QnA dataset con-
sisting of 150 natural language queries and gold-standard
answers. These were generated using GPT-4o over the
master schema and validated by dairy science researchers.
The QnA pairs span a range of reasoning types, including

identity, behavior patterns, activity comparison, and spatio-
temporal context. We provided GPT with a system prompt
describing the schema and task, then manually curated and
corrected outputs. We ensure temporal split separation be-
tween training, validation, and test splits to prevent identity
leakage and evaluate generalization. For more details on
MmCows and the system prompt used for QnA pairs gener-
ation, please refer to the supplementary material.

4.2. Evaluation Metrics
MooBot uses vision models pre-trained on an annotated
portion of MmCows [21] in the vision pre-processing step.
This pipeline achieves robust results across all vision tasks
under real-world farm conditions, which we rely on to eva-
lute the following standard metrics to evaluate MooBot’s
core modules:
• Cow detection: YOLOv8 model fine-tuned on a por-

tion of the annotated part of the MmCows dataset de-
tects cows in video frames, evaluated in mAP@0.5 and
mAP@0.5:0.95.

• Cow identification: A 16-class classifier matches cows to
known Cow IDs, evaluated in accuracy and per-class F1
score.

• Behavior classification: EfficientNet fine-tuned on Mm-
Cows categorizes behavior into 8 classes, evaluated in ac-
curacy and per-class F1 score.

• Query translation: Match accuracy for fields, conditions,
joins, and full queries by comparing LLM-generated
queries to queries written and verified by expert annota-
tors.

• Response quality: GPT-4o as a judge rating the responses
on a scale 1–5 for relevance (correctness of response),
groundedness (factual alignment with input), helpful-
ness (clarity and usefulness), and confidence transparency
(clear indication of model certainty). To guide GPT-4o’s
subjective scoring, we adopt few-shot prompting with ex-
amples of responses rated 1 and 5.
This setup allows quantitative assessment of MooBot’s

interpretability and reliability in real-world use cases. For
more details about the model training and inference, please
refer to the supplementary.

4.3. Results
Vision model performance (Table S1 in Supplementary)
MooBot uses vision models pre-trained on an annotated
portion of MmCows [21] in the vision processing step. In
dairy barns, challenges are encountered with fine-grained
cattle localization across multiple camera angles, lighting
conditions and occlusions. This pipeline achieves robust
results across all vision tasks under real-world farm condi-
tions. For more details about the vision model training and
results, please refer to the supplementary.

Query translation accuracy (Table 3): We evaluate
MooBot’s ability to convert natural language questions into



executable schema queries. Results are measured against
expert-verified ground truth for 150 queries. We observed
that MooBot often confused feeding and licking behaviors
in cows lying down, indicating a need for integrating UWB
or accelerometer data.

Table 3. Query translation accuracy across subtasks.

Subtask Accuracy

Field selection 94.0 ± 2.37%
Condition parsing 81.9 ± 3.85%
Join mapping 98.3 ± 1.01%
Full query equivalence 77.6 ± 4.16%

Response quality (Table 4): Responses were generated
from 150 farmer-style natural language queries. GPT-4o
was prompted with the question, MooBot’s response, and
the schema context to rate four criteria. The responses of
MooBot are scored by GPT-4o as a judge on a scale of 1
to 5.

Table 4. GPT-4o as judge evaluation of MooBot’s responses.

Metric Average score (1–5)

Relevance 4.8 ± 0.1
Groundedness 4.4 ± 0.4
Helpfulness 3.7 ± 0.5
Confidence transparency 3.5 ± 0.8

4.4. Limitations and Future Work
Our current evaluation is limited to offline video process-
ing and curated QnA pairs, with subjective scoring using
GPT-4o. While we improve the consistency of these ratings
via few-shot prompting (4.2), this remains an internal met-
ric. Future work will include external validation through
user studies involving farmers and livestock researchers,
and comparison against standard analytics dashboards.

Without the unified master schema, many complex
multi-modal queries would be computationally expensive
or even infeasible to answer reliably. For example, aligning
milk yield drops with spatial patterns and visual behaviors
across asynchronous logs (e.g., video, accelerometer, milk
events) requires precomputed temporal and semantic joins.
Our system pre-processes and stores these relationships to
support queries such as “Which cows stood still near the
gate before a heat event?”—queries that would otherwise
require slow and error-prone on-demand joins.

Future work includes supporting more complex tem-
poral queries, enriching sensor integration, and deploying
MooBot in live farm environments to assess real-world de-
cision impact.

While MooBot is designed to support daily barn mon-
itoring, any critical predictions (e.g. health alert) should
be reviewed by veterinary or dairy science experts before

action. MooBot is an assistive tool, not a replacement for
professional oversight.

While MooBot is developed for dairy barns, its core
architecture—LLM-based interfaces over vision-derived
structured data—can generalize to other tracking domains,
including human activity monitoring. However, such ap-
plications raise important ethical concerns around privacy,
surveillance, and misuse. Future research must consider
safeguards to ensure responsible deployment, particularly
in contexts involving humans.

5. Conclusion
MooBot presents a novel integration of computer vision and
natural language interfaces for precision livestock farming.
By applying vision models to barn videos and transform-
ing the results into a queryable schema, MooBot enables
farmers to interact with complex visual data through natu-
ral language while ensuring transparency in confidence lev-
els. The system demonstrates how computer vision can
play a crucial role in extracting valuable information from
farm videos, while the natural language interface makes this
complex data accessible to users without technical exper-
tise.

A key contribution of MooBot lies in its modular
pipeline that separates vision inference from query trans-
lation, enabling independent improvements and better error
traceability. This design, along with the propagation of con-
fidence scores throughout the pipeline, represents a key con-
tribution to transparent AI systems in dairy farming. Future
work will focus on improving vision model accuracy, ex-
panding behavior classification capabilities, expanding nat-
ural language understanding of dairy cattle health condi-
tions, and developing more sophisticated confidence report-
ing mechanisms to further enhance the reliability and utility
of video-based farm management systems.
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