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A B S T R A C T

This study validates and applies a computational modeling framework for filmwise flow condensation of n- 
perfluorohexane (nPFH) as part of the recently conducted Flow Boiling and Condensation Experiment (FBCE) 
onboard the International Space Station (ISS). The proposed model is based on the Volume of Fluid (VOF) 
method augmented by an additional momentum source term representing interfacial shear, which improves the 
model’s predictive accuracy. Simulations were performed for six operating conditions, three under Earth gravity 
in vertical downflow orientation and three under microgravity. The model was extensively validated through 
comparison of predicted and experimentally measured streamwise wall temperature profiles, showing good 
agreement with maximum deviations of 5.1 K and 5.7 K for Earth gravity and microgravity, respectively. 
Following validation, the framework was employed to resolve key thermohydraulic parameters, including wall 
heat flux, interfacial distributions, and turbulence characteristics, thereby providing deeper insight into two- 
phase condensation heat transfer mechanisms and microgravity effects. These results underscore the practical 
utility of the developed CFD model for simulating two-phase flow condensation in both terrestrial and space 
thermal management systems.

1. Introduction

1.1. Two-phase flow and heat transfer in future space applications

Two-phase systems are attractive for various applications relevant to 
the space industry including spacecraft avionics thermal management, 
electronics cooling, cryogenic fuel management, planetary habitat 
control, and Rankine power cycles [1]. In a closed two-phase loop, the 
method in which the working fluid absorbs heat by boiling is highly 
customizable, each with its own advantages and disadvantages. Capil
lary flows [2], such as heat pipes, have low power requirements but are 
limited to relatively low heat loads. Pool boiling [3], while simple, is 
plagued by low critical heat flux as vapor accumulates near the surface. 
Falling-films [4] take advantage of body force in Earth gravity, but are 
inoperable in microgravity. Spray cooling [5], is suitable for dissipating 
high heat fluxes with uniform surface temperatures by dispersing 
droplets over the heated surface. Hence, spray cooling is present in 
several space applications such as cryogenic fuel delivery and chill 
down. Jet impingement [6] replicates the high heat flux capability of 
spray, albeit with higher pumping requirements to achieve isothermal 

surfaces with multiple jets. Flow boiling [7,8] is advantageous due to its 
reliance on fluid motion to flush bubbles away from and rewet heated 
surfaces, making it a prime contender for high heat flux thermal man
agement in microgravity. However micro-channel flow boiling [9] 
should be employed with caution due to greater confinement effects and 
therefore high pressure drop in microgravity. Hybrid cooling schemes 
[10,11] employ two or more of the aforementioned configurations in 
tandem to maximize cooling potential.

Every closed two-phase loop depends on condensation to reject heat 
from the working fluid and return it to the liquid phase. The condenser 
components of such loops are typically much larger than the evaporator, 
owing to the relatively low heat transfer coefficients and heat fluxes 
associated with condensation [12]. Consequently, accurate predictive 
and design tools are essential for minimizing condenser size and overall 
system footprint.

1.2. Flow condensation in microgravity

Typically, condenser design tools are developed and validated using 
data obtained under Earth gravity, introducing uncertainty when 
applying them to microgravity environments. To ensure their reliability, 

* Corresponding author.
E-mail address: mudawar@ecn.purdue.edu (I. Mudawar). 

Contents lists available at ScienceDirect

International Journal of Heat and Mass Transfer

journal homepage: www.elsevier.com/locate/ijhmt

https://doi.org/10.1016/j.ijheatmasstransfer.2025.128316
Received 19 October 2025; Received in revised form 4 December 2025; Accepted 26 December 2025  

International Journal of Heat and Mass Transfer 258 (2026) 128316 

Available online 30 December 2025 
0017-9310/© 2025 Elsevier Ltd. All rights are reserved, including those for text and data mining, AI training, and similar technologies. 

https://orcid.org/0009-0000-4618-7921
https://orcid.org/0009-0000-4618-7921
https://orcid.org/0000-0001-7634-3534
https://orcid.org/0000-0001-7634-3534
mailto:mudawar@ecn.purdue.edu
www.sciencedirect.com/science/journal/00179310
https://www.elsevier.com/locate/ijhmt
https://doi.org/10.1016/j.ijheatmasstransfer.2025.128316
https://doi.org/10.1016/j.ijheatmasstransfer.2025.128316


a dedicated microgravity condensation database is needed to validate 
existing correlations and computational models before they are used to 
guide the design of two-phase systems in space. However, such data 
remain scarce in the literature, motivating several researchers to 
perform condensation experiments during short-duration microgravity 
conditions achieved through parabolic flight campaigns.

Several researchers have investigated flow condensation under both 
microgravity (μge) and normal Earth gravity (1 ge) conditions. In gen
eral, lower heat transfer coefficients have been reported in μge, primarily 
due to the formation of a thicker, more axisymmetric condensate film in 
the absence of body forces. This effect is particularly pronounced at low 
flow rates, as demonstrated by Berto et al. [13], who observed a 77 % 
reduction in heat transfer coefficient at a mass velocity of 30 kg/m² s. At 
higher flow rates, however, interfacial shear and inertial forces become 
dominant, mitigating gravitational effects and resulting in negligible 
differences between μge and 1 ge performance.

However, conducting condensation experiments in microgravity 
using parabolic flights presents several inherent limitations. The para
bolic maneuvers that generate the microgravity environment introduce 
small fluctuations in gravitational acceleration (known as g-jitter [14]) 
which can compromise the quality of the microgravity conditions. 
Moreover, each parabola provides only about 20 s of microgravity, often 
insufficient for condensation processes to reach steady state. This limi
tation was evident in the work of Reinarts et al. [15], where steady-state 
conditions were approached near the end of each parabola but could not 
be fully achieved.

To overcome these limitations, Mudawar et al. [16] recently per
formed long-duration microgravity flow condensation experiments 

onboard the International Space Station (ISS) as part of the Flow Boiling 
and Condensation Experiment (FBCE). Over a broad range of operating 
conditions, the resulting microgravity two-phase heat transfer coeffi
cient dataset exhibited close agreement with corresponding terrestrial 
gravity measurements for both horizontal and vertical-downward flow 
orientations. These findings indicate that, under the tested conditions, 
flow inertia was sufficient to make condensation heat transfer largely 
insensitive to gravitational effects.

1.3. Computational studies of flow condensation

Computational Fluid Dynamics (CFD) has become a standard and 
reliable tool for predicting fluid behavior and heat transfer in single- 
phase flow. However, its application to two-phase flow, especially 
when phase change is involved, remains considerably less mature and 
robust [17]. A comprehensive review by Kharangate and Mudawar [18] 
attributes these limitations to the steep computational costs, lengthy 
simulation times, and the need to restrict analyses to relatively simple 
geometries. To improve the efficiency and predictive capability of 
two-phase CFD, researchers have focused on optimizing numerical 
methodologies and developing advanced sub-models that better capture 
the complex interfacial transport phenomena governing boiling and 
condensation.

One approach to improving two-phase CFD prediction accuracy is to 
augment the governing conservation equations with additional source 
terms that account for unresolved physical phenomena. Malgarinos et al. 
[19] introduced a ‘wetting force model’ that incorporated an additional 
capillary adhesion force acting at the contact line of a liquid droplet 

Nomenclature

Ac channel cross-sectional area, [mm2]
D diameter, [mm]
Dh hydraulic diameter, [mm]
E energy per unit mass, [J/kg]
f friction factor
G mass velocity, [kg/m2.s]
g gravitational acceleration, [m/s2]
ge gravitational acceleration on Earth, [m/s2]
µge microgravity, [m/s2]
hfg latent heat of vaporization, [J/kg]
keff effective thermal conductivity [W/m.K]
L length, [mm]
ṁ mass transfer rate, [kg/s]
P pressure, [kPa]
Pf,b Interfacial perimeter, [m]
q" heat flux, [W/m2]
Re Reynolds number, [GD/μ]
ri mass transfer intensity factor, [1/s]
SE energy source by phase change, [J/m3]
SM force per unit volume, [N/m3]
T temperature, [K]
t time, [s]
Tw wall temperature, [K]
u velocity, [m/s]
xe thermodynamic equilibrium quality
z flow direction coordinate, [mm]

Greek symbols
α void fraction
Γ condensation rate per unit length, [kg/s.m]
κ curvature
μ dynamic viscosity, [kg/m-s]

ρ density, [kg/m3]
σ surface tension, [N/m]
τ shear stress, [N/m2]

Subscripts
c capillary
exp experimental
f liquid phase
fg evaporation
g vapor phase
gf condensation
i interface
in inlet
pred predicted
sat saturation
SH superheat
w water

Acronyms
BHM Bulk Heater Module
CFD Computational Fluid Dynamics
CM-HT Condensation Module for Heat Transfer
CSF Continuous Surface Force
FBCE Flow Boiling and Condensation Experiment
ISS International Space Station
ITCS ISS Thermal Control System
NASA National Aeronautics and Space Administration
nPFH n-Perfluorohexane
PU-BTPFL Purdue University Boiling and Two-Phase Flow 

Laboratory
RTD Resistance Temperature Detector
SST Shear Stress Transport
UDF User-Defined Function
VOF Volume of Fluid
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impinging on a solid surface. Their simulations successfully predicted 
the maximum droplet spreading within 15 % of experimental mea
surements. To reduce computational cost, Xue et al. [20] modeled 
two-phase flow through a microchannel heat sink by treating the 
domain as a porous medium, with the porosity defined as the ratio of the 
channel width to the total pitch (channel plus wall). Momentum source 
terms representing viscous resistance and capillary forces were incor
porated to capture the effects of the porous structure. Their model 
showed excellent agreement with experimental measurements of the 
capillary-driven suction distance across heat sinks with varying aspect 
ratios.

In studies involving phase change, Lee et al. [21] enhanced bubble 
dynamics during flow boiling by introducing a ‘shear lift force’ as an 
additional momentum source term to promote bubble departure. 
Incorporating this force helped preserve bubbly flow within the channel 
and prevented premature transition to film boiling. In a subsequent 
study, Lee et al. [22] introduced a ‘bubble collision dispersion force’ to 
model physical interactions between bubbles and suppress excessive 
coalescence within the channel. These efforts were further extended 
through the combined implementation of shear lift, bubble collision 
dispersion, and drag forces—the latter applying an additional drag on 
vapor bubbles moving slower than the bulk liquid—to accurately 
simulate flow boiling under microgravity conditions. The improved 
framework was successfully applied to both highly subcooled [23] and 
near-saturated [24] flow boiling, with results validated against 
long-duration, steady-state microgravity data collected onboard the ISS 
as part of the Flow Boiling and Condensation Experiment (FBCE) [24].

Numerous researchers have developed and reported computational 
methodologies for simulating condensation using CFD. Such simulations 
enable detailed visualization of condensate film evolution, spatial dis
tributions of velocity and temperature, and prediction of local and 
overall heat transfer performance within tubes and channels. A sum
mary of representative studies including their geometries, simulated 
operating conditions, and the key physical models and parameters 
employed is presented in Table 1.

Da Riva and Del Col [25,26] numerically investigated condensation 
of R134a in an isothermal circular tube under horizontal, 
vertical-downward, and microgravity conditions. For horizontal flow at 
a mass velocity of G = 100 kg/m² s, the liquid film was initially cir
cumferentially uniform near the tube inlet but progressively accumu
lated along the bottom of the tube downstream as vapor quality 
decreased. This film nonuniformity led to approximately 62 % of the 
total heat transfer occurring along the upper half of the tube. Interest
ingly, the resulting asymmetric film distribution enhanced the overall 
heat transfer coefficient compared to vertical downflow. In contrast, the 
absence of buoyancy under microgravity produced the thickest 
condensate film and correspondingly the lowest heat transfer co
efficients. At higher mass velocity of G = 800 kg/m² s, where shear 
forces dominate, the discrepancies among the different gravity condi
tions were largely mitigated.

Chen et al. [27] simulated condensation of saturated vapor FC-72 in 
a square channel subjected to a uniform cooling heat flux applied to 
three walls. The predicted sequence of flow pattern transitions, from 
smooth annular to wavy annular, transition, slug, bubbly, and finally 
single-phase liquid, showed good agreement with experimental obser
vations. As the vapor progressed along the channel, condensation caused 
a reduction in vapor velocity; however, the vapor phase consistently 
maintained a higher velocity than the adjacent liquid phase.

Qiu et al. [28] numerically investigated the temperature and velocity 
fields during vertical upflow condensation of steam inside an isothermal 
pipe with an inner diameter of D = 12 mm. In the bubble flow regime, 
straight and uniform streamlines were observed, resembling those of 
single-phase flow. However, a large radial temperature gradient devel
oped, resulting in significantly higher heat transfer compared to 
single-phase conditions. In the slug-flow regime, the streamlines were 
disturbed by large vapor bubbles, and buoyancy induced backflow 

Table 1 
Summary of previous computational studies of flow condensation.

Authors Geometry and operating conditions Key models and 
parameters

Da Riva & Del 
Col (2011) 
[25]

• R134a
• Horizontal, vertical downflow, 

microgravity
• Circular channel with D = 1 mm 

and L = 75 – 150 mm
• G = 100 – 800 kg/m2 s
• Tsat = 40 ◦C
• xin = 1
• Constant Tw = 30 ◦C

• Steady
• 3-D, 2-D 

axisymmetric
• VOF
• CSF
• Lee model:

ri = 7.5 × 105 – 1 × 107 

s-1

• low-Re SST k–ω 
turbulence model

Da Riva & Del 
Col (2012) 
[26]

• R134a
• Horizontal, 1ge

• Circular channel with D = 1 mm 
and L = 75 mm

• G = 100 kg/m2 s
• Tsat = 40 ◦C
• xin = 1
• Constant Tw = 30 ◦C

• Steady
• 3-D
• VOF
• CSF
• Lee model:

ri = 7.5 × 105 s-1

• low-Re k–ω 
turbulence model

Chen et al. 
(2014) [27]

• FC-72
• Horizontal, 1ge

• Square channel with Ac = 1 mm 
× 1 mm and L = 300 mm, cooled 
along 3 walls

• G = 100 – 150 kg/m2 s
• Tsat = 60 ◦C
• xin = 1
• Constant q"w = 10 – 30 kW/m2

• Transient
• 3-D
• VOF
• CSF
• Thermal equilibrium 

model:

fo = 100 s-1 K-1

• Realizable k–ε 
turbulence model

Qiu et al. (2014) 
[28]

• Steam
• Vertical upflow, 1ge

• Tube with D = 12 mm and L =
1.8 m

• G = 100 – 6400 kg/m2s
• Tsat = 536 – 537.09
• x = 0.0 – 0.4
• Constant Tw = 535.09 K

• Transient
• 3-D
• VOF
• CSF
• Lee model:

ri = 10,000 s-1

• RSM turbulence 
model

Lee et al. (2015) 
[29]

• FC-72
• Vertical downflow, 1ge

• Tube with D = 11.89 mm and L =
0.8 m

• G = 184.4 – 459.0 kg/m2 s
• Tsat = 58.4 – 75.0 ◦C
• xin = 1 (4 – 7 ◦C superheated)
• Polynomial for q"w derived from 

experimental data

• Transient
• 2-D axisymmetric
• VOF
• CSF
• Lee model:

ri = 10,000 s-1

• SST k– ω turbulence 
model

Kharangate et al. 
(2016) [30]

• FC-72
• Vertical upflow, 1ge

• Tube with D = 11.89 mm and L =
0.8 m

• G = 58.4 – 271.5 kg/m2 s
• Tsat = 58.0 – 63.4 ◦C
• xin = 1 (9 – 16 ◦C superheated)
• Polynomial for q"w derived from 

experimental data

• Transient
• 2-D axisymmetric
• VOF
• CSF
• Lee model:

ri = 10,000 s-1

• SST k– ω turbulence 
model

Li et al. (2017) 
[31]

• R410a
• Horizontal, 0ge – 1ge

• Tube with D = 3.78 mm and L =
400 mm

• G = 307 – 720 kg/m2 s
• Tsat = 320 K
• xin = 1
• Constant Tw = 310 K

• Steady
• 3-D
• VOF
• CSF
• Lee model:

ri = 1.5 × 106 s-1

• SST k– ω turbulence 
model

(continued on next page)
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within the liquid sublayer between the slug bubbles and the wall. The 
local temperature gradient varied depending on whether the region was 
occupied by vapor or liquid. As the flow transitioned to churn flow, 
phase separation became less distinct, producing disordered tempera
ture and velocity fields. In contrast, during wispy-annular and annular 
flow, both temperature and velocity profiles became more uniform and 
aligned with the flow direction. A steep temperature gradient across the 
thin condensate film was observed in these regimes, indicating highly 
efficient heat transfer.

Lee et al. [29] and Kharangate et al. [30] performed computational 
studies of FC-72 condensation within a tube of D = 11.89 mm under 
vertical downflow and vertical upflow conditions, respectively. To 
enhance numerical stability during liquid film initialization and expe
dite convergence, a thin condensate film was manually introduced at the 
location where the flow reached saturation (xe = 1). The simulated 
temperature distribution across this film showed good agreement with 
the corresponding eddy diffusivity profile, which effectively attenuates 
turbulent fluctuations near both the wall and the liquid–vapor interface.

Li et al. [31] numerically investigated condensation of R410A in an 
isothermal horizontal tube with an inner diameter of D = 3.78 mm under 
varying gravity levels. Consistent with observations by other re
searchers, reducing the level of gravity led to a more circumferentially 
uniform condensate film and lower heat transfer coefficients at low mass 
fluxes. Under Earth gravity, the authors observed a buoyancy-induced 
vortex near the bottom of the vapor core, accompanied by liquid flow 
along the tube wall from the top toward the bottom of the channel. In 
microgravity, the streamlines were oriented radially outward, and small 
vortices formed within the liquid film at low vapor qualities. This flow 
behavior was attributed to vapor migration toward the liquid–vapor 
interface, which acts as a mass sink for the vapor phase.

Li et al. [32] numerically studied the effects of gravity and surface 
tension on the condensation of R134a in a horizontal square channel 
with a hydraulic diameter of Dh = 1 mm subjected to a constant wall 
heat flux. The influence of gravity was found to be negligible in short 
channels, where condensate redistribution was minimal. In longer 
channels, however, buoyancy caused liquid to accumulate along the 
bottom wall, producing a thicker film compared to the upper surface. 
Incorporating surface tension effects led to thinning of the condensate 

Table 1 (continued )

Authors Geometry and operating conditions Key models and 
parameters

Li et al. (2018) 
[32]

• R134a
• Horizontal, 1ge

• Square channel with Ac = 1 mm 
× 1 mm and L = 50 – 600 mm

• G = 50 – 500 kg/m2 s
• Tsat = 40 ◦C
• xin = 1
• Constant q"w

• Steady
• 3-D
• VOF
• CSF
• Lee model:

ri = 1000 s-1

• k–ε turbulence model
Wu & Li (2018) 

[33]
• R32
• Horizontal, 1ge

• Tube with D = 0.1 mm and L = 5 
mm

• G = 100 – 200 kg/m2 s
• Tsat = 60 ◦C
• xin = 0.5
• Constant Tw = 20 ◦C

• Transient
• 2-D, axisymmetric
• VOF
• CSF
• Lee Model 

○ ri = 3.3 × 109 s-1

• Laminar flow

Toninelli et al. 
(2019) [34]

• R134a
• Horizontal and vertical 

Downflow, 1ge

• Tube with inlet D = 3.4 mm and 
L = 136 – 900 mm

• G = 50 – 200 kg/m2 s
• Tsat = 40 ◦C
• xin = 0.6 – 1
• Constant Tw = 30 ◦C

• Steady and transient
• 3-D and 2-D 

axisymmetric
• VOF
• CSF
• Lee model:

ri = 1 × 105 – 6 × 106 s-1 

depending on case

• SST k-ω and low-Re 
k–ω turbulence model

Gu et al. (2019) 
[35]

• R1234ze(E)
• Varied orientation from vertical 

upflow to vertical downflow, 1ge

• Tube with D = 0.1 mm and L = 5 
mm

• G = 300 – 800 kg/m2 s
• Tsat = 313 K
• xin = 1
• Constant Tw = 303 K

• Steady
• 3-D
• VOF
• CSF
• Lee model:

ri = 4.5 × 105 – 1.1 ×
106 s-1 depending on 
case

• SST k-ω turbulence 
model

Lei et al. (2020) 
[36]

• FC-72
• Horizontal, 1ge

• Rectangular channel with Ac = 1 
mm × 1 mm and L = 300 mm, 
cooled along 3 walls

• G = 68 – 367 kg/m2 s
• Tsat = 57.2 – 62.3 ◦C
• xin = 1
• Polynomial for q"w derived from 

experimental data

• Transient
• 3-D
• VOF
• CSF
• Lee model:

ri = 33,000 s-1

• SST k-ω turbulence 
model

Qiu et al. (2020) 
[37]

• FC-72
• Microgravity
• Tube with D = 7.12 mm and L =

791.72 mm
• G = 128.99 – 177.79 kg/m2 s
• Tsat = 333.48 – 335.56 K
• xin = 0.71 – 0.89
• Polynomial for q"w derived from 

experimental data

• Transient
• 2-D axisymmetric
• VOF
• CSF
• Lee model:

ri = 10,000 s-1

• SST k-ω turbulence 
model

Tang et al. 
(2020) [38]

• R410A
• Horizontal, 1ge

• Tube with D = 4.54 mm and L =
43.9 mm (with micro-fin tubes 
containing either straight or he
lical fins on tube interior)

• G = 500 – 700 kg/m2 s
• Tsat = 320 K
• xin = 1
• Constant Tw = 310 K

• Steady
• 3-D
• VOF
• CSF
• Lee model:

ri = 1.5 × 106 s-1

• SST k-ω turbulence 
model

Lee et al. (2020) 
[39]

• HFO-1234yf
• Horizontal, 1ge

• Converging tube with inlet D = 4 
mm and L = 600 mm

• Steady
• 3-D
• VOF
• CSF

Table 1 (continued )

Authors Geometry and operating conditions Key models and 
parameters

• G = 200 – 800 kg/m2 s
• Tsat = 288 K
• xin = 1
• Constant q"w = 9.9 – 24.3 kW/m2

• Lee model:

ri = 8 × 105 – 3 × 106 s-1 

depending on case

• SST k-ω turbulence 
model

Dai et al. (2022) 
[40]

• Propane
• Horizontal, 1ge

• Tube with D = 4 mm and L = 900 
mm

• G = 180 – 360 kg/m2 s
• Tsat = 313 – 328 K
• xin = 1
• Constant Tw = 293 – 323 K

• Steady
• 3-D
• VOF
• CSF
• Lee model:

ri = 3000 – 10,000 s-1 

depending on case

• SST k-ω turbulence 
model

He et al. (2023) 
[41]

• Neon
• Horizontal, 0ge, 0.17ge, 0.38ge, 

1ge

• Tube with inlet D = 1 mm and 2 
mm, and L = 0.25 m

• G = 20 – 187 kg/m2 s
• Tsat = 24.5 – 44.5 K
• xin = 1
• Constant qw = 7.5 kW/m2

• Transient
• 3-D
• VOF
• CSF
• Lee model:

ri = 30,000 s-1

• SST k-ω turbulence 
model
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film and consequently enhanced the overall heat transfer coefficient.
Wu and Li [33] investigated condensation of R32 within a microtube 

of D = 0.1 mm. In the annular flow regime, interfacial waves were 
generated by pressure fluctuations associated with bubble release from 
the vapor core. The amplitude of these ripples increased at higher flow 
rates, where viscous forces dominated over surface tension. However, 
the local heat transfer coefficient was found to be largely independent of 
flow rate and instead governed primarily by local vapor quality.

Toninelli et al. [34] conducted a series of numerical simulations 
examining condensation of R134a within an isothermal circular tube. 
Their simulations successfully reproduced interfacial waves and droplet 
entrainment phenomena observed in corresponding experiments, 
although these features were captured only under transient conditions. 
The presence of interfacial waves led to a reduction in the average liquid 
film thickness and an associated enhancement of the heat transfer co
efficient. In contrast, steady-state simulations of horizontal flow pro
duced a smooth liquid–vapor interface and stratified flow pattern, which 
reduced heat transfer in the lower portion of the channel.

Gu et al. [35] performed a computational study of R1234ze(E) 
condensation within an isothermal circular tube of D = 4.57 mm, 
examining various flow orientations ranging from vertical upflow to 
vertical downflow. Overall, the downflow orientation produced higher 
heat transfer coefficients and larger frictional pressure gradients 
compared to upflow. However, the influence of orientation on the heat 
transfer coefficient diminished at higher mass fluxes and vapor qualities, 
where inertial and shear effects became dominant.

Lei et al. [36] numerically investigated condensation of FC-72 in a 
horizontal square microchannel measuring 1 mm × 1 mm, with an 
axially varying cooling heat flux (derived from experimental data) 
applied to three of the channel walls. Their simulations successfully 
reproduced the observed flow patterns and predicted wall temperatures 
with an average deviation of less than 7 % relative to experimental 
measurements. At the lowest flow rate, rapid transitions between flow 
patterns produced large axial temperature gradients along the bottom 
wall, whereas higher flow rates yielded more uniform, nearly isothermal 
wall temperatures. Analysis of the simulated local fluid temperatures 
revealed a strong correlation between temperature distribution and the 
prevailing flow pattern.

Qiu et al. [37] simulated condensation of FC-72 within a circular 
tube of D = 7.12 mm subjected to a circumferentially uniform yet axially 
varying cooling heat flux. The flow entered the tube in an annular 
two-phase state. The authors demonstrated the effectiveness of the Lee 
model in accurately capturing phase-change dynamics. Although some 
deviations were observed in the local wall temperature predictions, the 
average wall temperatures exhibited good agreement with experimental 
measurements. The study concluded that fully three-dimensional CFD 
models are necessary to achieve high-fidelity predictions of condensa
tion behavior; however, their substantial computational cost remains a 
significant limitation for large-domain simulations.

Tang et al. [38] conducted numerical simulations of R410A 
condensation within an isothermal micro-finned tube of D = 4.54 mm. 
Two fin geometries were examined: straight fins and helical fins with 
varying helix angles. As vapor quality decreased, the heat transfer co
efficient correspondingly declined. However, the helical fin configura
tions generated a centrifugal force that promoted circumferential liquid 
redistribution, thereby enhancing heat transfer performance at low 
vapor qualities (below xe = 0.6).

Lee et al. [39] computationally investigated the condensation of 
HFO-1234yf inside straight and converging isothermal tubes. During 
annular flow, interfacial ripples formed wavy liquid films, and portions 
of the film were shed as liquid ligaments that became entrained in the 
vapor core. In the converging tube, the condensate film was up to 15 % 
thinner due to stronger velocity gradients at the liquid–vapor interface. 
This thinning enhanced the heat transfer coefficient but also led to a 10 
% increase in pressure drop.

Dai et al. [40] conducted computational simulations of propane 

condensation within an isothermal circular tube of D = 4 mm. The 
predicted heat transfer coefficients agreed with experimental measure
ments within 20 %. The authors reported that increasing mass velocity, 
decreasing saturation temperature, and increasing wall subcooling each 
enhanced the heat transfer coefficient, with wall subcooling exerting the 
strongest influence on both flow pattern and velocity distribution. At 
low wall subcooling, the flow remained annular; however, when wall 
subcooling was increased to 20 K, the flow transitioned to a plug flow 
pattern.

He et al. [41] numerically studied flow condensation of cryogenic 
neon inside horizontal tubes of D = 1 mm and 2 mm. They investigated 
gravity effect on condensation flow pattern, local condensate film dis
tribution, and local and global heat transfer by comparing simulation 
results from zero gravity, Lunar gravity, Martian gravity, and Earth 
gravity. The study concluded that the liquid film becomes unstable in 
lower gravity level. Furthermore, under low mass velocity, the heat 
transfer is enhanced in the high vapor quality region, but it is deterio
rated in low vapor quality region (below xe = 0.19). The gravity effect is 
more significant in smaller tube diameters and decreases as mass ve
locity gets higher.

1.4. Objectives of present study

This study represents a collaborative effort between the Purdue 
University Boiling and Two-Phase Flow Laboratory (PU-BTPFL) and 
NASA Glenn Research Center, initiated in 2011 with the primary goal of 
developing the Flow Boiling and Condensation Experiment (FBCE). 
FBCE is NASA’s largest and most complex phase-change facility ever 
designed for long-duration microgravity research and was successfully 
deployed aboard the International Space Station (ISS) in 2021. The 
mission of FBCE is to advance understanding of the effects of micro
gravity on flow boiling and flow condensation processes. As part of the 
FBCE campaign, Mudawar et al. [16] obtained long-duration, steady-
state condensation data under microgravity conditions aboard the ISS, 
yielding a comprehensive heat transfer database exceeding 2000 data 
points and encompassing the full condensation spectrum—from super
heated vapor upstream to subcooled liquid downstream. The present 
paper extends this effort through a detailed computational investigation 
of flow condensation in microgravity, focusing on the validation and 
application of numerical simulations of n-perfluorohexane (nPFH) 
condensation within the FBCE Condensation Module for Heat Transfer 
(CM-HT).

Simulations were first conducted for vertical downflow condensation 
using the Volume of Fluid (VOF) method to capture the development of a 
distinct liquid film along the condensing surface. Agreement between 
the predicted and experimentally measured wall temperatures was 
significantly improved by incorporating an interfacial shear model 
(implemented as a User-Defined Function (UDF)) to account for mo
mentum transfer between the vapor core and the liquid film, thereby 
addressing certain limitations inherent in the standard VOF framework. 
The enhanced model was subsequently applied to simulate condensation 
within CM-HT under microgravity conditions. The model simulated flow 
condensation from low mass velocity of G = 53.8 kg/m² s up to high 
mass velocity of G = 242.9 kg/m² s. The results were validated against 
wall temperature measurements obtained during the CM-HT conden
sation experiments conducted under and aboard the ISS as part of the 
Flow Boiling and Condensation Experiment (FBCE). In addition to 
temperature validation, detailed analyses of local heat flux, interfacial 
morphology, and turbulence structure, which are difficult to measure in 
experiments, were conducted. The findings of this study support the 
present CFD model can give thorough understanding of flow conden
sation and be an accurate predictive tool for two-phase thermal systems 
in both microgravity and Earth gravity.
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2. Experimental methods

The present study utilizes previously published experimental data 
obtained from the Condensation Module for Heat Transfer (CM-HT) to 
validate the results of the numerical simulations. This section provides a 
brief overview of the essential aspects of the experimental data collec
tion methodology. Comprehensive descriptions of the flow loop design, 
test module configuration, experimental procedures, data reduction 
techniques, and measurement uncertainty analyses can be found in a 
previous detailed experimental paper [16].

2.1. Condensation module for heat transfer

Fig. 1 illustrates the Condensation Module for Heat Transfer (CM- 
HT), which functions as a counter-flow, tube-in-tube heat exchanger. 
The working fluid, n-perfluorohexane (nPFH), flows through the inner 
stainless-steel tube with an inner diameter of 7.24 mm, as shown in 
Fig. 1(a). Over an active condensation length of L = 574.5 mm, the nPFH 
rejects heat to a counter-flowing stream of cooling water. The water 

travels through the annulus formed between the tube’s 7.94 mm outer 
diameter and a 12.70 mm diameter circular channel machined into a 
polycarbonate block that encases the tube. To reduce flow non
uniformities originating from the upstream 90◦ bend, a honeycomb 
straightener is installed immediately before the condensing section to 
align streamlines and suppress large-scale eddies. G10 plastic insulation 
sleeves are positioned upstream and downstream of the condensing 
length to minimize parasitic heat transfer between the nPFH and water 
streams. The polycarbonate housing consists of two clamped halves 
compressed between aluminum support plates, with thermocouples and 
pressure transducers integrated throughout CM-HT to facilitate detailed 
heat-transfer measurements.

The inlet and outlet temperatures of both the nPFH and cooling 
water are measured using type-E thermocouples inserted directly into 
the respective flow streams. Absolute pressure transducers monitor the 
nPFH pressure immediately upstream and downstream of the 
condensing section, while the cooling-water pressure is measured on 
both sides of the CM-HT. Along the length of the channel, the outer-wall 
temperature of the stainless-steel tube and the water temperature within 

Fig. 1. Schematic representations of Condensation Module for Heat Transfer (CM-HT) depicting the (a) circumferential and (b) axial locations of thermocou
ples [16].
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the annulus are recorded at eleven axial stations, as illustrated in Fig. 1
(b). The circumferential placement of thermocouples at each station is 
also shown in Fig. 1(b). Axial spacing between stations is reduced near 
the nPFH inlet to capture the rapid temperature variations associated 
with liquid-film formation and early condensation development.

2.2. Two-Phase flow loop and integration onboard the ISS

A schematic of the closed-loop system is presented in Fig. 2. The 
setup mirrors the flow-boiling loop of the FBCE [42], differing only in 
the test section. Circulation of the working fluid is maintained by a 
positive-displacement internal-gear pump. Immediately downstream, a 
Coriolis flowmeter measures the mass flow rate and provides feedback 
control to the pump’s flow controller. The fluid then passes through a 
filter before entering the preheater, designated as the Bulk Heater 
Module (BHM), which raises the subcooled liquid to the desired inlet 
condition for the CM-HT. Within CM-HT, detailed heat-transfer mea
surements are obtained as the working fluid rejects heat to the coun
terflowing cooling water supplied by the ISS Thermal Control System 
(ITCS). The nPFH exits CM-HT either as a saturated two-phase mixture 
or as a subcooled liquid, depending on the test condition. Any residual 
heat added in the BHM is subsequently removed in a downstream 
liquid-to-water heat exchanger, referred to in Fig. 2 as the condenser. A 
static mixer positioned after the condenser ensures thermodynamic 
uniformity of the nPFH before it returns to the pump inlet. An accu
mulator, connected via a T-junction between the mixer and pump, es
tablishes the system reference pressure and suppresses two-phase flow 
instabilities. Pressures and temperatures are continuously monitored at 
multiple locations throughout the loop using a combination of pressure 
transducers, thermocouples, and RTDs.

2.3. Operating procedure

All operations were conducted remotely from the NASA Glenn 
Research Center (GRC) Telescience Support Center using in-house con
trol software. Once installed on the ISS, the payload required no crew 
intervention. During steady-state data acquisition, sensors sampled at 5 
Hz, while a reduced sampling rate of 1 Hz was used during other periods. 
Data were routinely downlinked to GRC for analysis. Prior to each test 
day, the nPFH working fluid was degassed for several hours to remove 
noncondensable gases—a precautionary step to mitigate air ingress 
when the system rested in a sub-atmospheric state, as required by ISS 
safety protocols.

For each run, target inlet conditions were defined through the con
trol software, specifying the nPFH mass velocity (G), inlet pressure (Pin), 
inlet temperature (Tin), thermodynamic equilibrium quality (xe,in), and 
water mass velocity (Gw) referenced to the annular cross-section. The 
pump speed, accumulator air-side pressure, Bulk Heater Module (BHM) 
power, and ISS Thermal Control System (ITCS) valve settings were 
adjusted to achieve these setpoints. Once steady-state conditions were 
reached, data were recorded for five minutes at 5 Hz, and the final two 
minutes of each dataset were time-averaged to obtain the steady-state 
values reported herein. New operating points were then uploaded, and 
the procedure was repeated for subsequent runs.

3. Computational methods

3.1. Computational model and constitutive equations

This study employs ANSYS Fluent to perform two-dimensional, 
axisymmetric, transient simulations of condensation within the CM- 

Fig. 2. Schematic diagram of two-phase flow loop used for flow condensation experiments [16].
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HT. The transient analysis tracks the dynamic evolution of two-phase 
flow and heat transfer both across and along the heated length of the 
flow channel. To capture detailed interfacial behavior, interface 
tracking is implemented using the Lee mass transfer model in conjunction 
with the Continuous Surface Force (CSF) model within the transient 
Volume of Fluid (VOF) framework. The Geo-Reconstruction scheme (also 
referred to as the piecewise-linear method) is applied to maintain a 
sharply defined liquid–vapor interface and minimize artificial interfacial 
diffusion caused by numerical smearing.

Conservation of mass is solved separately for each phase, accounting 
for the transient variation and advection of the volume fraction, as well 
as the net interfacial mass transfer resulting from phase change within 
each computational cell. The governing equations for the liquid and 
vapor phases are expressed in Eq. (1) and Eq. (2), respectively. 

∂αf

∂t
+∇⋅

(

αf u→f

)

=
1
ρf

∑(
ṁgf − ṁfg

)
, (1) 

and 

∂αg

∂t
+∇⋅

(

αg u→g

)

=
1
ρg

∑(
ṁfg − ṁgf

)
, (2) 

where α, t, u, ρ, and ṁ, are volume fraction, time, velocity, density, and 
mass transfer rate by evaporation (with subscript of fg) and condensa
tion (with subscript of gf), respectively. Notice that the sum of void 
fractions for the individual phases in each cell is equal to unity, meaning 
the Eq. (2) is not solved and the liquid volume fraction is computed as αf 

= 1 − αg. The physical properties appearing in the governing equations 
are expressed as functions of properties of individual phases weighted 
with respect to the volume fraction.

VOF solves a single momentum equation expressed as 

∂
∂t
(ρu) + ∇⋅(ρuu) = − ∇P +∇⋅

[
μ
(
∇u+∇uT)] − σκδ(φ)∇φ + ρg + F,

(3) 

where P, µ, g, and F are the pressure, viscosity, gravitational accelera
tion, and additional body forces, respectively. Similarly, a single energy 
conservation equation, given in Eq. (4), is solved, 

∂
∂t
(ρE) + ∇⋅( u→(ρE+P)) = ∇⋅

(
keff∇T

)
+ SE, (4) 

where SE is the latent heat transfer via phase change, 

SE = ṁfghfg (5) 

Interfacial mass transfer rates are computed using the Lee model 
[42], 

ṁfg = riαf ρf

(
Tf − Tsat

)

Tsat
for evaporation (6) 

ṁgf = riαgρg

(
Tsat − Tg

)

Tsat
for condensation, (7) 

where ri, T, and Tsat are the mass transfer intensity factor, temperature, 
and saturation temperature, respectively.

Because the predictive fidelity of the Lee phase-change model [43] is 
highly sensitive to the interfacial mass transfer coefficient (rᵢ), a 
parameter study was performed to identify a value that ensures both 
numerical stability and accurate prediction of condensation behavior for 
the present simulations. In a previous flow-condensation CFD investi
gation, Lei et al. [36] examined rᵢ values ranging from 300 to 33,000 s⁻¹ 
and found that rᵢ = 33,000 s⁻¹ provided the best agreement with 
measured wall and interfacial temperatures. Building on that result, the 
current analysis extended the range to higher values, testing four co
efficients: 33,000, 50,000, 100,000, and 200,000 s⁻¹, as shown in Fig. 3. 

As illustrated in Fig. 3(a), the streamwise wall temperature profile 
predicted using rᵢ = 33,000 s⁻¹ most closely matches the experimental 
data over the entire condensing length. To quantify this observation, 
Fig. 3(b) presents the mean absolute wall temperature error as a function 
of rᵢ. The minimum error occurs at rᵢ = 33,000 s⁻¹, whereas larger rᵢ 
values significantly overpredict the local phase-change rate, resulting in 
greater deviation from experimental results. Although rᵢ = 200,000 s⁻¹ 
produced a comparable but slightly higher error, this setting led to nu
merical instability and eventual divergence. Therefore, balancing ac
curacy and robustness, rᵢ = 33,000 s⁻¹ was selected for all simulations, 
with the same coefficient applied consistently to both condensation and 
evaporation source terms throughout this study.

Turbulence and eddy dissipation effects, including viscous heating, 
are modeled using the Shear-Stress Transport (SST) k–ω turbulence model, 
which offers superior near-wall resolution for multiphase flow simula
tions. The turbulent kinetic energy and specific dissipation rate in the 
SST k-w model can be expressed as 

∂
∂t
(ρκ) + ∇⋅

(
ρ V→κ

)
= ∇⋅(Γκ∇κ) + G̃κ − Yκ (8) 

∂
∂t
(ρω) + ∇⋅

(
ρ V→ω

)
= ∇⋅(Γω∇ω) + Gω − Yω + Dω (9) 

Fig. 3. ri,cond value optimization test result showing (a) wall temperature 
comparison between measured streamwise temperature profile to predicted 
streamwise temperature profile with four different ri,cond values, and (b) 
average prediction error with respect to ri,cond value.
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where κ, ω, G̃κ, Gω are the turbulent kinetic energy, specific dissipation 
rate, turbulent viscosity, generation of turbulence kinetic energy and 
generation of specific dissipation rate, respectively. Γκ, Γω, Yκ, Yω, Dω 
are represent effective diffusivity of κ and ω, dissipation of κ and ω due to 
turbulence, and the cross-diffusion term, respectively.

3.2. Additional momentum source term: interfacial shear

An additional momentum source term, included in F, is incorporated 
through a User-Defined Function (UDF) to enhance shear at the interface 
between the liquid film and vapor core. This term represents the inter
facial shear stress and is formulated following the treatment proposed by 
Wallis [44], expressed as 

τi =
1
2
fiρg

(
ug − ui

)2
+

(
ug − ui

)
Γgf

2pf ,b
(10) 

where τi, fi, ug, ui, Γgf , and pf ,b denote the interfacial shear stress, 
interfacial friction factor, bulk vapor velocity, interfacial velocity, 
condensation rate per unit length, and interfacial perimeter, respec
tively. The interfacial friction factor fi is determined using the correla
tion proposed by Shah et al. [45] and is calculated as 

fi = 16/Rec for (11) 

fi = 0.079Rec
− 0.25 for 2000 ≤ Rec < 20000 (12) 

fi = 0.046Rec
− 0.2 for Rec ≥ 20000 (13) 

Rec = ρg
(
ug − ui

)
(D − 2δ)

/
μg (14) 

Eqs. (11)–(14) are based on smooth interface assumption, neglecting 
the roughness effect from the fluctuating interface. The interfacial shear 
is applied in each cell that is considered to be at the phase interface. 
Since the cells are on a micrometer scale, the phase interface will be 
smooth, and influence of the interface fluctuations is minuscule. 
Therefore, smooth interface assumption is reasonable in the present 
model.

In order to apply interfacial shear calculated from Eq. (10) to the 
momentum term F in Eq. (3), the stress term should be converted into 
momentum term. The conversion of stress term at each cell into mo
mentum term is expressed as 

F =
τiAi

Vcell
=

τipf ,bπΔc
AcellΔc

=
τipf ,bπ
Acell

(15) 

where Ai, Acell, and Vcell represent the area of the phase interface at the 
cell, cross-section area of the cell, and volume of the cell.

The influence of this additional momentum source term on the flow 
and heat transfer characteristics will be discussed in detail in a later 
section.

3.3. Computational domain and grid independence test

Fig. 4 shows the computational domain, which replicates the CM-HT 
test section depicted in Fig. 1. The model employs a two-dimensional, 
axisymmetric representation of the concentric tube geometry. The 

Fig. 4. Schematics for computational domain representing both nPFH and water flow channels with solid wall region for conjugated heat transfer.
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working fluid, n-perfluorohexane (nPFH), flows through the inner tube 
with an inner diameter of 7.24 mm over a condensing length of 574.5 
mm. The coolant water flows countercurrently through the annulus 
formed by the 7.94 mm outer diameter of the inner tube and a sur
rounding circular channel of 12.70 mm diameter. The axisymmetric 
formulation substantially reduces computational cost while accurately 
preserving the essential geometric characteristics of the experiment. The 
domain includes a 0.35 mm thick stainless-steel wall to enable conjugate 
heat transfer between the solid and fluid regions. A non-uniform mesh is 
applied, with near-wall refinement to resolve the viscous sublayer and 
accurately capture interfacial gradients critical to filmwise 
condensation.

Fig. 5 summarizes the results of the grid independence assessment. 
Fig. 5(a) compares the streamwise wall temperature profiles obtained 
using four different grid resolutions, ranging from 1 µm to 12 µm. The 1 
µm grid provides the closest agreement with the experimentally 
measured wall temperatures along the entire condensing length. This 
trend is further illustrated in Fig. 5(b), which presents the mean absolute 
wall-temperature error between the CFD predictions and experimental 
data as a function of grid size. A clear reduction in error is observed as 
the grid is refined. Consequently, the 1 µm grid was selected for all 
subsequent simulations, as it yielded the lowest average wall- 
temperature error of 2.2 K.

It is worth noting that larger grid sizes, ranging from 20 µm to 100 
µm, were previously examined by Lei et al. [36] for flow condensation 
simulations under similar conditions. Their study reported significantly 
higher prediction errors for grid sizes exceeding 20 µm. When these 

findings are considered in conjunction with the present grid indepen
dence results, it can be concluded that a 1 µm grid provides the optimal 
resolution within the investigated range of 1–100 µm, offering the best 
balance between accuracy and computational efficiency.

3.4. Boundary conditions

In this study, six simulation cases were performed, as summarized in 
Table 2. Pre-calculated fully developed velocity profiles and the corre
sponding turbulent properties were imposed at the inlet of the fluid 
domain as boundary conditions. All wall boundaries were assigned no- 

Fig. 5. Grid independence test results showing (a) wall temperature comparison between measured streamwise temperature profile to predicted streamwise tem
perature profile with four different grid sizes, and (b) average prediction error with respect to grid sizes.

Table 2 
Summary of boundary conditions for six different cases.

Case 
#

Gravity ṁ G Pin xe,in Tin Tsat,in

1 1ge 2 g/s 53.8 kg/m2 

s
159.9 
kPa

1.09 76.2 
◦C

71.3 
◦C

2 1ge 4 g/s 102.1 kg/ 
m2 s

159.7 
kPa

1.13 80.2 
◦C

71.3 
◦C

3 1ge 6 g/s 152.3 kg/ 
m2 s

161.1 
kPa

1.13 80.6 
◦C

71.6 
◦C

4 0ge 3 g/s 72.8 kg/m2 

s
152.8 
kPa

1.07 75.8 
◦C

69.8 
◦C

5 0ge 6 g/s 145.7 kg/ 
m2 s

154.5 
kPa

1.07 76.8 
◦C

70.2 
◦C

6 0ge 10 
g/s

242.9 kg/ 
m2 s

160.2 
kPa

1.06 80.0 
◦C

71.4 
◦C
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slip conditions, while coupled heat-flux boundary conditions were 
applied at the solid–fluid interfaces to account for conjugate heat 
transfer. The inlet and outlet boundaries were specified by the imposed 
inlet velocity and outlet pressure, respectively. To ensure numerical 
stability and convergence, a global Courant number of 0.7 was main
tained, and an adaptive time-stepping scheme was employed with 
minimum and maximum time steps of 10− 7 s and 10− 5 s, respectively.

Fig. 6 presents representative radial profiles of axial velocity and 
temperature obtained from the flow condensation simulations. As 
illustrated in Figs. 1 and 4, n-perfluorohexane (nPFH) enters the CM-HT 
as superheated vapor, flows through the stainless-steel tube while 
rejecting heat to a counterflowing water stream in the surrounding 
annulus, and exits as either a two-phase mixture or a subcooled liquid. 
The profiles shown correspond to z = 0.25 m for Case 4 in Table 2. The 
temperature decreases monotonically from the nPFH vapor core, across 
the stainless-steel wall, and into the water coolant—behavior consistent 
with filmwise condensation under conjugate heat transfer conditions. 
Because both the working fluid and coolant are explicitly modeled, the 
local condensation heat flux qʹ́  can be directly evaluated, as indicated by 
the red arrow in Fig. 6, and later compared with experimentally fitted 
results. Furthermore, key interfacial transport quantities—including 
interfacial temperature and velocity, void fraction, and turbulence 
attenuation in the interfacial region—are quantified and analyzed in 
subsequent sections.

4. Results and discussion

4.1. Effect of added shear UDF on flow condensation simulation

Interfacial shear at the liquid–vapor boundary plays a critical role in 
governing liquid-film evolution and, consequently, heat transfer per
formance during flow condensation. The significant velocity slip be
tween the vapor core and condensate film induces a tangential stress 
that drags the liquid along the surface, thinning the film, reducing its 
thermal resistance, and thereby enhancing the local heat transfer coef
ficient. However, conventional VOF formulations are known to inade
quately represent interfacial momentum exchange and relative phase 

velocities, since a single momentum equation is solved for the mixture 
rather than for each individual phase [46]. To address this limitation, a 
User-Defined Function (UDF) was developed and implemented to 
augment the interfacial shear source term within the VOF framework, as 
described in Section 3.2. The fidelity of the enhanced model was eval
uated by comparing its predictions against those obtained from the 
baseline VOF solver without the UDF.

Fig. 7 presents the streamwise wall temperature profiles for Case 1 in 
Table 2, comparing the CFD predictions with the experimentally 
measured wall temperatures. Near the inlet region, where condensation 
initiates and vapor–liquid slip is most pronounced, the baseline model 
underpredicts the wall temperature by approximately 4–10 K over z =
0–200 mm. Incorporation of the UDF significantly reduces this 
discrepancy, yielding much closer agreement with the experimental 
data. This improvement reflects the physical mechanism by which 
enhanced interfacial shear thins the condensate film, thereby reducing 
the wall-to-interface temperature difference. Farther downstream, as 
condensation progresses, the vapor-core velocity decreases and inter
facial shear weakens, causing the UDF and baseline predictions to 
converge. Collectively, these results demonstrate that augmenting the 
VOF framework with the interfacial shear source term substantially 
improves the predictive accuracy of the flow condensation model. 
Consequently, the UDF-enhanced VOF formulation was employed for all 
subsequent simulations in this study.

4.2. Model validation

4.2.1. Earth gravity
The predictive accuracy of the present computational model was 

assessed by comparing the simulated wall temperature profiles with 
experimental measurements at each mass velocity under both Earth 
gravity and microgravity conditions. Fig. 8 presents the comparison for 
Earth gravity. In both the experimental data and numerical predictions, 
the wall temperature is highest near the inlet and gradually decreases 
downstream as the condensate film develops and the vapor velocity 
diminishes along the axial direction. The computational model re
produces this behavior with high fidelity, yielding a maximum average 
deviation of no more than 5.1 K from the experimental wall temperature 
measurements.

As shown in Fig. 8(a), the simulation for the lowest mass velocity 
case exhibited the highest overall prediction accuracy, with an average 
error of only 2.2 K and strong agreement across most of the condensing 
length. However, a maximum deviation of 9.8 K was observed near the 

Fig. 6. Overview of predicted radial temperature and velocity profiles across 
the full radial range covering three domains: nPFH, stainless-steel tube, and 
water domains.

Fig. 7. Comparison of streamwise wall temperature predictions against 
experimentally measured wall temperature data both with and without 
the UDF.
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downstream end. This discrepancy corresponds to the region where the 
experimentally measured wall temperature dropped sharply, indicating 
that condensation had largely ceased and the flow transitioned to a 
single-phase liquid regime. Because the present computational model is 
formulated specifically for condensation heat transfer, its predictive 
accuracy diminishes once condensation is complete. In Fig. 8(b) and (c), 
representing higher mass velocity cases, the average error increased 
slightly; however, the overall wall temperature trends remained in good 
agreement with experimental results. Moreover, the downstream dis
crepancies were substantially reduced at higher mass velocities, as 
condensation persisted closer to the outlet under these conditions.

4.2.2. Microgravity
Fig. 9 presents the wall temperature validation results for the 

microgravity cases. Under microgravity, the condensate film tends to 
thicken due to the absence of buoyancy and the greater relative influ
ence of surface tension. Consequently, even though the mass velocities 
were higher than those in the Earth gravity cases, the wall temperature 
exhibited a pronounced decrease in the downstream region, indicating 

reduced condensation activity. The maximum local error in the micro
gravity simulations occurred in this region, consistent with the down
stream deviations observed for the lowest mass velocity case under Earth 
gravity. Nevertheless, the overall predictive accuracy in microgravity 
remained satisfactory, with a maximum average error of 5.7 K, com
parable to the 5.1 K value obtained under Earth gravity. Furthermore, as 
shown in Fig. 9(b) and (c), corresponding to the higher mass velocity 
cases, the computational model demonstrated excellent agreement with 
experimental data, yielding average errors of 2.6 K and 2.2 K, respec
tively. These results confirm that the present computational model 
provides accurate predictions of condensation behavior under both 
Earth gravity and microgravity conditions.

4.3. Flow condensation predictions for other parameters

4.3.1. Predicted wall heat flux profiles
CFD is extensively used in multiphase flow research because it en

ables the prediction of parameters that are difficult or impossible to 
measure experimentally, such as local heat flux, interfacial morphology, 

Fig. 8. Comparison of streamwise wall temperature predictions against 
experimentally measured wall temperature data for (a) G = 53.8 kg/m2 s, (b) G 
= 102.1 kg/m2 s, and (c) G = 152.3 kg/m2 s under Earth gravity.

Fig. 9. Comparison of streamwise wall temperature predictions against 
experimentally measured wall temperature data for (a) G = 72.8 kg/m2 s, (b) G 
= 145.7 kg/m2 s, and (c) G = 242.9 kg/m2 s under microgravity.
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and turbulence structure. Fig. 10 compares the predicted wall heat flux 
distribution with the experimentally fitted data. In many prior compu
tational studies of condensation heat transfer, a constant wall heat flux 
boundary condition was imposed along the condensing surface without 
explicitly modeling the coolant flow [47,48]. While this simplification 
improves numerical stability and reduces computational cost, it limits 
the physical realism of the simulation. In contrast, the present study 
explicitly models the counterflow of both the working fluid and coolant, 
as illustrated in Fig. 6, thereby more accurately reproducing the 
experimental boundary conditions and capturing the true conjugate heat 
transfer behavior during flow condensation.

As shown by the fitted experimental data [16], the wall heat flux 
varies along the condensation length. In the upstream region, where 
condensation is most active, the wall heat flux either increases or re
mains high as turbulence intensifies and the liquid film develops. 
Downstream, as condensation diminishes and the flow gradually tran
sitions toward a single-phase regime, the wall heat flux correspondingly 
decreases. Especially, the measured wall heat flux significantly drops 
and approaches zero as it gets closer to the water inlet, showing big error 
and mismatching trend with the simulation. This discrepancy can be 

explained by uncertainty of the measurement method of wall heat flux in 
the experiment near the water inlet. The fitted wall heat flux data from 
the experiment was calculated using the water temperature gradient 
profile along the flow direction. Near the water inlet, the thermal 
boundary layer of water is still developing. Since the thermocouples 
measure the average water temperature, the measured water tempera
ture gradient will be lower than the water temperature gradient near the 
wall. Therefore, the measured wall heat flux will be lower than the 
actual value and will get closer to zero as it gets closer to the water inlet. 
Furthermore, as noted in the previous section, the present computa
tional model exhibits relatively higher prediction error in the down
stream region. However, considering the region where condensation is 
active, and the thermal boundary layer of water is fully developed (0 ~ 
400 mm), the present model accurately captures the wall heat flux 
distribution and reproduces the experimental trend.

In Fig. 10(a), the predicted wall heat flux shows good agreement 
with experimental results up to the point where the heat flux begins to 
decrease in the lowest mass velocity case. The downstream decline is 
also well captured. In Fig. 10(b) and (c), corresponding to higher mass 
velocities, the predicted wall heat flux is slightly lower than the exper
imental values in the upstream region; however, the average wall heat 
flux remains comparable. In all cases, the simulations reproduce the 
characteristic pattern of wall heat flux increasing and then decreasing 
along the condensation length. Overall, the model reflects the spatial 
variation of wall heat flux during condensation, offering a more realistic 
representation than simulations employing a fixed heat flux boundary 
condition, while maintaining acceptable error levels.

4.3.2. Predicted interface profiles
Computational analysis serves as a powerful tool for investigating 

interfacial physics, which is fundamental to understanding two-phase 
heat transfer mechanisms. Fig. 11 presents the distributions of void 
fraction, interface thickness, fluid temperature, and axial velocity near 
the phase interface under Earth gravity. As mass velocity increases, the 
velocity gradient across the interface becomes steeper. The larger ve
locity difference between the liquid and vapor phases enhances inter
facial shear, which in turn exerts a stronger tangential drag on the 
condensate film. This increased shear thins the liquid film and sup
presses droplet entrainment into the vapor core, resulting in a reduced 
interfacial thickness at higher mass velocities. Furthermore, because the 
liquid film acts as a thermal resistance layer, its thinning leads to a lower 
interface temperature and a steeper temperature gradient across the 
liquid–vapor boundary. Consequently, the condensation heat transfer 
coefficient increases with mass velocity due to the reduction in overall 
thermal resistance. The interfacial characteristics and flow behavior 
predicted by the present computational model show good agreement 
with observations from previous flow visualization studies reported in 
the literature [49,50].

Fig. 12 presents the interfacial profiles under microgravity condi
tions. Overall, the trends of velocity, temperature, and void fraction 
gradients across the interface are similar to those observed under Earth 
gravity, exhibiting steeper gradients with increasing mass velocity. 
However, a notable difference appears in the lowest mass velocity case. 
As shown in Figs. 11(a) and 12(a), despite the higher mass velocity in 
microgravity, the void fraction gradient is steeper than that in Earth 
gravity. Under microgravity, surface tension becomes the dominant 
interfacial force due to the absence of buoyancy, promoting droplet 
entrainment and leading to a thicker liquid–vapor interface character
ized by larger droplets. At higher mass velocities, Fig. 12(b) and (c), this 
behavior is no longer observed, indicating that the influence of gravity 
diminishes as inertial forces increase. The slightly thicker interface seen 
in the highest mass velocity case compared to the mid-range case can be 
attributed to enhanced interfacial wave motion resulting from increased 
turbulence intensity. The gravity-dependent trends identified in this 
study show strong consistency with the flow visualization observations 
reported by Berto et al. [13].

Fig. 10. Wall heat flux predicted from the computational model for (a) G =
72.8 kg/m2 s, (b) G = 145.7 kg/m2 s, and (c) G = 242.9 kg/m2 s under 
microgravity.
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4.3.3. Predicted turbulence profiles
Understanding turbulence is crucial in condensation processes, as 

turbulent eddies significantly enhance the heat transfer coefficient. 
Computational modeling provides valuable access to turbulence 
parameter profiles that are difficult to obtain experimentally. Fig. 13
illustrates the turbulence characteristics near the liquid–vapor interface 
under microgravity conditions. The profiles obtained in the present 
study align well with those reported in previous research on interfacial 

turbulence damping [51].
As shown in Figs. 13(a) and (b), the turbulent kinetic energy and 

eddy viscosity profiles exhibit similar trends: both approach zero at the 
wall and at the phase interface while reaching peak values within the 
middle of the liquid film. Turbulence near the wall is suppressed due to 
dominant viscous forces, whereas at the phase interface, velocity fluc
tuations are strongly damped by surface tension, causing viscous effects 
to prevail—analogous to behavior near the solid boundary. The specific 

Fig. 11. Interfacial profiles predicted from the computational model for (a) G = 53.8 kg/m2 s, (b) G = 102.1 kg/m2 s, and (c) G = 152.3 kg/m2 s under Earth gravity.
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dissipation rate profile further indicates that turbulent energy is dissi
pated and converted into sensible heat at the interface, contributing to 
the steep temperature gradient observed in this region.

5. Conclusions

This study presents the validation and results of numerical simula
tions of n-perfluorohexane (nPFH) condensation within the 

Condensation Module for Heat Transfer (CM-HT). The computational 
framework improves upon the conventional Volume of Fluid (VOF) 
model by incorporating an interfacial shear term between the vapor core 
and liquid film, implemented through a User-Defined Function (UDF). 
The influence of this UDF was evaluated by comparing results from the 
enhanced model against those obtained using the baseline VOF formu
lation without the added shear treatment. The validated model was 
subsequently applied to simulate condensation within the CM-HT under 

Fig. 12. Interfacial profiles predicted from the computational model for (a) G = 72.8 kg/m2 s, (b) G = 145.7 kg/m2 s, and (c) G = 242.9 kg/m2 s under microgravity.
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both microgravity conditions, during CM-HT condensation experiments 
conducted aboard the International Space Station as part of the Flow 
Boiling and Condensation Experiment (FBCE), and Earth gravity con
ditions. The model simulated low mass velocity of G = 53.8 kg/m² s up 
to high mass velocity of G = 242.9 kg/m² s. In addition to temperature 
validation, detailed analyses of wall heat flux distributions, interfacial 
transport behavior, and turbulence characteristics were presented. The 
developed computational model demonstrates strong capability in pre
dicting heat transfer behavior during condensation and provides valu
able physical insights into two-phase flow mechanisms in both Earth 
gravity and microgravity. The key findings of this study are summarized 
as follows: 

(1) Incorporating interfacial shear through the User-Defined Func
tion (UDF) improves the VOF model’s tendency to underpredict 
wall temperatures in the upstream region. The enhanced inter
facial shear increases the tangential drag exerted by the vapor 
core on the liquid film, resulting in a thinner condensate layer 
and a reduced temperature difference between the wall and the 
saturation interface. The influence of the UDF is most pronounced 
near the condensation onset, where vapor velocities are highest, 

and gradually diminishes downstream as the vapor core velocity 
decreases with condensation progression.

(2) The simulation results show good agreement with experimental 
data, with maximum average wall-temperature deviations of 5.1 
K under Earth gravity and 5.7 K under microgravity. The largest 
local errors typically occur in the downstream region, where 
condensation diminishes and the flow transitions to a single- 
phase liquid regime.

(3) In the present computational model, both the working fluid and 
coolant were explicitly modeled in a counterflow configuration, 
rather than imposing a constant wall heat flux boundary condi
tion. The predicted wall heat flux distribution aligns well with the 
experimentally fitted data in regions where condensation is 
active. Moreover, the model successfully captures the spatial 
variation of wall heat flux along the condensing wall, offering a 
more realistic representation of the heat transfer process 
compared to the fixed-flux approach.

(4) Analysis of the interfacial profiles reveals that stronger interfacial 
shear at higher mass velocities enhances liquid-film drag and 
suppresses droplet entrainment, thereby reducing both the liquid- 
film thickness and the overall interfacial thickness. At low mass 
velocities, however, droplet entrainment is promoted under 

Fig. 13. Turbulence profiles predicted from the computational model for G = 242.9 kg/m2 s under microgravity.
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microgravity conditions due to the dominant influence of surface 
tension. As mass velocity increases, inertial forces become more 
significant, rendering the effects of gravity negligible.

(5) The turbulent kinetic energy and eddy diffusivity are both 
significantly damped near the wall and the liquid–vapor inter
face. Turbulence suppression at the interface results from domi
nant surface tension forces, causing viscous effects to prevail in a 
manner similar to that near the solid wall. The specific dissipation 
rate profiles further indicate that turbulent energy is dissipated 
and converted into sensible heat at the interface.

Data availability

The experimental raw data used in this paper will be publicly made 
available in a future NASA repository.
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