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A B S T R A C T   

Critical heat flux (CHF) is arguably the most important design parameter for applications involving cooling of 
high heat flux devices. Despite prior limited successes, developing accurate predictive tools for CHF remains 
quite challenging, but key identifiable trigger mechanisms for CHF are intermittent liquid film dryout, complete 
liquid film dryout, and departure from nucleate boiling (DNB). For saturated flow boiling in mini/micro- 
channels, dryout incipience is a necessary condition for commencement of liquid film dryout, which is 
marked by a substantial deterioration in the heat transfer coefficient. The primary objective of this study is to 
predict system parameters for dryout incipience quality using machine learning, relying on a massive database 
for this parameter. Predictions are achieved using eXtreme Gradient Boosting (XGBoost), one of the supervised 
ensemble machine learning methods. This technique is applied to the Purdue University Boiling and Two-Phase 
Flow Laboratory (PU-BTPFL) consolidated database for dryout incipience quality for saturated flow boiling in 
mini/micro-channels. This database comprises 997 datapoints amassed from 26 sources and encompasses 13 
different working fluids, hydraulic diameters from 0.51 to 6.0 mm, mass velocities from 29 to 2303 kg/m2s, 
liquid-only Reynolds numbers from 125 to 53,770, boiling numbers from 0.31×104 to 44.3×104, and reduced 
pressures from 0.005 to 0.78. Optuna, a supervised automated hyper-parameter optimization software, is used to 
set the best hyper-parameters in the learning process based on the consolidated database. A part of consolidated 
database is used to train the XGBoost algorithm, and the XGBoost machine, consisting of specific input pa-
rameters, is developed with appropriately determined hyper-parameter set after optimization. The trained 
XGBoost machine is shown to provide remarkable accuracy in predicting the dryout incipience quality, evi-
denced by a mean absolute error (MAE) of 2.45% and mean absolute deviation (MAD) of 3.57×10− 2.   

1. Introduction 

The last two decades have witnessed an unprecedented increase in 
efforts aimed at managing thermal loads from high heat flux electronic 
and power devices [1,2]. The pursuit of safe and effective thermal so-
lutions is hindered by several factors, including extreme performance 
and structural sensitivity to operating temperature, and stringent 
packaging volume constraints. In response to these challenges, thermal 
engineers are relying increasingly on two-phase cooling methods, which 
capitalize upon the coolant’s both sensible and latent heat to remove the 
heat while maintaining comparatively low device temperatures. Exam-
ples are a variety of methods developed at the Purdue University Boiling 
and Two-Phase Flow Laboratory (PU-BTPFL) and other international 

cooling centers, including capillary [3], pool boiling [4,5], falling film 
[6], channel flow boiling [7], mini/micro-channel [8], jet [9,10], and 
spray [11-13]. Among these methods, recent work has focused mostly on 
mini/micro-channel heat sinks, given their multitude of benefits, 
including high heat transfer coefficient, low manufacturing cost, and 
compactness [1,2], as well as suitability for space applications [14,15]. 
Aside from conventional heat sinks, recent efforts have shifted to 
advancing mini/micro-channel cooling performance using such 
methods as hybrid micro-channel/jet impingement [16,17], bidirec-
tional counter-flow heat sinks [18], and manifold micro-channel heat 
sinks [19]. 

Despite the mentioned technological merits, two-phase mini/micro- 
channel heat sinks are not without shortcomings. A paramount chal-
lenge in application of these devices is difficulty accurately predicting 
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Nomenclature 

A flow area 
Ach channel cross-sectional area 
Ah heated surface area 
argmin minimum argument 
Bd bond number, gD2

h(ρf − ρg)/σ 
Bo boiling number, qʹ́

H/Ghfg 

C classification rule; classifier 
C* Bayes classifier 
Ca capillary number, μf G/(ρf σ)
Cc convective-confinement number, Bd0.5Re 
Co confinement number, [σ/(g(ρf − ρg)D2

h)]
0.5 

c arbitrary constant used in Eq. (15), F0(x) =

argmin
c

∑n
i=1L(yi, c)

D diameter; terms used in Eq. (12) for loss function 
Deq equivalent diameter 
Dh hydraulic diameter 
E Entropy 
err error of weak learner 
Fr Froude number, G2/ρ2gDh 

Frg,Mori Froude number used by Mori et al., Frg,Mori = G2 /(ρg(ρf −

ρg)gDeq)

Fr* modified Froude number 
Fm combined weak leaner 
FM final leaner 
f frictional factor 
fm individual weak learner from an independent m-th tree 
G mass velocity; Gini index; Gj =

∑

j∈JM

gj 

g gravitational acceleration; first order gradient 
H Hj =

∑

j∈JM

hj 

h Hessian; second order gradient 
hfg latent heat of vaporization 
htp two-phase heat transfer coefficient 
I identity matrix 
IG information gain 
i index for i-th sample in database 
inf infimum 
Jm total number of terminal nodes (or leaves) 
j index of terminal node (or leaf) 
L loss function 
Lgain gain function 
LΩ regularized loss function 
L average loss 
L̃Ω simplified regularized loss function 
lr learning rate 
M number of combined learner; total number of trees 
m index of trees 
N number of data 
P pressure 
Pcrit critical pressure 
PF wetted perimeter of channel 
PH heated perimeter of channel 
PR reduced pressure, P/Pcrit 
p dimension of feature 
pi probability of selecting data in class i 
Q heat power 
qʹ́  heat flux 
qʹ́

CHF critical heat flux 
qʹ́

H heat flux based on heated perimeter of channel 

R terminal node region 
Re Reynolds number, GDh/μ 
Rp set of real numbers having dimension of p 
r pseudo residual 
S dataset for entropy calculation 
Su Suratman number, σρDh/μ2 

T temperature 
V velocity 
We Weber number, G2Dh/ρσ 
w leaf weight; sample weight 
w* optimal weight 
xcrit dryout completion (CHF) quality 
xde dryout end quality 
xdi dryout incipience quality 
xi ith sample input 
y target feature 
yi ith sample output 
y mean value of experimental data 

Acronyms 
ANN artificial neural network 
API application programming interface 
CART classification and regression trees 
CHF critical heat flux 
CNN convolutional neural network 
DNB deviation from nucleate boiling 
DNN deep neural network 
DWO density wave oscillations 
ID3 Iterative Dichotomiser 3 
PCI parallel channel instability 
PDO pressure drop oscillations 
PFI permutation feature importance 
MAD mean absolute deviation 
MAD averaged mean absolute deviation 
MAE relative mean absolute error 
MSE mean squared error 

Greek symbols 
α amount of say 
β measure of confidence 
γ regularization constant; the minimum loss reduction 
ε smallest value used in Eq. (22) 
θ percentage predicted within ±30% 
λ regularization factor 
λΚ− Н critical Kelvin-Helmholtz instability 
μ dynamic viscosity 
ξ percentage predicted within ±50% 
ρ density 
ρr density ratio, ρg / ρf 
σ surface tension; standard deviation 
ϕm minimized objective function 
Ω equilibrium frequency of phase change; regularization 

term 

Subscripts 
ch channel 
crit critical 
de dryout end 
di dryout incipience 
eq equilibrium 
exp experimental (measured) 
f saturated liquid 
fo liquid only 
g saturated vapor 
go vapor only 
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cooling performance, which stems from such complicating two-phase 
phenomena as transient flow behavior [20,21], choking [22-24], flow 
instabilities [25-32], and perhaps most importantly, critical heat flux 
(CHF) [33], which can take the form of either departure from nucleate 
boiling (DNB) [34-36] or dryout [37-39]. 

Dryout causes a precipitous rise in the heating surface temperature 
and eventual thermal failure and is therefore considered one of the most 
critical design parameters for heat-flux-controlled surfaces [24]. 
Depending on its trigger mechanisms, dryout can be categorized into 
one of two types: static and dynamic. For static dryout, the interfacial 
shear stress induced by the velocity difference between liquid and vapor 
phases and ensuing Kelvin-Helmholtz instability induce a wavy pattern 
in the annular regime, causing partial dryout in the wave troughs [34]. 
Once all the wall liquid film is evaporated, it is called complete dryout, 
which usually happens to flows with high vapor quality in the down-
stream region. For dynamic dryout, the flow incurs different forms of 
instability, including density-wave oscillation (DWO), parallel-channel 
instability (PCI), and pressure drop oscillation (PDO), which can all 
culminate in the intermittent dryout [31]. The process of intermittent 
dryout resulting from flow instability is described in Fig. 1 [31], wherein 
and the periodic flow induces vapor back flow, which is a primary 

reason for the annular liquid film dryout downstream. Further details of 
how flow instability influences the heat transfer process in 
mini/micro-channel heat sinks are provided in the present authors’ prior 
work. The intermittent dryout takes different forms depending on the 
flow geometry and operating conditions, and given its complicated 
trigger mechanisms, its impact on the system’s thermal performance is 
highly unpredictable [27]. The dryout incipience, accompanied by a large 
reduction in the heat transfer coefficient signals the beginning of the 
dryout, and development of an accurate predicting tool for its occur-
rence is essential to the design of high heat flux devices [38]. 

Dryout in saturated flow boiling in mini/micro-channels is closely 
tied to the various complicated hydrodynamic and thermal transport 
phenomena occurring in the annular flow regime. The mechanisms of 
dryout occurrence in the nucleate boiling dominant heat transfer and the 
convective boiling dominant heat transfer are depicted in Fig. 2(a) and 2(b), 
respectively [38]. While both heat transfer modes can occur simulta-
neously along the channel, one or the other would typically dominate 
depending on operating conditions and channel length. For the nucleate 
boiling dominant heat transfer mode, heat transfer is dominated by 
bubble nucleation and departure from the heated wall. Here, higher heat 
transfer coefficients are observed in the upstream region, where active 

in inlet 
K-H Kelvin-Helmholtz 
pred predicted 
R reduced 

r ratio 
sat saturation 
w wall  

Fig. 1. Schematic renderings of transient flow patterns observed at six different times within a single periodic cycle: t1: beginning of the cycle, t2: forward liquid 
advance, t3: rapid bubble growth, t4: commencement of transition pattern, t5: commencement of wavy annular pattern, and t6: end of liquid deficient period. The 
indicated sections are as follows: 1: subcooled boiling dominant, 2: combined saturated nucleate and convective boiling, 3: saturated convective boiling by annular 
film evaporation, and 4: intermittent dryout dominant region [31]. 
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nucleation and bubbly flow prevail. This is followed by a gradual 
decrease in the heat transfer coefficient towards the downstream as the 
flow pattern transition into slug and annular wherein the nucleation is 
suppressed. For the convective boiling dominant heat transfer mode, 
which is typically encountered in relatively low heat flux scenarios, 
transition to annular flow is shifted upstream, causing much of the heat 
to be conducted across the thin liquid film before being released to the 
flow by interfacial evaporation. 

Dryout can be initiated by uneven evaporation or partial breakup of 
the wavy liquid film in the annular flow regime; both of which are 
outcomes of the Kelvin-Helmholtz instability resulting from large ve-
locity difference between the vapor core and the liquid film. Also 
associated with the velocity difference is high interfacial shear which 
induces liquid shattering of the wave crests and entrainment of liquid 
droplets, especially where flow transitions from slug to annular, as 
depicted in Fig. 2(c) [40]. Within the partial dryout region preceding the 
location of complete dryout, the heat transfer coefficient is compro-
mised by a gradual increase in the heated area exposed directly to the 
vapor core. Nonetheless, the heat transfer is maintained to a certain 
extent by a combination of evaporation through the partial liquid film 

and wall rewetting by collision of entrained liquid droplets, as depicted 
in Fig. 2(d). 

Prior attempts to develop predictive tools for dryout incipience 
quality have been based on two primary approaches: empirical corre-
lations and analytical models [41-48]. The empirical correlations were 
developed mostly through reliance on dimensionless groups deemed as 
having direct impact on the dryout process. For relatively larger (macro) 
horizontal channels, Mori et al. [49], based on experimental observa-
tions, showed that the dryout process is circumferentially asymmetric. 
They explained that the liquid film has circumferentially varying 
thickness due to gravity, and begins to dry out from the top, where the 
film is thinnest, indicative of dryout incipience, and progresses down-
ward to the bottom, resulting in dryout completion. For 
mini/micro-channels, circumferential variations in the film thickness 
are comparatively insignificant, leading to a dryout process that is 
different from that proposed by Mori et al. Instead, the dryout phe-
nomenon was empirically investigated relative to variations in the 
saturation temperature and heat flux by employing the dimensionless 
numbers of PR and Bo, respectively [44,46-48]. However, these corre-
lations are limited to few fluids (mostly CO2 and a few refrigerants) and 
narrow ranges of operating parameters. Kim and Mudawar [38] tackled 
these limitations by developing a universal correlation that is based on a 
large database spanning many fluids as well as broad ranges of relevant 
operating conditions. 

As to the analytical models for dryout, Lavin and Young [50] sug-
gested a mechanistic concept for transition from annular flow to the 
dryout region for R12 and R22 based on a relationship between Weber 
number and vapor Reynolds number. Kattan [51] suggested a different 
method for predicting the transition between annular and mist flows by 
employing the Steiner version of the Taitel-Dukler “A-M” curve. How-
ever, both approaches have limited application when attempting to 
predict dryout in mini/micro-channels. 

Attempts to utilize machine learning techniques to analyze and pre-
dict the performance of thermal systems are quickly gaining momentum 
and wide acceptance [52-54]. Among these methods, artificial neural 
network (ANN) has been especially popular for modeling thermal man-
agement systems, including predicting building energy consumption 
[52,55], heat removal rate and temperature distribution of heat ex-
changers [53,54,56], and battery temperature of electric vehicles [57, 
58]. This method has been used successfully to predict single-phase heat 
transfer coefficients [59,60], however, there have also been successes in 
modeling two-phase flow in mini/micro-channels, including both 
boiling and condensation [61,62]. Other types of neural networks which 
have been used to predict heat transfer coefficients for flow boiling and 
condensation in mini/micro-channels including deep neural networks 
(DNN) and convolutional neural networks (CNN) [63,64]. Yet another 
example is use of ensemble methods [65,66], which aim to improve the 
accuracy of predictions by combining multiple models instead of using a 
single model, and boosting methods, a category of the ensemble methods 
[67], which combine a set of weak learners into a stronger learner to 
minimize training errors. Among the different boosting methods, 
XGBoost has recently shown excellent capability in predicting the heat 
transfer coefficient for flow boiling and condensation in 
mini/micro-channels, surpassing the performances of the neural 
network counterparts [62,68]. It is for this reason that XGBoost is 
considered the most suitable machine learning method for predicting 
complex two-phase flow phenomena in mini/micro-channels, including 
dryout incipience [69]. 

The primary goal of this study is to employ the boosting method to 
predict the dryout incipience quality for saturated flow boiling in mini/ 
micro-channels. A total of 997 dryout incipience quality datapoints 
amassed from 26 sources are prepared for training and validation. 
Assessment of previous empirical correlations in predicting the experi-
mental dryout incipience quality will be conducted to select the best 
performing correlation. The data training will be conducted using three 
different boosting algorithms after determining the optimal set of input 

Fig. 2. Schematics of axial variation of flow regime and heat transfer coeffi-
cient along uniformly heated mini/micro-channel with wall dryout for (a) 
nucleate boiling dominant heat transfer [38], (b) convective boiling dominant 
heat transfer [38], and detailed schematic depictions of (c) shattering [40] and 
(d) re-wetting by collision of entrained liquid droplets in partial dryout region. 
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features and corresponding optimal set of hyper-parameters through 
feature importance index and iterative trial-and-run process, respec-
tively. The accuracies of trained boosting machines will be guaranteed 
by a validation test using randomly excluded data. A comparison be-
tween the selected boosting algorithm and empirical correlations will be 
performed to demonstrate the superior performance of the machine 
learning methodology. 

2. Modeling method 

2.1. Consolidated universal database of dryout incipience quality for flow 
boiling in mini/micro-channels 

The Consolidated Database employed in this study consists of 997 
datapoints for dryout incipience quality amassed from 26 sources. Three 
different types of quality are considered: xcrit, xdi, and x∗

di, distinguished 
by the manner with which they are identified. The first type, xcrit, cor-
responds to the dryout completion point where the liquid film 
completely dries out while minor cooling is sustained by the collision of 
liquid droplets entrained in the ensuing mist flow. This occurrence is 

accompanied by a sudden rise in the wall temperature above the satu-
ration temperature and a large decrease in the heat transfer coefficient 
[70]. The dryout completion indicated byxcrit is essentially one of the 
three identifiable types of CHF: subcooled DNB, saturated DNB, and 
complete dryout [71]. On the other hand, xdi corresponds to incipient 
dryout associated with partial breakup of the liquid film exposing the 
wall directly to the vapor on a local basis and resulting in a wall tem-
perature rise that is milder than that resulting from complete dryout. 
However, especially for water, there is a sharp transition from xdi to 
xcrit leading to rather similar values for both as the dryout completion 
follows closely the dryout incipience [73-78], as depicted in Fig. 3(a). 
Fig. 3(b) shows the variation of heat transfer coefficient corresponding 
to this sharp transition. The primary reason for this sharp transition is 
the high surface tension for water resists the shattering of liquid from the 
film’s interface and therefore greatly diminishes the contribution of 
entrained droplets, causing the observed large and sudden drop in the 
heat transfer coefficient associated with CHF [72]. Among the 997 
datapoints comprising the present Consolidated Database, 664 corre-
spond to xcrit (amassed from 6 sources), all of which being for water and 
identified by a temperature rise from Tsat by 5 to 150◦C [73-78]. 

Fig. 3. Boiling curves and axial variation of heat transfer coefficient for (a) water [72] and (b) water [79], (c) R134a [98] and (d) R134a [99] flows in rectangular 
micro-channels. 
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Aside from this special case for water, xdi is generally associated with 
relatively mild and gradual reduction in the heat transfer coefficient. 
Here, fast the moving vapor core tends to amplify waviness of the liquid 
film, causing partial film breakup in the wave troughs. This process also 
involves shattering of liquid droplets, especially during the transition 
from slug to annular flow [80]. Within the Consolidated database, 333 
datapoints (amassed from 20 sources) correspond to xdi and include 
refrigerants and CO2, all of which having low surface tension [47,48,70, 
81-97]. The low surface tension for this fluid category is crucial to both 
the pronounced film waviness and easier shattering of liquid droplets. Of 
the xdi subset, 203 datapoints from 7 sources [47,48,70,81,83,84,86] 
were identified as dryout incipience quality by previous investigators 
based on three different criteria: boiling curve slope change, reduction 
of heat transfer coefficient, and temperature fluctuation. With inferior 

thermophysical properties and low CHF compared to those for water, 
fluids belonging to this subset exhibit a very gradual increase in slope of 
the boiling curve and broad dryout region, as shown in Fig. 3(c). This 
gradual transition is manifest in Fig. 3(d) where the heat transfer coef-
ficient is shown decreasing over a broad range of qualities between xdi 
and xde. As to relying on temperature fluctuation as indictor for dryout 
incipience, different ranges have been reported, 3 to 20◦C [86], 5 to 
20◦C [70], and 1 to 3◦C [81]. Of the 333 dryout incipence datapoints, 
130 (330 minus 203) were identified by the present authors from 13 
sources [82,85,87-97] that were missed by previous researchers. These 
datapoints are identified as dryout incipience quality x∗

di based on 
reduction of the heat transfer coefficient. 

Table 1 provides detailed information on the Consolidated Database 
with its 997 datapoints spanning the following fluids and operating 

Table 1 
Consolidated Database for dryout incipience quality for saturated flow boiling in mini/micro-channel used to develop XGBoost machine. [38].  

Author(s) Channel 
Geometry 

Dh[mm] Fluid(s) G[kg/ 
m2s] 

Data 
points 

Remarks 

Ali and Palm (2011) [70] C, S, V 1.22, 1.70 R134a 50 – 600 23 xdi identified by change of slope in boiling curve, and 
wall temperature 

Baek and Chang (1997) [73] C, S, V 6.0 Water 29 – 277 232 xcrit indentified by fast increase of Tw when Tw>250ºC 
Becker (1970) [74] C, S, V 2.4, 3.0 Water 365 – 

2725 
82 xcrit identified by fast increase of Tw 

Del Col and Bortolin (2012) 
[81] 

C, S, H 0.96 R134a, R245fa, R32 101 – 
902 

43 xdi identified by wall temperature 

Ducoulombier et al. (2011) 
[47] 

C, S, H 0.529 CO2 200 – 
1410 

48 xdi identified by falling off of htp 

Greco (2008) [82] C, S, H 6.0 R134a, R22, R407C, 
R410A 

199 – 
1079 

7 xdi* identified by falling off of htp 

Hihara and Dang (2007) 
[83] 

C, S, H 1.0, 2.0, 4.0, 
6.0 

CO2 360 – 
1440 

16 xdi identified by falling off of htp 

Karayiannis et al. (2012) 
[84] 

C, S, V 1.1 R134a 300 3 xdi identified by falling off of htp 

Kim et al. (2000) [75] C, S, V 6.0 Water 99 – 277 210 xcrit identified by fast increase of Tw with Tw increase 
rate of 50 ºC/s 

Lezzi et al. (1994) [76] C, S, H 1.0 Water 776 – 
2738 

68 xcrit identified by fast increase of Tw when Tw>250 ºC 

Li et al. (2012) [85] C, S, H 2.0 R1234yf, R32 100 – 
400 

8 xdi* identified by falling off of htp 

Martin-Callizo (2010) [86] C, S, V 0.64 R134a, R22, R245fa 185 – 
541 

42 xdi identified by change of slope in boiling curve, and 
wall temperature 

Mastrullo et al. (2012) [48] C, S, H 6.0 CO2, R410A 150 – 
501 

28 xdi identified by falling off of htp 

Oh and Son (2011a) [87] C, S, H 1.77, 3.36, 
5.35 

R134a, R22 200 – 
400 

6 xdi* identified by falling off of htp 

Oh and Son (2011b) [88] C, S, H 4.57 CO2 600 – 
900 

8 xdi* identified by falling off of htp 

Oh et al. (2011) [89] C, S, H 1.5, 3.0 R22, R410A, R290 100 – 
500 

9 xdi* identified by falling off of htp 

Ohta et al. (2009) [90] C, S, H 0.51 FC72 107, 205 2 xdi* identified by falling off of htp 

Roach et al. (1999) [77] C, S, H 1.168, 1.448 Water 256 – 
1037 

42 xcrit identified by fast increase of Tw when Tw>250 ºC 

Saitoh et al. (2005) [91] C, S, H 0.51, 1.12, 3.1 R134a 150 – 
300 

41 xdi* identified by falling off of htp 

Shiferaw (2008) [92] C, S, H 1.1, 2.88, 4.26 R134a 200 – 
400 

13 xdi* identified by falling off of htp 

Tibirica et al. (2012) [93] C, S, H 1.0 R1234ze 300 – 
600 

4 xdi* identified by falling off of htp 

Wang et al. (2009) [94] C, S, H 1.3 R134a 321 – 
676 

9 xdi* identified by falling off of htp 

Wu et al. (2011) [95] C, S, H 1.42 CO2 300 – 
600 

18 xdi* identified by falling off of htp 

Yang and Fujita (2002) [96] R, S, H 0.976 R113 100, 200 3 xdi* identified by falling off of htp 

Yu et al. (2002) [78] C, S, H 2.98 Water 50 – 151 30 xcrit identified by fast increase of Tw 

Yun et al. (2005) [97] R, M,H 1.14 CO2 300, 400 2 xdi* identified by falling off of htp 

Total     997  

* R: rectangular, C: circular. 
** S: single-channel, M: multi-channel. 
*** H: horizontal-channel, V: vertical-channel. 
**** xcrit: critical quality data reported by original authors. 
***** xdi: dryout incipience quality data reported by original authors. 
****** xdi*: dryout incipience quality data identified by present authors by falling off in measured two-phase heat transfer coefficient attributed by original authors to 
dryout incipience. 
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conditions:  

- Working fluid: CO2, FC72, R1234yf, R1234ze, R113, R134a, R22, 
R245fa, R290, R32, R407c, R410a, and water  

- Hydraulic diameter: 0.51 < Dh < 6.0 mm  
- Mass velocity: 29 < G < 2738 kg/m2s  
- Heat flux based on heated area: 0.4666 ≤ qʹ́

H ≤ 513.0 W/cm2  

- Liquid-only Reynolds number: 125 ≤ Refo = GDh/μf ≤ 76,506  
- Vapor-only Reynolds number: 4,720 ≤ Rego = GDh/μg ≤ 498,947  
- Boiling number: 0.00003 ≤ Bo = qʹ́

H/Ghfg ≤ 0.00443  
- Liquid-only Weber number: 0.09 ≤ Wefo = G2Dh

ρf σ ≤ 5167  

- Vapor-only Weber number: 14.99 ≤ Wego = G2Dh
ρgσ ≤ 30,507  

- Liquid-only Suratman number: 35,935 ≤ Sufo =
σρf Dh

μ2
f 

≤ 9,841,592  

- Equilibrium frequency of phase change [100]: 0.10 ≤ Ω = qʹ́
HPH

Achhfg

ρf − ρg
ρf ρg 

≤ 2546.32  
- Critical Kelvin-Helmholtz instability wavelength [101]: 

0.00291 ≤ λK− H =
2π

[
(ρf − ρg)g

σ

]1/2 ≤ 0.01571 m   

2.2. Machine learning model: Decision tree 

The decision tree, one of the supervised learning-based methodolo-
gies, is a tree-like model that predicts or classifies the target feature by 
utilizing its relations to input features [102]. As shown in Fig. 4(a), it 
features nodes, branches, and depth. The tree structure grows by 

branching out from decision node (parent) to leaf nodes (children) in the 
direction of reduced decision tree impurity, which is evaluated by two 
representative algorithms: ID3 (Iterative Dichotomiser 3) and CART 
(Classification and Regression Trees). For ID3, the degree of impurity is 
estimated by the entropy, 

E(S) =
∑N

i=1
pi × I(xi) = −

∑N

i=1
pi × log2pi, (1)  

where S is the current dataset for entropy calculation, pi the probability 
of selecting data in class i, I(xi) the amount of information of class i, xithe 
dataset of class i, and N the number of classes in dataset of S [103]. The 
dataset S is split into different subsets by the attribute A, which yields 
the highest information gain, 

IG = E(S) − E(S|A), (2)  

where E(S|A) is total entropy, after splitting the parent data by attribute 
A in children nodes. This process is iteratively conducted under the 
condition of positive information gain, and the branching is terminated 
when either the information gain becomes negative with all unused 
attributes or the entropy of current node becomes zero. When the ter-
minating condition is met, the decision node converts into leaf node as 
shown in Fig. 4(a). However, the ID3 algorithm can only be used to 
classify the categorical data but not conduct the regression analysis. 

The CART algorithm, originally proposed by Breiman et al. [104], 
uses Gini index to evaluate the system impurity in the data classification 
process. The Gini index is calculated according to 

G = 1 −
∑N

i=1
p2

i , (3) 

Fig. 4. (a) The simple structure of decision tree, (b) the structure of decision tree for regression, and (c) the decision tree algorithm.  
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where pi is the probability of selecting data in class i and N the number of 
classes. Among evaluated unused attributes, one yielding the lowest Gini 
index is selected for splitting dataset S with new children nodes with 
selected attribute. For the regression analysis, the CART algorithm finds 
the optimal point for data splitting that yields the lowest mean squared 
error, 

MSE =
1
N
∑N

i=1
(FM(xi) − y)2 (4)  

where FM(xi) is the predicted value for each data point, y the mean value 
in split data, and N the number of split data. The working principle of 
CART algorithm is schematically illustrated in Fig. 4(b). In general, 
various decision tree algorithms, including ID3 and CART, can be 
customized by adding splitting criteria, stopping rules, pre-setting depth 
of tree, and limiting the number of nodes as shown in Fig. 4(c). 

Growing of decision tree structure does not always guarantee an 
enhancement in the predictive performance of a trained machine. This is 
mostly caused by over-fitting, which occurs when a statistical model fits 
exactly against its training data but decreases the predictive accuracy for 
unseen data. This over-fitting problem can be prevented by either pre- or 
post-pruning processes in which unnecessary branches are removed. In 
the pre-pruning process, unnecessary branches are prevented from being 
created if specific parameters exceed pre-set limit values. In the post- 
pruning process, pruning is based on two criteria: complexity of the 
calculation and error rate. The complexity of the calculation is related to 
the increase in computational load attributing to the excessive number 
of nodes and branches, and it is usually caused by a large number or 
wide data range of given attributes. The error rate refers to the classi-
fication or regression performance of the decision tree. Overall, the 
decision tree is structured by the process of growing and pruning, which 

are the processes of branching off into the next nodes and removing non- 
critical or redundant branches to reduce the size of tree-structure. The 
growing process stops when the predefined stopping criterion is satis-
fied. The pruning process removes unnecessary or uninterpretable 
branches in order to avoid “over-fitting” and “under-fitting” problems 
[105]. Additionally, the decision tree model can be either a classification 
or a regression tree, depending on the type of target features, whether 
continuous or categorical. 

2.3. Machine learning algorithms 

2.3.1. Adaptive boosting (Adaboost) 
Adaboost is a boosting algorithm that generates a stronger learner by 

the linear combination of weak learners with a sample weighting factor 
which is updated through the successive regression processes that adjust 
the weights of sample data corresponding to the error of the current 
prediction, as shown in Fig. 5 [106]. Boosting is one of the ensemble 
methods that use the combination of multiple algorithms to achieve 
better prediction performance than relying on a single constituent al-
gorithm, and ‘adaptive’ implicates that Adaboost quickly adapts to 
poorly predicted abnormal data and learns predictive learners in real 
time. The Adaboost sets higher weighting factor for data with larger 
errors, and new learning data is restored and used to fit the learner. As 
shown in Fig. 5(a), Adaboost regressor starts with the initial weak 
learners and then updates the learners to compensate for the weaknesses 
with a different measure of confidence (α, the amount of say for clas-
sifier) observed in the previous step. The first step constructing Adaboost 
regressor is initializing weights, wi, of all samples by 

wi = 1 (i= 1,2,⋯,N), (5)  

where N is the number of samples in the training data set, (x1,y1),(x2,y2),

Fig. 5. The schematic of Adaboost for regression: (a) initial weak learner and (b) mth iterative learner.  
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Fig. 6. The structure of machine learning algorithm for regression: (a) Gradient Boosting (GB) and (b) eXtreme Gradient Boosting (XGB).  
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⋯, (xN, yN). For m = 1 to M, the training sequence described below is 
repeated until the average loss, L =

∑N
i=1wiLi, is less than 0.5, while 

updating sample weights, wi, by 

wi←wi(β(m))
(1− Li) (i=1,2,⋯,N), (6)  

where β(m) the measure of confidence of weak learner is expressed by 

β(m) =
L

1 − L
. (7) 

Depending on acquired β(m), the all stumps are updated to account for 
their importance as shown in Fig. 5(b). Here, m and M, respectively, 
represent the index and total number of weak learners. The loss for each 
sample, Li, is calculated by 

Li = L[|Fm(xi) − yi|] (8) 

Fig. 7. (a) Schematics of calculation process of permutation feature importance of input features, and (b) permutation feature importance for universal Consolidate 
Database sorted in descending order. 
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where Fm(xi) is combined weak prediction. The candidates for loss 
function, L, are as follows, 

Li =
|Fm(xi) − yi|

D
(linear) (9)  

Li =
|Fm(xi) − yi|

2

D2 (square) (10)  

and 

Li = 1 − exp
[
− |Fm(xi) − yi|

D

]

(exponential) (11)  

where 

D = sup|Fm(xi) − yi| (i=1, 2,⋯,N). (12) 

The final prediction, FM(x), which is determined by combination of 
M number of weak learners is expressed by 

FM(x) = inf

{

F(x) :
∑

m : Fm(x)≤F(x)

log
(

1
β(m)

)

≥
1
2
∑M

m=1
log
(

1
β(m)

)}

for m

= 1,2,⋯,M
(13)  

where Fm(x) represents the prediction by m weak learner for each input 
xi[107]. For the classification, the Adaboost algorithm uses same 
regression procedure to find final classifier, C(x), that approximates 
Bayes classifier C∗(x) by combining weak classifiers [108]. 

2.3.2. Gradient boosting 
The Gradient boosting (GB) is supervised learning ensemble method 

based algorithm that generates the stronger predictive learner which has 
a form of a linear combination of the weak learners that are calculated 
through iterative regressions and successively added to the previous 
predictive learner. The GB algorithm, originally developed by Friedman 
[109], is designed to utilize the negative gradient of the loss function, 

L =
1
2
(Fm(xi) − yi)

2 (14)  

Table 2 
Permutation feature importance (PFI) for all input features.  

Feature Symbols Weight 

Liquid only Weber number Wefo 0.1953 ± 0.0298 
Boiling number Bo 0.1772 ± 0.0375 
Heat flux based on heated surface qʹ́

H 0.1580 ± 0.0108 
Equilibrium frequency of phase change Ω 0.1469 ± 0.0119 
Liquid only Suratman number Sufo 0.1083 ± 0.0107 
Critical Kelvin-Helmholtz wavelength λΚ− Н 0.0772 ± 0.0084 
Bond number Bd 0.0444 ± 0.0025 
Mass velocity G 0.0383 ± 0.0059 
Capillary number Ca 0.0371 ± 0.0070 
Liquid only Froude number Frfo 0.0300 ± 0.0045 
Vapor only Suratman number Sugo 0.0291 ± 0.0034 
Liquid only friction factor ffo 0.0279 ± 0.0032 
Critical heat flux qʹ́

CHF 0.0270 ± 0.0012 
Reduced pressure PR 0.0263 ± 0.0010 
Liquid only Reynolds number Refo 0.0216 ± 0.0021 
Vapor only Reynolds number Rego 0.0208 ± 0.0028 
Hydraulic diameter Dh 0.0201 ± 0.0036 
Convective confinement number Cc 0.0188 ± 0.0012 
Vapor only Weber number Wego 0.0175 ± 0.0022 
Vapor only friction factor fgo 0.0143 ± 0.0013 
Vapor only Froude number Frgo 0.0126 ± 0.0016 
Surface tension σ 0.0014 ± 0.0002 
Density ratio ρr 0.0007 ± 0.0002 
Confinement number Co 0.0000 ± 0.0000  

Table 3 
Default set of hyper-parameters of three boosting algorithms and their MAD for 
Consolidated Database of dryout incipience quality.  

Type of algorithm Hyper-parameter Value MAD (x 10− 2) 

XGBoost max depth 6 4.01 
learning rate 0.3 
n estimateors 100 
colsample bytree 1 
reg lambda 1 
reg alpha 0 
subsample 1 
min child weight 1 
gamma 0 

AdaBoost n estimators 50 7.56 
learning rate 1 

Gradient Boosting max depth 3 4.78 
min samples split 2 
min samples leaf 1 
max features None 
max leaf nodes None 
n estimators 100 
learning rate 0.1 
subsample 1  

Table 4 
XGB model predictions for consolidated universal database with different 
combinations of input features and default hyper-parameter set.  

Test 
case 

Number of 
input features 

Set of input features MAD (x 
10− 2) 

1 24 Ω, Bo, Sufo, Wefo, qʹ́
H, Wego, qʹ́

CHF, Refo, 
Ca, λK− H, Bd, Rego, ffo, PR,G, Cc, Frfo, Frgo, 
Sugo, σ, Co, fgo, Dh, ρr 

4.45 

2 23 Ω, Bo, Sufo, Wefo, qʹ́
H, Wego, qʹ́

CHF, Refo, 
Ca, λK− H, Bd, Rego, ffo, PR,G, Cc, Frfo, Frgo, 
Sugo, σ, fgo, Dh, ρr 

4.45 

3 22 Ω, Bo, Sufo, Wefo, qʹ́
H, Wego, qʹ́

CHF, Refo, 
Ca, λK− H, Bd, Rego, ffo, PR,G, Cc, Frfo, Frgo, 
Sugo, σ, fgo, Dh 

4.43 

4 21 Ω, Bo, Sufo, Wefo, qʹ́
H, Wego, qʹ́

CHF, Refo, 
Ca, λK− H, Bd, Rego, ffo, PR,G, Cc, Frfo, Frgo, 
Sugo, fgo, Dh 

4.41 

5 20 Ω, Bo, Sufo, Wefo, qʹ́
H, Wego, qʹ́

CHF, Refo, 
Ca, λK− H, Bd, Rego, ffo, PR,G, Cc, Frfo, Sugo, 
fgo, Dh 

4.45 

6 19 Ω, Bo, Sufo, Wefo, qʹ́
H, Wego, qʹ́

CHF, Refo, 
Ca, λK− H, Bd, Rego, ffo, PR,G, Cc, Frfo, Sugo, 
Dh 

4.34 

7 18 Ω, Bo, Sufo, Wefo, qʹ́
H, qʹ́

CHF, Refo, Ca, 
λK− H, Bd, Rego, ffo, PR,G, Cc, Frfo, Sugo, Dh 

4.32 

8 17 Ω, Bo, Sufo, Wefo, qʹ́
H, qʹ́

CHF, Refo, Ca, 
λK− H, Bd, Rego, ffo, PR,G, Frfo, Sugo, Dh 

4.39 

9 16 Ω, Bo, Sufo, Wefo, qʹ́
H, qʹ́

CHF, Refo, Ca, 
λK− H, Bd, Rego, ffo, PR,G, Frfo, Sugo 

4.40 

10 15 Ω, Bo, Sufo, Wefo, qʹ́
H, qʹ́

CHF, Refo, Ca, 
λK− H, Bd, ffo, PR,G, Frfo, Sugo 

4.35 

11 14 Ω, Bo, Sufo, Wefo, qʹ́
H, qʹ́

CHF, Ca, λK− H, Bd, 
ffo, PR,G, Frfo, Sugo 

4.30 

12 13 Ω, Bo, Sufo, Wefo, qʹ́
H, qʹ́

CHF, Ca, λK− H, Bd, 
ffo, G, Frfo, Sugo 

4.39 

13 12 Ω, Bo, Sufo, Wefo, qʹ́
H, Ca, λK− H, Bd, ffo, G, 

Frfo, Sugo 

4.42 

14 11 Ω, Bo, Sufo, Wefo, qʹ́
H, Ca, λK− H, Bd, G, Frfo, 

Sugo 

4.24 

15 10 Ω, Bo, Sufo, Wefo, qʹ́
H, Ca, λK− H, Bd, G, Frfo 4.33 

16 9 Ω, Bo, Sufo, Wefo, qʹ́
H, Ca, λK− H, Bd, G 4.33 

17 8 Ω, Bo, Sufo, Wefo, qʹ́
H, λK− H, Bd, G 4.30 

18 7 Ω, Bo, Sufo, Wefo, qʹ́
H, λK− H, Bd 4.20 

19 6 Ω, Bo, Sufo, Wefo, qʹ́
H, λK− H 4.16 

20 5 Ω, Bo, Sufo, Wefo, qʹ́
H 4.35 

21 4 Ω, Bo, Wefo, qʹ́
H 4.99 

22 3 Bo, Wefo, qʹ́
H 5.41 

23 2 Bo, Wefo 7.48 
24 1 Wefo 9.00  
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in calculating the residuals of the sample data, which gives the GB 
machine training guidance, (positive or negative) directions and 
magnitude, in minimizing the loss function. The squared error is usually 
used for loss function, L. The GB algorithm has three strong advantages 
including easy implementation, high accuracy by successive processes in 
reducing residuals, and high flexibility in selecting training models and 
loss functions, not sticking to decision tree and the squared errors [110]. 

The GB algorithm, as shown in Fig. 6(a), consists of two larger pro-
cesses, initialization and iteration, and the iteration process again 
branches off into four sub-processes: computing residuals, training 
regression tree, calculating the weak prediction, and updating previous 
prediction. In the initialization procedure, combined weak learner, 
Fm(x), is initialized by the initial learner, F0(x), which is calculated by 
finding Fm(x) which minimizes the sum of the loss function as follows, 

F0(x) = argmin
c

∑N

i=1
L(yi, c), (15)  

where c represents arbitrary constant. Eq. (15) can be expressed as 

∂
∂Fm(x)

∑N

i=1
L =

∂
∂Fm(x)

∑N

i=1

1
2
(Fm(xi) − yi)

2 (16)  

and by setting it equal to zero, it can be expressed as 

F0(x) =
1
N
∑N

i=1
yi = y (17)  

which represents the average of the target feature data, y. 
In the following iteration procedure, four sub-procedures are iterated 

M times, where ‘m’ and ‘M’ represent the index of each tree and total 
number of trees, respectively. As explained in procedure of 2-a in Fig. 6 
(a), the ‘m-1’ learner, Fm− 1(x), is used to compare with original target 
data, yi, and calculate the pseudo residual, 

rim = −

[
∂L(yi, F(xi))

∂F(xi)

]

F(x)=Fm− 1(x)
. (18) 

Eq. (18) is simplified to 

rim = −
1
2

∂(yi − Fm− 1(xi))
2

∂Fm− 1
= (yi − Fm− 1(xi)) (19)  

in which the negative gradient yields the normal residual, yi − Fm− 1(xi), 
which makes rimcalled ‘pseudo’ residuals. In procedure of 2-b in Fig. 6 
(a), the GB algorithm trains the trees with the input features, x, against 
the pseudo residuals, rim, and creates the terminal nodes, Rjm, where 
each dataset, (xi,rim), is categorized into. ‘j’ and ‘Jm’ represent the index 
and the total number of terminal nodes, respectively. In procedure of 2-c 
in Fig. 6(a), the GB searches for γjm that minimizes the loss function on 
each terminal node j. The sum, ‘

∑n
xi∈Rjm

L ’ implies the sum of loss func-
tions on all dataset belong to Rjm. The regularization constant,γjm, for the 
datasets categorized into each terminal node, Rjm, are calculated by Eq. 
(20) which is expressed by 

γjm = argmin
γjm

∑N

xi∈Rjm

L
(

yi, Fm− 1(xi)+ γjm

)
for j = 1,…, Jm. (20) 

Eq. (20) can be alternatively expressed as follows 

γjm =
1
Nj

∑

xi∈Rjm

rim (21)  

which represents the averaged residuals in terminal node, Rjm. The term, 
Njmeans the number of datasets in ‘j-th’ terminal node. By taking ‘ε’ 
instead of ‘argmin’ and equating to the smallest, Eq. (20) also can be 
expressed as 

∂
∂γjm

∑

xi∈Rjm

1
2

(
yi − Fm− 1(xi) − γjm

)2
= −

∑

xi∈Rjm

(
yi − Fm− 1(xi) − γjm

)
≤ ε.

(22) 

In procedure of 2-d in Fig. 6(a), Fm(x) is updated by adding Fm− 1(x) to 
all previous weak learners with the learning rate of ‘lr’ as follows, 

Fm(x) = Fm− 1(x) + lr
∑Jm

j=1
γjmI
(
x ∈ Rjm

)
, (23)  

which is intended to prevent the over-fitting problem [109]. The final 
learner and prediction are acquired by 

FM(x) =
∑M

m=1
Fm(x). (24)  

2.3.3. XGBoost (eXtreme gradient boosting) 
The XGBoost is the modified gradient boosting algorithm that adds 

Table 5 
List of selected eight hyper-parameters and their definitions with value of hyper- 
parameters determined by Optuna, MAE, and MAD.  

Hyper- 
parameter 

Definition Value MAE MAD 
(×10− 2) 

max depth Hyper-parameter that set the 
maximum depth of the decision 
tree 

8 2.45 
% 

3.57 

learning rate Hyper-parameter indicating the 
reflection level of weak learner 

0.161 

n estimators Hyper-parameter that set the 
number of boosting iterations 

3500 

colsample 
bytree 

Hyper-parameter indicating the 
ratio of features sampling 
required for tree generation 

0.807 

subsample Hyper-parameter indicating the 
data sampling ratio during 
training 

0.948 

min child 
weight 

Hyper-parameter indicating the 
minimum sum of instance weight 
(hessian) needed in a child 

6 

gamma Hyper-parameter indicating the 
minimum loss reduction value to 
determine further division of the 
leaf node 

0 

Early 
stopping 
rounds 

Hyper-parameter monitoring the 
performance of the model and 
stopping the training procedure 
once the performance on the test 
dataset has not improved after a 
fixed number of training 
iterations 

50  

Fig. 8. Flow chart of XGB model finalized in this study with six input features 
and hyper-parameter set. 
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the regularization term, Ω, to the differentiable loss function, L, in order 
to avoid over-fitting problem and to improve the computing perfor-
mance, speed and accuracy [111]. For the training data set of {(xi,

yi)|xi ∈ Rp, yi ∈ R} with N samples and p features, it can be expressed as 

LΩ(FM) =
∑N

i=1
L(yi, FM(xi)) +

∑M

m=1
Ω(fm) (25)  

where 

Ω(fm) = γJm +
1
2

λ‖ w ‖2 . (26) 

In Eq. (25), LΩ and fm, respectively, represent the regularized loss 
function and individual weak learners from an independent m-th tree 
structure. The term, Ω(fm), prevents the over-fitting by penalizing the 
complexity of tree structure. Here, γ is the minimum loss reduction and λ 
the regularization factor. In procedure (1) in Fig. 6(b), the weak learner 

is initialized by 

F0(x) = argmin
c

∑N

i=1
L(yi, c) (27)  

where c represents arbitrary constant. The regularized loss function, LΩ, 
is minimized by the second-order approximation in procedure 2-a in 
Fig. 6(b) by 

L(m)

Ω ≃
∑N

i=1

[

L(yi, F(m− 1)(xi))+ gifm(xi)+
1
2
hif2

m(xi)

]

+ Ω(fm) (28)  

where gi and hi are gradient and Hessian of loss functions that are 
computed, respectively, by 

gm(xi) =

[
∂L(yi, F(xi))

∂F(xi)

]

F(x)=Fm− 1(x)
(29) 

Fig. 9. Three boosting algorithm’s machine predictions with six input features and default hyper-parameter settings: (a) AdaBoost, (b) Gradient Boosting, and 
(c) XGBoost. 
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and 

hm(xi) =

[
∂2L(yi, F(xi))

∂F(xi)
2

]

F(x)=Fm− 1(x)
. (30) 

Eq. (28) can be simplified by removing the constant term as follows, 

L̃
(m)

Ω =
∑Jm

j=1

[(
∑

j∈Jm

gj

)

wj +
1
2

(
∑

j∈Jm

hj + λ

)

w2
j

]

+ γJm . (31) 

The leaf weight at jth leaf, wj, in Eq. (31) can be updated by optimal 
weights that are acquired by 

w∗
j =

Gj

Hj + λ
(32)  

and Eq. (31) is updated as follows, 

L̃
(m)

Ω = −
1
2
∑Jm

j=1

G2
j

Hj + λ
+ γJm (33)  

having similarity score in the first term, 

G2
j

Hj + λ
, (34)  

which is used in gain function, Lgain, which is used to determine if 
branching is necessary. Gj =

∑

j∈JM

gj and Hj =
∑

j∈JM

hj are used in Eq. (38). 

The gain function is expressed as 

Lgain =
1
2

[
G2

L
HL + λ

+
G2

R
HR + λ

−
(GL + GR)

2

HL+R + λ

]

− γ, (35)  

where the subscript L and R represents left and right leaf, respectively. In 
procedure of 2-b in Fig. 6(b), the weak learners in each tree are updated 
by 

Fm(x) = Fm− 1(x) + lr⋅ϕm(x), (36)  

where lr is the learning rate and ϕm minimized objective function which 
is expressed as 

ϕm = argmin
ϕ

[
∑N

i=1

1
2
hm(xi)

[

−
gm(xi)

hm(xi)
− ϕ(xi)

]2

+ γJm +
1
2

λ‖ w ‖2

]

. (37) 

In procedure of 2-c in Fig. 6(b), the final combined learner and 
prediction are acquired by 

FM(x) =
∑M

m=1
Fm(x). (38)  

2.4. Model selection 

2.4.1. Error estimation 
The predicting accuracy of trained boosting machine is assessed by 

the mean absolute error (MAE) 

MAE =
1
N
∑N

i=1

⃒
⃒xdi,exp,i − xdi,pred,i

⃒
⃒

xdi,exp,i
(39)  

and mean absolute deviation (MAD) 

MAD =
1
N
∑N

i=1

⃒
⃒xdi,exp,i − xdi,pred,i

⃒
⃒ (40) 

Table 6 
Assorted empirical correlations for predicting dryout incipience quality  

Author(s) Equation 

Sun (2001) [41] xcrit = 10.795(qʹ́
H/1000)− 0.125G− 0.333(1000Dh)

− 0.07e0.01715×10− 5P

for 4.9 bar ≤ P ≤ 29.4 bar

xcrit = 19.398(qʹ́
H/1000)− 0.125G− 0.333(1000Dh)

− 0.07e0.00255×10− 5P

for 29.4 bar ≤ P ≤ 98 bar

xcrit = 32.302(qʹ́
H/1000)− 0.125G− 0.333(1000Dh)

− 0.07e0.00795×10− 5P

for 98 bar ≤ P ≤ 196 bar, Fr∗ =
xcritG

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
ρg(ρf − ρg)GcosθDh

√ ,

θ = 0 for horizontal flow

xcrit = xdi −
8

(2 + Fr ∗ )2 

Wojtan et al. (2005) [42] 
xdi = 0.58exp

[

0.52 − 0.235We0.17
g Fr0.37

g,Mori

(ρg

ρf

)0.25( qʹ́
H

qʹ́
crit

)0.70]

Weg =
G2Deq

ρgσ , Frg,Mori =
G2

ρg(ρf − ρg)gDeq
, Deq =

̅̅̅̅̅̅
4A
π

√

qʹ́
crit = 0.131ρ0.5

g hfg[gσ(ρf − ρg)]
0.25 

Cheng et al. (2006) [43] 
xdi = 0.58exp

[
0.52 − 0.67We0.17

g Fr0.348
g,Mori

(ρg

ρf

)0.25( qʹ́
H

qʹ́
crit

)0.70]

Del Col et al. (2007) [44] 
xdi = 0.4695

(
4qʹ́

HRLL
GDhhfg

)1.472(G2Dh

ρf σ

)0.3024( Dh

0.001

)0.1836
(1 − PR)

1.239

RLL =

[

0.437
(ρg

ρf

)0.073(ρf σ
G2

)0.24
D0.72

h

(
Ghfg

qʹ́
H

)]1/0.96 

Cheng et al. (2008) [45] 
xdi = 0.58exp

[
0.52 − 0.236We0.17

g Fr0.17
g,Mori

(ρg

ρf

)0.25( qʹ́
H

qʹ́
crit

)0.27]

Jeong and Park (2009) [46] xdi = 6.2Re− 0.5
fo Bo− 0.2Bd− 0.45 

Ducoulombier et al. (2011) [47] xdi = 1 − 338Bo0.703P1.43
R 

Mastrullo et al. (2012) [48] xdi = 1 − 20.82q˝0.273
H G1.231D0.252

h
μf

h0.273
fg (ρf σ)

1.252P− 0.721
R 

Kim and Mudawar (2013) [38] 
xdi = 1.4We0.03

fo P0.08
R − 15.0

(
Bo

PH

PF

)0.15
Ca0.35

(ρg

ρf

)0.06   
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where xdi,exp,i and xdi,pred,i represent the i-th experimental dryout incip-
ient data and its prediction. MAE and MAD measure how relatively and 
absolutely the predicted values differ from the actual value. θ and ξ are 
used to denote the percentage of data predicted within ±30% and 

±50%, respectively. The thermophysical properties required for com-
parison of the universal database to predicted by empirical correlations 
and XGBoost are acquired by NIST’s REFPROP 9.0 software [112] 
except for FC-72, engineering dielectric fluid, which is provided by 3M 
company. 

Fig. 10. Comparison of Consolidated 997-point Database with prediction of previous empirical correlations of: (a) Sun [41], (b) Wojtan et al. [42], (c) Cheng et al. 
[43], (d) Del Col et al. [44], (e) Cheng et al. [45], (f) Jeong and Park [46], (g) Ducoulombier et al. [47], (h) Mastrullo et al. [48], and (i) Kim and Mudawar [38]. 

Fig. 11. Schematic diagram for dataset preparation by random selection for 
machine learning algorithm implementation. 
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2.4.2. Input feature selection 
Selecting a set of features that participate in the learning process is 

one of the most crucial parts that influence the predictive performance 
of a trained model because including irrelevant features or using an 
excessive number of features can degrade the performance due to noise 
signals or heavy computational load. Selecting an appropriate set of 
features is key to success in the machine learning process, and 24 fea-
tures were selected as candidate input features for XGBoost machine 
training. Among 24 features, the definitions and physical meanings of 10 
key parameters are as follows:  

1) Ω(Equilibrium frequency of phase change): The inverse of the 
characteristic frequency of phase change under the thermal 
equilibrium assumption [100], 

Ω =
qʹ́

HPH

Achhfg

ρf − ρg

ρf ρg
. (41)    

2) Bo (Boiling number): Ratio of mass of vapor generation per unit 
area of heat transfer surface to mass flow rate per unit cross- 
sectional flow area, 

Bo =
qʹ́

H

Ghfg
. (42)    

3) Sufo (Liquid only Suratman number): Ratio of surface tension to 
the momentum transport inside a fluid, 

Sufo =
σρf Dh

μ2
f

. (43)   

4) Wefo (Liquid only Weber number): Ratio of disruptive hydrody-
namic forces of liquid phase to the stabilizing effect to surface 
tension, 

Wefo =
G2Dh

ρf σ
. (44)    

5) qʹ́
H (Heat flux based on heated perimeter of channel): Effective 

heat flux averaged over heated perimeter of micro-channel, 

qʹ́
H =

Q
Ah

(45)   

6) Wego (Vapor only Weber number): Ratio of disruptive hydrody-
namic forces of gas phase to the stabilizing effect to surface 
tension, 

Wego =
G2Dh

ρgσ . (46)    

7) qʹ́
CHF (Critical heat flux): The heat flux at which boiling ceases to 

be an effective form of transferring heat from a solid surface to a 
liquid [113], 

qʹ́
CHF = 0.0035GhfgWe− 0.12

fo . (47)    

8) Refo (Liquid only Reynolds number): Ratio of liquid only inertia to 
viscous force, 

Refo =
GDh

μf
. (48)    

9) Ca (Capillary number): Relative effect of viscous drag to surface 
tension force, 

Ca =
Wefo

Refo
=

μf V
σ . (49)   

10) λK− H(Critical Kelvin-Helmholtz instability wavelength): Wave-
length of fluid instability that occurs along the interface between 
two moving fluids [101], 

λK− H =
2π

[
(ρf − ρg)g

σ

]1/2 . (50)   

In this study, the permutation feature importance (PFI) has been 
adopted as a quantitative indicator representing how closely any indi-
vidual feature is related to the target feature. As shown in Fig. 7(a), the 
PFI measures the changes in predicting performance after shuffling a set 
of values in specific features. The larger difference between predictions 
by the original and shuffled set of data, the more important the tested 
feature is. The PFI measuring procedures are as follows:  

1) The machine learning is conducted with an original set of data, and 
the prediction is conducted, yielding MAD.  

2) The data of the specific feature are shuffled, and the prediction is 
conducted yielding MAD(p) without implementing any additional 
machine learning process. MAD(p) represents MAD with shuffling the 
p-th feature. 

Fig. 12. Validation test results with selected hyperparameter set and six input 
features: (a) MAD by XGB model trained with excluded dataset and corre-
sponding (b) ξ (c) θ, and (d) number of data. 
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3) The PFI is calculated by MAD(p) - MAD.  
4) Processes from (1) to (3) are repeated for the other input features. 

As described in the procedures, the biggest advantage of the PFI is 
low computational resource utilization as it requires only one single 
iteration of the learning process and does not require any additional 
learning after shuffling. A total of 24 features are listed in the order of 
higher PFI as shown in Fig. 7(b) with error bars that represent the un-
certainty in the shuffling process. PFI values are also provided in 
Table 2. The optimal set of features will be determined after investi-
gating the effect of the number and combination of features on the 
learned model’s predictive performance after hyper-parameter 
optimization. 

Optuna, the automatic hyper-parameter optimization software 
described in the following section, is utilized for the initial settings of 
hyper-parameters in the optimal input feature selection process. The 
default hyper-parameters set by Optuna for three algorithms are tabu-
lated in Table 3, and the assessment of predictive performance of models 
trained with different sets of input features is implemented using the 
default hyper-parameters set as shown in Table 4. These sets of input 
features are determined by removing input features one by one in the 

order of least important one based on PFI, and the optimal sets are 
determined by comparing the estimated MAD of these models. After 
investigation, the selected set of input features is [Ω, Bo, Sufo, Wefo, qʹ́

H, 
λK-H] which showed the MAD of 4.16×10− 2 as shown in Table 4. The 
optimal number of input features is six determined by MAD estimation, 
and the predictive performance tends to decrease by over-fitting or 
under-fitting when an excess or insufficient number of input features is 
used. 

2.4.3. Hyper-parameter optimization 
The hyper-parameters, tuning parameters for the selected algorithm, 

should be determined before the training algorithm starts. One of 
characteristics of hyper-parameters that distinguishes from target and 
input features is their independence from the data, and the values of 
hyper-parameters are only used to control the data learning process of 
the model. The hyper-parameters are classified into model and algo-
rithm hyper-parameters, which determine the structural settings of the 
model and data treatment methods, respectively. In the present XGBoost 
algorithm, the model hyper-parameters include max depth, learning 
rate, n estimators, colsample bytree, subsample, min child weight, 
gamma, and early stopping rounds. [114]. 

Fig. 13. Distribution of data points and MAE in predictions of newly developed XGB model for the Consolidated Database relative to: (a) equilibrium frequency of 
phase change, (b) boiling number, (c) liquid-only Suratman number, (d) liquid-only Weber number, (e) heat flux, and (f) Critical Kelvin-Helmholtz wavelength. 
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The performance of the selected model greatly varies depending on 
the selection of hyper-parameters, which requires the hyper-parameter 
optimization to find a tuple of hyper-parameters that minimizes a pre- 
defined loss function. In a previous study, the machine learning model 
with optimized hyper-parameters always performs better than model 
with default hyper-parameters [115]. Additionally, the hyper-parameter 
tuning might be a more important task than the choice of the machine 
learning algorithm [116]. Associated with problems in finding optimal 
values of hyper-parameters, the optimization methods are sorted into 

four categories: manual search, grid search, random search, and 
Bayesian optimization [117]. Bayesian optimization uses an unknown 
objective function and observed data to estimate the shape of the 
objective function, which is used to determine the next query point in 
the search for the extreme value, maximum or minimum. Bayesian 
optimization is the most widely used among the four because of its su-
perior performance for expensive-to-evaluate data with utilization of 
prior knowledge [118]. A number of hyper-parameter optimization 
software that adopted Bayesian optimization have been developed, 

Fig. 14. Comparison of developed XGB machine with three empirical correlations in terms of predictive performance with respect to (a) data sources, (b) fluid type, 
(c) Dh, (d) G, and (e) PR. 
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including Hyperopt [119], Autotune [120], and Vizier [121]. These 
softwares have shown technical limitations: heuristic construction of 
parameter-search-space, absence of a pruning strategy, and vulnera-
bility to versatility. 

In this study, an automatic hyper-parameter optimization software, 
Optuna, is employed to find the optimal values of hyper-parameters. 
Optuna features the define-by-run application programming interface 
(API) that follows a trial and study process through the respective 
evaluation and optimization of the objective function in the search for 
optimal sets of hyper-parameters. The define-by-run API conducts the 
optimization by minimizing or maximizing the objective function, 
which takes a set of hyper-parameters as input and returns its validation 
score [122]. The selected eight hyper-parameters by Optuna and their 
meanings are provided in Table 5 with MAE and MAD estimated with 
selected 6 features (Ω, Bo, Sufo, Wefo, qʹ́

H, λK-H). The final settings for 
input features and hyper-parameters and XGBoost learning procedure 
are schematically described in Fig. 8, and following are all results ach-
ieved by using these settings unless otherwise mentioned. 

2.4.4. Assessment of predictive accuracy of candidate boosting algorithms 
In the selection of the base boosting algorithm for analysis, the re-

sults of a pretest conducted for selected input features with the default 
hyper-parameter set provide information about the most suitable algo-
rithm for the given database. Three well-known boosting algorithms, 
AdaBoost, GB and XGBoost, were tested for six input features by PFI with 
the universal dryout database, and the results provided with MAD are 
shown in Fig. 9. The XGBoost algorithm shows the best predictive ac-
curacy with MAD of 4.01×10− 2, while the AdaBoost and GB show MAD 
values of 7.56×10− 2 and 4.78×10− 2, respectively. Based on this pretest 
result, XGBoost is selected as the base boosting algorithm for the 
following detailed analysis. 

3. Results and discussion 

3.1. Assessment of previous empirical correlations 

Previous empirical correlations were assessed for their predictive 
accuracies before investigating XGBoost’s performance analysis, and a 
total of nine correlations featured for different dryout incipience cases 
are tabulated in Table 6. Dryout incipience occurs differently depending 
on flow features, including channel diameter, channel geometry, flow 
characteristics, and thermophysical properties of the fluid. Some cor-
relations are designed for flows in mini/micro-channels [43-47], and 
one correlation is reinforced by adding CO2 data to widen range of 

covered thermophysical properties [42,43,45]. The universal correla-
tion of Kim and Mudawar which showed enhanced predicting accuracy 
is also included for assessment, and it was developed using the universal 
database of dryout incipience quality that includes various flow features 
and different liquids with a wide range of thermophysical properties 
[38]. 

As shown in Fig. 10, several previous correlations in Table 6 were 
assessed for their predictive accuracy against a universal database that 
was separated into three groups having very different thermophysical 
properties: water, refrigerant, and CO2. The correlation of Sun [41] 
overpredicts the universal database except for the water data as shown 
in Fig. 10(a). A strong underpredicting trend especially for water data is 
observed for the correlations of Wojtan et al. [42] and Cheng et al. [43, 
45]. Scattered predictions are observed for correlations of Del col et al. 
[44], Jeong and Park [46], and Ducoulombier et al. [47]. Mastrullo 
et al.’s correlation [48], developed using a database composed of R410A 
and CO2 in mini-channels of D = 6.00 mm slightly over-predicts the 
data. The universal correlation by Kim and Mudawar [38] showed the 
best predictive performance among the nine correlations, with MAE of 
12.5%, θ = 98.3 % and ξ = 100.0 %, and the second smallest standard 
deviation, σ, in MAD for the three different groups. The standard devi-
ation is calculated by 

σ =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅∑

i=water,refrigerants,CO2

(MADi − MAD)2

3

√
√
√
√

(51)  

where 

MAD =

∑

i=water,refrigerants,CO2

MADi

3
. (52) 

The superior predictive performance of Kim and Mudawar’s uni-
versal correlation is attributed to the wide range of thermophysical 
properties, flow geometries, and flow features of the Consolidated 
Database. 

3.2. Assessment of XGBoost algorithm predictive performance 

As shown in Fig. 11, the consolidated database of dryout incipience is 
separated into 70% training dataset and 30% test dataset. The training 
dataset is used for machine learning model development, while the test 
dataset is used for evaluating the developed machine’s predictive per-
formance. The training dataset is further divided into 80% pure training 
dataset and 20% validation dataset, and the validation dataset is used to 
test the trained model and find optimal hyper-parameter settings. The 
separation of the database is randomly conducted unless the user spec-
ifies a random-state parameter, which determines the data selection 
pattern and fixes the test dataset during the evaluation of different input 
features and hyper-parameters. By setting the random-state parameter, 
performance evaluation with different parameters can be done using the 
same training and test datasets. The test for input features in Table 4 is 
conducted with five different random state parameters, 1 to 5, for which 
the averaged MAD values are presented. 

The predictive performance of the XGBoost algorithm on unseen data 
is a crucial feature that it should be equipped with as successful thermal 
system design tool. The assessment of the predicting accuracy of the 
XGBoost model, trained with the Consolidated Database excluding one 
specific data source one by one was conducted by comparing it with the 
excluded dataset, which serves as the unseen test data. Unlike the prior 
training process that used 26 sources, the training dataset consists of 
randomly selected data from 25 sources while the excluded dataset is 
used for test dataset. The validation test results with excluded database 
are shown in Fig. 12. The model trained with the database excluding 
Ducoulombier et al. [47] showed the highest MAD of 22.63×10− 2 but 
still acceptable accuracy. This highest MAD is attributed to the absence 
of a dataset that has similar flow conditions. On the other hand, the 

Fig. 15. Comparison of predictions of newly developed XGBoost machine 
against the 997-point Consolidated Database. 
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model trained with database excluding Kim et al. [75] showed the best 
accuracy with the lowest MAD of 2.39×10− 2. The existence of Baek and 
Chang’s [73] database which has very similar flow conditions with the 
database of Kim et al. allowed the model to learn the flow information of 
the unseen database. This result demonstrates the strong dependence of 
the learning process on the database, but XGBoost still shows reasonably 
high and uniform accuracy in predicting different unseen databases. 

Fig. 13 shows the effects of data distribution within a specific feature 
on the predictive accuracy of the developed machine. It does so by 
comparing the MAE and the number of data points for individual 
datasets that have been segregated according to an ascending order of 
input features. Six individual figures, Fig. 13(a) to 13(f), for selected 
input features consist of upper and lower bar charts for MAE and the 
number of data points for segregated datasets. The developed machine 
shows overall good accuracy evidenced by MAE showing uniformly low 
values for the entire database excepting for datasets having a small 
number of data points in qʹ́

H, Wefo, and Ω. The lower predictive accuracy 
for these datasets is attributed to not providing enough information to 
XGBoost algorithm to train machine for the given data range. Based on 
this analysis, the complimentary database enhancement for the present 
database by adding data to empty bins is necessary to increase the 
predicting accuracy for unseen data. 

3.3. Comparison between universal correlation and XGBoost predictive 
machine 

The developed XGBoost machine is compared with three selected 
empirical correlations in terms of predictive accuracy for datasets 
segregated into different bins with respect to data source, type of fluids, 
Dh, G, and PR as shown in Fig. 14. Overall, the developed machine shows 
better predictive accuracy with lower MAE in most data source bins 
compared to the three correlations except for Yang and Fujita’s [96] 
data as shown in Fig. 14(a). Aside from having only a small number of 
data, three data points from Yang and Fujita are sorted into minor bins in 
six features so that XGBoost algorithm cannot learn about those data 
during training. This also the case for seven data points from Greco et al. 
[82] which shows the worst predictive accuracy, with a MAE of 12.8%. 
Meanwhile, in spite of the small number of data, the two data points 
from Yun et al. (2005), sorted into dominant bins, are predicted with the 
best accuracy, with a MAE of 0.2%. In terms of data segregated ac-
cording to type of fluid, the data for R113 and R407c, which have the 
smallest number of data points, are not well predicted by the XGBoost 
machine. They show inferior predictive accuracy compared to Kim and 
Mudawar’s universal correlation as shown in Fig. 14(b). Three data 
falling into the bin of Dh = 3.5 – 4 are predicted by XGBoost with MAE of 
14.02% which is slightly higher than Kim and Mudawar’s universal 
correlation’s MAE of 12.06% as shown in Fig. 14(c). Comparing with 
Fig. 13, it should be noted that XGBoost shows poor predictive accuracy 
(MAE of 41.65%) for one datum sorted into the bin of Wefo=

50-55×10− 2 while the other two data points falling into the bins of 
Wefo=0-5 and 10-15×10− 2 are well predicted, with MAE values of 
0.27% and 0.15%, respectively. For the two parameters G and PR, su-
perior predictive performance of the XGBoost machine compared to the 
other three correlations is validated in Fig. 14(d) and 14(e), which is 
attributed to the uniform data distribution within the six features. 
Finally, the developed XGBoost machine is assessed as having excellent 
predictive accuracy against the entire Consolidated Database, evidenced 
by a MAE of 2.45%, θ = 100.0% and ξ = 100%, as shown in Fig. 15. 

4. Conclusion 

This study explored the use of machine learning to predict dryout 
incipient quality for flow boiling in mini/micro-channels. The Consoli-
dated Database used in this study consisted of 997 data points from 26 
sources. The data were randomly split into two sets: 30% for training 
and 70% for testing. These sets were used to train, validate, and test the 

machine learning methodology. The proposed methodology included a 
decision tree model with CART algorithm and three boosting algorithms. 
The XGBoost algorithm, which showed the highest predictive accuracy, 
was chosen as the representative algorithm. The effectiveness of the 
machine learning technique was validated by superior performance 
compared to published empirical correlations. The key findings from 
this study are as follows: 

1. The successful use of XGBoost algorithm in predicting dryout incip-
ience quality demonstrates the potential of applying machine 
learning techniques to predict complex two-phase flow and heat 
transfer phenomena, which expedites the proliferation of machine 
learning techniques in the design of two-phase thermal systems. The 
assessment of predictive accuracy of three boosting algorithms, 
Adaboost, Gradient Boosting, and XGBoost, was conducted using the 
Consolidated Database, and XGBoost was deemed most suitable for 
predicting the data, evidenced by the best predictive accuracy with 
MAD = 3.57×10− 2.  

2. The predictive performance tests conducted with different input 
features and sets of hyper-parameters demonstrated the importance 
of finding optimal parameters in the XGBoost training process for 
best performance, let alone algorithm selection. Six input features 
were selected after conducting performance tests that involved one- 
by-one removal of features, starting from the least important one, 
determined by a permutation feature importance test, and eleven 
optimal hyper-parameters were determined by the automatic hyper- 
parameter optimization software Optuna.  

3. The assessment of XGBoost machine’s accuracy in predicting unseen 
data conducted with excluded data source revealed that the strong 
dependence of XGBoost’s performance on whether the database in-
cludes the flow information about unseen data. However, the 
XGBoost model trained in this study still showed reasonably high 
accuracy, with MAD ranging from 2.39×10− 2 to 22.63×10− 2, in the 
validation tests conducted using the Consolidated Database.  

4. The XGBoost machine showed superior predictive performance 
compared to previous empirical correlations, evidenced by an 
overwhelmingly smaller MAE of 2.45% against the Consolidated 
Database compared to 12.5% for best predicting prior correlation. 
The data distribution within the selected features for the training 
algorithm is a key parameter in determining the predictive accuracy 
of a specific dataset. 
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