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a b s t r a c t 

The present study investigates the performance of 2-D axisymmetric computational fluid dynamics (CFD) 

in predicting boiling characteristics of liquid nitrogen flowing vertically upwards along a uniformly heated 

circular tube. Investigation of the popular Volume of Fluid (VOF) model reveals (a) inaccurate surface 

tension calculation which degrades interface tracking, and (b) under-representation of bubble-to-bubble 

interaction, which stems from the innate nature of employing a single momentum equation in VOF. To 

alleviate VOF shortcomings, Coupled Level Set VOF (CLSVOF) is adopted in ANSYS FLUENT, including a 

user defined function to account for the crucial effects of bubble collision dispersion force. The CFD sim- 

ulation results are validated against wall temperature and volume fraction results from prior benchmark 

experiments corresponding to four different wall heat flux conditions at nearly identical mass velocities. 

Predictions are also provided for axial variations of interfacial flow pattern, fluid temperature, and fluid 

velocity, flow characteristics that are very difficult to measure in cryogenic experiments. The CFD simula- 

tion results are shown to be highly accurate at predicting the nucleate boiling portion of the flow boiling 

curve. 

© 2022 Elsevier Ltd. All rights reserved. 
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. Introduction 

.1. Background 

.1.1. Predictive methods for flow boiling in tubes 

Researchers have recognized the heat transfer merits of boiling 

or many decades, evidenced by the prevalence of boiling processes 

n a vast number of industrial applications, including power gen- 

ration, chemical, pharmaceutical, and refrigeration and air condi- 

ioning, to name a few. Experimental study of boiling phenomena 

as been a primary focus for investigators at the Purdue Univer- 

ity Boiling and Two-Phase Flow Laboratory (PU-BTPFL) since the 

id-1980s. A primary objective of these effort s has been to pro- 

ide a basis for developing predictive methods for virtually all boil- 

ng configurations, include capillary-driven [1] , pool [2] , falling-film 

3] , macro-channel [4] , micro-channel [ 5 , 6 ], jet [7] , and spray [8] ,

s well as hybrid schemes [9] . 

Overall, there are three primary methods to predict transport 

ehavior in boiling: (i) empirical correlations, (ii) theoretical mod- 
∗ Corresponding author. 

E-mail address: mudawar@ecn.purdue.edu (I. Mudawar) . 
1 http://engineering.purdue.edu/BTPFL 
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ls, and (iii) computational models. Of the three, correlations re- 

ain the most widely adopted in most industries for both design 

nd performance assessment, while theoretical models are quite 

parse. With vastly improved computer resources, recent years 

ave witnessed an unprecedented surge in use of computational 

ethods to model boiling behavior. The present study is focused 

n developing an experimentally validated computational model 

or flow boiling specifically tailored to cryogenic fluids. 

.1.2. Prior experimental and correlation-based cryogenic work 

Historically, cryogenic fluids, which are substances that exist as 

iquids at extremely low temperatures, have been employed in a 

road variety of applications throughout industry. For example, liq- 

id nitrogen (LN 2 ) is used to fast freeze food, preserve tissue and 

lood, and eliminate targeted tissue in cryosurgery, liquid oxygen 

LOX) in life support systems and fuel cells, and liquid hydrogen 

LH 2 ) as coolant for superconducting magnets. Recently, with in- 

erest in returning to the Moon and eventual missions to Mars and 

eep space, cryogenic fluids will play crucial roles in a variety of 

pace systems, including nuclear thermal propulsion, ascent stages, 

escent stages, in-space fuel depots, and transfer lines that cool 

pace experiments [10] . 

Cryogens feature thermal property trends that are clearly dis- 

inguishable from those of common working fluids such as wa- 

https://doi.org/10.1016/j.ijheatmasstransfer.2022.123780
http://www.ScienceDirect.com
http://www.elsevier.com/locate/hmt
http://crossmark.crossref.org/dialog/?doi=10.1016/j.ijheatmasstransfer.2022.123780&domain=pdf
mailto:mudawar@ecn.purdue.edu
http://engineering.purdue.edu/BTPFL
https://doi.org/10.1016/j.ijheatmasstransfer.2022.123780
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Nomenclature 

c cell size 

D channel diameter (mm) 

d distance from local cell to interface (m) 

D b bubble diameter (m) 

D i channel’s inner diameter (mm) 

D o channel’s outer diameter (mm) 

E energy per unit mass (J/kg) 

F force per cell volume (N/m 

3 ) 

F C volumetric bubble collision dispersion force (N/m 

3 ) 

F st surface tension force per unit volume (N/m 

3 ) 

G mass velocity (kg/m 

2 s) 

g, g e gravitational acceleration (m/s 2 ) 

h enthalpy (J/kg) 

h fg latent heat of vaporization (J/kg) 

K proportionality constant 

k eff effective thermal conductivity (W/m •K) 

L a adiabatic exit length of flow channel in experiment 

(mm) 

L h heated length of flow channel (mm) 

˙ m volumetric mass flow rate (kg/m 

3 .s) 

�
 n interface normal vector 

p pressure (MPa) 

q ′′ heat flux (W/m 

2 ) 

R, R i , R o radial dimensions of test section (mm) 

r i mass transfer intensity factor (s −1 ) 

S h energy source by phase change (J/m 

3 ) 

T temperature ( °C, K) 

t time (s) 

u velocity (m/s) 

u t liquid fluctuation velocity due to bubble agitation 

(m/s) 

u τ frictional velocity (m/s) 

x e thermodynamic equilibrium quality 

y coordinate in computational domain (m) 

y + dimensionless distance perpendicular to channel 

wall 

z axial coordinate in computational domain (m) 

Greek symbols 

α void fraction averaged over flow area 

αmax dense packing limit 

ε turbulent dissipation (m 

2 /s 3 ) 

κ interface curvature 

μ dynamic viscosity (kg/m •s) 

ν kinematic viscosity (m 

2 /s) 

ρ density (kg/m 

3 ) 

σ surface tension (N/m) 

ϕ level set function 

Subscripts 

cond condensation 

evap evaporation 

f liquid 

g vapor 

sat saturation 

sc subcooling 

w heated wall 

Acronyms 

BCD bubble collision dispersion 

CFD computational fluid dynamics 

CHF critical heat flux 

CLSVOF coupled level set volume of fluid 
H

2

CSF continuum surface force 

DNB departure from nucleate boiling 

HTC heat transfer coefficient 

LH 2 liquid hydrogen 

LN 2 liquid nitrogen 

LNG liquified natural gas 

LOX liquid oxygen 

LS level-set 

ONB onset of nucleate boiling 

PCM phase change material 

UDF user-defined function 

VOF volume of fluid 

er or conventional refrigerants, including low liquid viscosity, μ f , 

ow surface tension, σ , and low latent heat of vaporization, h f g . 

hese property trends are reflected in unique fluid physics and 

eat transfer behavior for cryogens. For example, owing to low 

iquid viscosity, cryogen flows are typically associated with large 

eynolds numbers, causing them to be predominantly turbulent 

nd therefore resulting in high pressure drop. In addition, because 

f low σ and low h fg , both the onset of nucleate boiling (ONB) 

nd critical heat flux (CHF) are instigated at low values of wall su- 

erheat. These rather unique property attributes imply fluid flow 

nd heat transfer correlations for cryogens must be developed sep- 

rately from those of other fluid classes [ 11 , 12 ]. 

The unique two-phase heat transfer characteristics of cryogens 

ave been investigated mostly for flow in uniformly heated round 

ubes, with several experimental works carried out in pursuit of 

orrelations for pressure drop, heat transfer coefficient (HTC), and 

HF. Between the 1950s and 1970s, numerous cryogenic experi- 

ents were conducted by the National Aeronautics and Space Ad- 

inistration (NASA). For example, Lewis et al. [13] studied near- 

aturated flow boiling of LN 2 inside a tube subjected to uni- 

orm electrical wall heating and provided results for CHF. Papell 

14] measured film boiling heat transfer for LN 2 in a heated tube. 

hey reported HTC for vertical upflow can be up to 8 times greater 

han for vertical downflow because of significantly larger vapor ac- 

umulation for the latter. They also measured the inlet velocity 

hreshold required to negate buoyancy influence on film flow boil- 

ng. 

Beginning in the early 1970s, along with continued work in the 

nited States, experimental cryogenic flow boiling work became 

ore prevalent in both Europe and Japan. Steiner and Schl ̋under 

15] carried out an extensive experimental investigation of satu- 

ated flow boiling of LN 2 in a horizontal tube and analyzed HTC 

ependence on wall heat flux, flow quality, and pressure. They 

lso formulated a new HTC correlation, which served to overcome 

eviations of cryogen data from correlations for conventional flu- 

ds. They compared measured CHF for horizontal flow boiling to 

hose for pool boiling, vertical upflow, and vertical downflow. In 

 companion study [16] , they investigated pressure drop charac- 

eristics for horizontal saturated flow boiling of LN 2 and demon- 

trated reasonable applicability of seminal pressure drop corre- 

ations. Using Steiner and Schl ̋under’s same experimental facility, 

uller et al. [17] conducted saturated flow boiling experiments 

panning broader ranges of operating conditions, which resulted in 

pdated power coefficients for the Steiner and Schl ̋under [15] HTC 

orrelation. Muller et al. also recommended a correlation for flow 

oiling CHF based on a method developed by Bonn et al. [18] . 

apell and Hendricks [19] conducted subcooled flow boiling ex- 

eriments with LN 2 in pursuit of a correlation for ONB, as their 

oal was to avoid bubble nucleation when cooling superconduct- 

ng magnets. Klimenko [ 20 , 21 ] pointed out the inability of seminal

TC correlations by Chen [22] and Shah [23] at predicting cryogen 
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ata and recommended developing a separate correlation solely for 

ryogenic fluids. They proposed an alternative dimensionless HTC 

orrelation having an overall accuracy of ±35%. This correlation 

as validated against data by the same author [21] as well as addi- 

ional experiments by Klimenko et al. [14] involving different flow 

rientations. They reported that channel geometry and flow orien- 

ation should not affect HTC for Froude numbers exceeding 40, for 

hich the correlation showed greatest accuracy. Shah [24] rebutted 

limenko [20] by demonstrating superior performance of his own 

TC correlation for saturated flow boiling of cryogenic fluids com- 

ared to Klimenko’s as well as an earlier correlation by Rohsenow 

25] . 

With the advent of the new millennium, research in Japan fo- 

used on two-phase heat transfer for both LH 2 and LN 2 not only to 

ool superconducting magnets [26–28] but also for use in other in- 

ustrial applications. Tatsumoto et al. [ 26 , 27 ] experimentally inves- 

igated subcooled flow boiling of LN 2 in both horizontal and verti- 

al tubes over a broad range of inlet subcooling (5-37.5 K), made 

ossible by system pressures ranging from 0.3 to 2.5 MPa. Shirai 

t al. [28] continued effort s to underst and two-phase heat transfer 

haracteristics of cryogens, conducting experiments with both LH 2 

nd LN 2 , and proposed a correlation for Departure from Nucleate 

oiling (DNB) type CHF. 

More recently, Chinese researchers experimentally investigated 

ow boiling of LN 2 with particular emphasis on micro-tubes [29–

4] . On the other hand, Xu et al. [35] and Fang et al. [36] focused

heir work on flow boiling of LN 2 in macro-tubes. 

Overall, despite some successes in obtaining experimental data 

or cryogens, experiments using these fluids are far more complex 

nd require special provisions to preclude radiative heat transfer 

rom ambient [37] sources compared to ones using more conven- 

ional fluids. 

.2. Computational methods 

.2.1. Prior two-phase computational fluid dynamics (CFD) modeling 

While empirical correlations remain the most popular method 

or predicting transport behavior in flow boiling, they suffer the in- 

erent weakness of being valid to specific working fluids, operat- 

ng conditions, and geometries, all dictated by the database(s) from 

hich a correlation is developed. This weakness is a primary im- 

etus for the recent shift to more generalized CFD predictive meth- 

ds. 

Despite remarkable successes of CFD in predicting single-phase 

uid flow and heat transfer, evidenced by good agreement with 

xperimental data for a broad variety of flow configurations, the 

ame cannot be said about two-phase transport. The most crucial 

bstacles to achieving similar successes with two-phase transport 

re (1) lack of robust and accurate interface tracking models, (2) 

ack of consensus over the commonly agreed or the most suitable 

umerical schemes and sub-models to implement in CFD simula- 

ions, (3) lack of ‘complete’ experimental validation data, including 

ot only heat transfer data (heat flux, wall temperatures, etc.) but 

lso detailed interfacial behavior (dominant flow pattern, local void 

raction, etc.), and (4) both high computational cost and slow exe- 

ution speed. 

Several investigators have explored methods to enhance the 

pplicability of CFD to two-phase situations for conventional flu- 

ds including water, refrigerants, and dielectric fluids. Lee et al. 

38] constructed and experimentally validated a CFD model for 

ow condensation of FC-72 in a circular tube, which included a 

hase change sub-model, numerical discretizing methods, and con- 

ergence criteria. Kharangate and Mudawar [39] emphasized the 

mportance of full-scale simulation of flow boiling but pointed out 

he majority of published CFD studies were focused on rather sim- 

le configurations such as pool boiling and single droplet dynam- 
3 
cs. Recently, Lee et al. [28–31] conducted a series of full-scale sim- 

lations of flow boiling of dielectric fluid in a partially heated rect- 

ngular channel, and validated predictions against data measured 

n both terrestrial gravity and microgravity. 

However, when it comes to cryogenic fluids, the number of 

omputational efforts has been quite miniscule as indicated in 

able 1 . Ahammad et al. [43] simulated film boiling of LN 2 and 

iquified natural gas (LNG) by employing Rayleigh-Taylor insta- 

ility and using the volume of fluid (VOF) method for a small- 

cale domain comprising 12,288 cells to estimate the vapor gen- 

ration rate during an accidental spill from an LNG storage tank. 

hang and Jia [44] investigated flow pattern development along a 

eated micro-channel by simulating bubble nucleation from a sin- 

le artificial cavity using the Coupled Level Set Volume of Fluid 

CLSVOF) method. Kumar and Das [45] simulated LN 2 film boiling 

n solid surfaces using the VOF method, validating predictions for 

ey bubble dynamics parameters, including bubble diameter, de- 

arture frequency, and average heat flux for a range of wall super- 

eats. Other researchers [46–48] simulated flow boiling in micro- 

hannels using the two-fluid model, a two-equation model capa- 

le of distinguishing velocities of the two phases. Despite the ad- 

antage of ability to account for velocity differences, the two-fluid 

odel is limited by the inability to track interface topology in two- 

hase flows. 

Overall, previous computational studies on cryogenic fluids 

ere focused mostly on confined domains and localized two-phase 

henomena. Lacking thus far have been effort s to model more re- 

listic macro-scale flow boiling situations involving growth, coales- 

ence, and/or breakup of large numbers of bubbles. 

.2.2. Limitations of multiphase models 

As shown in Table 1 , VOF has been the most popular for simu- 

ating flow boiling of cryogenic fluids. However, despite its notable 

dvantages in ability to capture two-phase interfaces and compar- 

tively low computing time and cost, the accuracy of VOF is com- 

romised by use of a single momentum equation for both phases. 

ts inability to distinguish velocities of individual phases poses sev- 

ral important limitations, including: (1) streamlines penetrating 

he vapor-liquid interface as shown in Fig. 1 (a), (2) because of the 

treamline penetration, the pressure field around the interface can- 

ot be accurately predicted (which causes inaccurate prediction of 

elative motion between vapor and liquid [42] ), and (3) because of 

naccurate prediction of relative motion, abnormal bubble accumu- 

ation causes premature prediction of flow boiling CHF as shown 

n Fig. 1 (b). 

Streamline penetration across the gas-liquid interface was re- 

orted in numerous studies using VOF. Wei et al. [49] employed 

OF to simulate subcooled flow boiling of water inside of a 

winging flow channel. They presented predicted flow visualiza- 

ion results capturing nucleating bubble interfaces along the heat- 

ng surface. They also presented velocity vectors superimposed 

ith the flow visualization results, which showed clear penetra- 

ion across interfaces between liquid and vapor. The penetrating 

elocity streamlines produced distortions to the pressure field in 

ells surrounding the gas-liquid interface, which in turn influenced 

he velocity vector of the fluid mixture. Yang et al. [50] also used 

OF to investigate flow boiling of R134b inside a coiled tube. Like 

ei et al., they showed velocity vectors penetrating the vapor- 

iquid interfaces. Similar outcomes were also witnessed by Zhuan 

nd Wang [51] in their investigation of flow boiling of refriger- 

nts along a circular micro-channel. As explained earlier, stream- 

ine penetration of interfaces is rooted in VOF’s use of a single mo- 

entum equation. This shortcoming compromises prediction ac- 

uracy of both pressure and velocity fields around interfaces and, 

n turn, relative motion between the phases during bubble slid- 

ng, detachment, collision, and coalescence. Another shortcoming 
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Table 1 

Summary of computational literature with cryogenic fluids. 

Authors Year Fluid Multiphase model Pressure discretization Application/Configuration 

Ahammad et al. [43] 2016 LN 2 /LNG VOF PRESTO 

• Film boiling for risk assessment of cryogenic spill 
• Confined domain considering Taylor instability wavelength 
• 12,288 cells 

Sagar et al. [70] 2021 LN 2 VOF Body force weighted • Pulsating heat pipe for superconductors 
• Microchannel ( D = 1.9 mm) 
• Limited to laminar flow 

• 14,496 cells 

Kumar and Das [45] 2022 LN 2 VOF PRESTO 

• Film boiling at solid and liquid contact plane 
• Confined domain only for single or multiple bubble nucleation 
• 12,288 cells 

Zhang and Jia [44] 2016 LN 2 CLSVOF N/A • Microchannel flow boiling with artificially created nucleation cavity 
• Microchannel ( D = 1.46 mm) 
• Focused on single cavity bubble nucleation 
• 1,023,000 cells 

Zheng et al. [71] 2019 LN 2 /LH 2 CLSVOF N/A • Horizontal chilldown process 
• Circular microchannel ( D = 200 mm) 
• 138,240 cells 

Umemura et al. [72] 2019 LH 2 CIP-LSM N/A • Vertical chilldown process 
• Circular macrochannel ( D = 12.7 mm) 

Shao et al. [47] 2016 LN 2 Two-fluid model N/A • Flow boiling in uniformly heated tube 
• Mini-channel ( D = 5 mm) 
• No flow contour capturing interfacial topology 
• 27,750 cells 

Gubaidullin and 

Snigerev [46] 

2020 LN 2 Two-fluid model N/A • Flow boiling in uniformly heated tube 
• Mini-channel ( D = 6 mm) 
• No flow contour capturing interfacial topology 
• 16,000 cells 

Zhu et al. [48] 2020 LN 2 Two-fluid model Body force weighted • Natural circulation boiling 
• Annular macro-channel ( D i = 70 mm, D o = 120 mm) 
• No flow contour capturing interfacial topology 
• 177,000 cells 
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f VOF is difficulty accurately computing local curvature from vol- 

me fractions because of sharp transition of volume fraction in 

icinity of the interface. This leads to erroneous determination of 

ocal curvature and therefore compromises overall accuracy of in- 

erface topology calculations. 

But, despite these shortcomings, VOF has been favored over 

ther models because of its ability to capture interface ad- 

ection without violating mass conservation [52] and compar- 

tively highly efficient computations for large-scale domains. 

hese merits help explain this model’s popularity in flow boiling 

imulations. 

Another popular multiphase model, the level-set (LS) model, of- 

ers the advantage of high-resolution interface reconstruction using 

 simple and accurate local curvature calculation method adopt- 

ng a level set function . However, compared to VOF, the LS model 

uffers from larger numerical error where the interface undergoes 

evere stretching or tearing which, in turn, results in violation of 

ass conservation across the interface. This shortcoming renders 

ts application to flow boiling situations with a large fluid domain 

such as in the present study) quite elusive. 

.2.3. Strategies to mitigate limitations of VOF 

Several methods have been proposed to mitigate shortcomings 

f both the VOF and LS models. Sussman and Puckett [ 53 , 54 ] de-

eloped an algorithm combining advantages of the VOF and LS 

odels. Their ‘hybrid’ model employs LS to acquire accurate spa- 

ial gradient calculations at the interface and VOF for its mass con- 

ervation capability. In effect, this so-called Coupled Level Set VOF 

CLSVOF) model, with its more accurate calculation of surface ten- 

ion force, improves tracking of sharp interfaces (as the LS model), 

hile also capitalizing on VOF’s attribute of accurate interfacial 

ass conservation, ensuring less than 1% mass loss compared to 

p to 20% with LS [53] . Lorenzini and Joshi [52] compared simu- 

ations using the VOF and CLSVOF for flow boiling in silicon mi- 
4 
rogaps and reported superiority of CLSVOF in terms of interfa- 

ial tracking, evidenced by sharper interface reconstruction than 

OF. 

During the past few years, VOF has been used to model a vari- 

ty of multi-phase configurations, several of which pointed to fun- 

amental limitations of this model. One such limit, which is partic- 

larly of concern in flow boiling situations, is inability to accurately 

apture crucial aspects of bubble motion, including departure, dis- 

ersion, and entrainment in the bulk liquid, all of which stem from 

he inability to distinguish velocity differences between phases be- 

ause of VOF’s use of a single momentum equation. And, in sys- 

ems involving impingement of liquid droplets on solid surfaces, 

redictions of the three-phase contact line region are compromised 

n the absence of accurate surface tension and dynamic contact an- 

le models [55] . Another example is thermal energy storage using 

hase change materials (PCMs), where lack of accurate modeling of 

arying permeability and porosity compromise accuracy in mushy 

egion velocity predictions [56] . 

To overcome these limitations of VOF, additional forces are in- 

orporated as source terms in the momentum equation to miti- 

ate under-represented relative motion between phases. Lee at al. 

 41 , 42 , 57 ] incorporated shear-lift force , derived from Mei and Klaus-

er [ 58 , 59 ], as a momentum source term to improve prediction

f bubble detachment in subcooled flow boiling of FC-72. They 

howed inclusion of shear lift force prevents premature predic- 

ion of CHF by providing more realistic bubble departure behavior 

nd increasing heat transfer efficiency. Malgarinos et al. [55] pro- 

osed a model for wetting force which they included as momen- 

um source term to better account for adhesive behavior of a liq- 

id droplet impacting a heated solid surface. Their wetting force 

odel was applied only to interface cells defined as having vol- 

me fraction value between 0.05 and 0.95. By accurately capturing 

ynamic changes in contact angle, this wetting force model im- 

roved prediction of maximum droplet spread along the surface. 



S. Kim, J. Lee, I. Mudawar et al. International Journal of Heat and Mass Transfer 203 (2023) 123780 

Fig. 1. Limitations of VOF model. (a) Streamline penetration of liquid-vapor interface. (b) Premature prediction of CHF. 
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ogel and Thess [56] employed a momentum source term devel- 

ped by Voller and Prakash [60] to actively modify fluid velocity 

n the mushy region where porosity and permeability greatly af- 

ect PCM behavior. 

.3. Objectives of present study 

The present paper will investigate the performance of 2-D ax- 

symmetric computational fluid dynamics (CFD) in prediction of 

oiling characteristics of liquid nitrogen flowing vertically upwards 

long a uniformly heated circular tube. Several methods will be 

dopted to overcome limitations of conventional multiphase CFD 

odels employing VOF, most important of which is reliance on the 

ore advanced CLSVOF to capture interfacial dynamics and topol- 

gy more accurately, including bubble nucleation, growth, detach- 

ent, coalescence, and breakup. Further enhancement of model 

apability is achieved with inclusion of a bubble collision disper- 

ion force , which is implemented in ANSYS FLUENT using a user- 
5 
efined-function (UDF) to overcome under-represented dispersion 

ffects caused by bubble-to-bubble collision. A key innovation with 

he computing method adopted in the present study is ability to 

ircumvent this fundamental weakness of VOF by accounting for 

mportant effects of bubble collision dispersion force in addition 

o utilizing CLSVOF. The combination of CLSVOF and bubble colli- 

ion dispersion force has not been attempted before for flow boil- 

ng simulations. 

Key objectives of this study are to: 

(1) Develop UDF for bubble collision dispersion force which is 

mplemented in a two-phase computational model that overcomes 

nnate shortcomings of VOF. 

(2) Validate predictions of the new model against data from 

rior benchmark experiments. 

(3) Utilize high resolution CFD predictions to investigate axial 

ariations of interfacial flow pattern, fluid temperature, and fluid 

elocity, flow characteristics that are very difficult to measure in 

ryogenic experiments. 
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Fig. 2. Comparison of predicted and measured average wall temperatures for three 

different values of r i,evap . 
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. Computational methods 

.1. Mathematical representation and numerical details 

In the present study, a 2-D axisymmetric transient Coupled 

evel Set Volume of Fluid (CLSVOF) approach is implemented in 

NSYS FLUENT, taking advantage of its improved tracking of inter- 

acial topology (compared to VOF) during cryogenic flow boiling in 

 uniformly heated vertical circular tube. 

.1.1. Governing equations 

As indicated in Eqs. (1) and (2) below, mass conservation for 

ach phase is expressed in terms of temporal variation and advec- 

ion of corresponding volume fraction for each phase balanced by 

et mass transfer in and out of each cell via phase change, 

∂α f 

∂t 
+ ∇ ·

(
α f 

−→ 

u f 

)
= 

1 

ρ f 

∑ 

( ˙ m g f − ˙ m f g ) (1) 

∂αg 

∂t 
+ ∇ ·

(
αg 

−→ 

u g 

)
= 

1 

ρg 

∑ 

( ˙ m f g − ˙ m g f ) (2) 

here α, � u , ˙ m , and ρ are volume fraction, velocity, mass flow rate 

er cell volume, and density, respectively, and subscripts f and g 

epresent liquid and vapor, respectively. 

The most distinctive feature of CLSVOF is inclusion of surface 

ension force in the momentum equation. Like VOF, CLSVOF in- 

olves solving a single mixture momentum equation using pseudo- 

ixture properties, 

∂ ( ρ�
 u ) 

∂t 
+ ∇ · ( ρ�

 u 

�
 u ) = −∇p + ∇ · μ

[∇ 

�
 u + ( � u ) 

T 
]

−σκδ( ϕ ) ∇ϕ + ρ� g + F BCD (3) 

here σ , κ , ϕ are surface tension, interface curvature, and level 

et function, respectively. Details concerning fluid property formu- 

ations are identical to those in VOF, which are available from AN- 

YS [61] and therefore, for purpose of brevity, will not be explained 

n this paper. 

Energy conservation in CLSVOF model is identical to that in VOF 

nd is given by 

∂ ( ρE ) 

∂t 
+ ∇ · ( � u ( ρE + p ) ) = −∇ ·

(
k e f f ∇T 

)
+ S h (4) 

here S h is an energy source term describing latent heat transfer 

ia phase change. 

 h = 

˙ m f g h f g (5) 

Interfacial mass transfer is modeled according to the Lee model 

62] 
 

˙ m f g = r i,e v ap α f ρ f 
( T f −T sat ) 

T sat 
f or e v aporation 

˙ m g f = r i,cond αg ρg 
( T sat −T g ) 

T sat 
f or condensation 

(6) 

herein r i,evap and r i,cond are empirical mass transfer intensity factors 

aving unit of s −1 . Lee et al. [38] reviewed a wide range of compu-

ational phase change studies and noted that values for these fac- 

ors must be tailored to specifics of flow configuration, geometry, 

esh, and even time step size. In general, excessively high values 

an pose numerical convergence issues, whereas very small values 

an result in appreciable discrepancy between interfacial and satu- 

ation temperatures. 

Recently, Yeo and Lee [63] investigated previous flow boiling 

omputational studies that utilized the Lee model [62] and showed 

hat r i values employed in a variety of flow boiling configura- 

ions varied between 0.1 and 10 0 0 depending on system geometry, 

orking fluid, and operating conditions. Unfortunately, it is very 
6 
ifficult to recommend r i values for cryogenic flow boiling situa- 

ions a priori from previous literature. Therefore, values of r i.evap 

anging from 500 to 20 0 0 are tested in the present study for flow

oiling of LN 2 (details of the experimental validation will be dis- 

ussed in a later section). Note that the present study is focused 

n near-saturated inlet conditions where bulk liquid temperature is 

lose to saturation over most of the fluid domain. Therefore, con- 

ensation effects during flow boiling, such as bubble recondensa- 

ion in liquid core, are miniscule compared to situations involving 

ighly subcooled inlet conditions. This explains reasons behind in- 

estigating effects of variable r i.evap while keeping r i.cond anchored 

t 100. Fig. 2 shows average wall temperature predictions for three 

ifferent r i.e vap values com pared to measured average wall temper- 

tures. Notice how predicted temperature increases monotonically 

ith increasing r i.evap , with the intermediate value of r i.evap = 10 0 0

ielding best agreement with experiment. Therefore, values used 

n this paper are r i,evap = 10 0 0 and r i,cond = 100. 

It must be noted that, unlike VOF, using CLSVOF within AN- 

YS FLUENT, interfacial mass transfer terms in the mass and en- 

rgy conservation equations are computed via user-defined func- 

ions (UDFs) as source terms for each phase. 

.1.2. Interface topography representation using CLSVOF 

Ability of CLSVOF to provide more accurate interface topology is 

ey to accurate simulation of surface tension force which, in turn, 

nhances accuracy in predicting overall force balance on individ- 

al bubbles and therefore more accurate prediction of the bubble 

ormation cycle from nucleation to detachment. 

As indicated in Eq. (7) , the level set function , ϕ, used in CLSVOF

s defined as a signed distance d to the interface, positive for pri- 

ary (liquid) phase and negative for secondary (vapor) phase, with 

he interface designated as ϕ = 0 . 

 ( x, t ) = 

⎧ ⎨ 

⎩ 

+ | d | i f x belongs to pr imar y phase 

0 i f x belongs to inter face 

−| d | i f x belongs to secondary phase 

(7) 

This formulation renders the level set function smooth and 

ontinuous across the interface. In CLSVOF, interface normal vec- 

or, � n , and curvature, κ , are calculated, respectively, according 
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Fig. 3. Flow chart for UDF used to compute bubble collision dispersion force. 

b

S

p

h

t

t

s

s

d

m

fl

m

B

a

u

u

v

a

f

t

fl

s

c

l

a

l

A

t

w

o 

  = 

∇ϕ 

| ∇ϕ | | ϕ=0 (8) 

= ∇ · ∇ϕ 

| ∇ϕ | | ϕ=0 (9) 

This formulation represents a fundamental advantage over VOF, 

here the calculation of interface normal vector and curvature re- 

ies on spatial derivative of volume fraction, which is intrinsically 

iscontinuous across the interface, resulting in compromised rep- 

esentation of the interface [61] . With reliance on the smooth and 

ontinuous level set function across the interface, CLSVOF enables 

ccurate calculation of surface tension force and therefore more ac- 

urate capture and simulation of small bubble dynamics, fluid mo- 

ion, and heat transfer. In the present CLSVOF formulation, calcu- 

ation of surface tension is based on C ontinuum Surface Force (CSF) 

odel proposed by Brackbill et al. [64] , 

 st = σ
ρκδ( ϕ ) 

0 . 5 

(
ρ f + ρg 

) (10) 

here F st is a volumetric surface tension force, and function δ(ϕ) 

s given by 

( ϕ ) = 

{
1+ cos ( πϕ 

a ) 
2 a 

i f | ϕ | < 0 

0 i f | ϕ | ≥ 0 

(11) 

here in a = 1.5 h, h being the grid spacing of local mesh. 

Advection and evolution of level set function are calculated ac- 

ording to 

∂ϕ 

∂t 
+ ∇ · ( � u ϕ ) = 0 (12) 

n a manner similar to that of VOF. Note, however, that Eq. (12) is

sed to model advection and devolution of the level set function 

nd not mass conservation. In CLSVOF, mass conservation is mod- 

led in terms of volume fraction in accordance with Eqs. (1) and 

2) . 

.2. Bubble collision dispersion force 

As discussed in the introduction, relative interfacial motion gen- 

rated by different phase velocities is under-represented in single- 

quation models, including both VOF and CLSVOF. To correct this 

hortcoming and improve the present CLSVOF model’s ability to 

ore accurately predict bubble growth and detachment, which are 

oth kernel for flow boiling simulations, an additional term which 

ccounts for Bubble Collision Dispersion (BCD) force is included in 

he momentum conservation equation as a source term. Sharma 

t al. [65] introduced the following relation for BCD force per unit 

olume of mixture, 

 

BCD = −
(

K 

ρ f u 

2 
t 

2 α2 / 3 
g,max 

)
f ( αg ) ∇α (13) 

here αmax and K are dense packing limit and proportionality con- 

tant , with recommended values for bubbly flow of 0.62 and 1, re- 

pectively, and αg is void fraction. Also included in Eq. (13) are liq- 

id fluctuation velocity, u t , resulting from liquid agitation, which 

ccounts for turbulent intensity effects on bubble dispersion, and 

unction f ( αg ), defined as 

f ( αg ) = α2 / 3 
g 

[
1 −

(
αg 

αg,max 

)]
(14) 

From Eq. (13) , determining the magnitude of BCD force re- 

uires predetermination of liquid fluctuation velocity, u t which has 
7

een modeled with turbulent dissipation and bubble diameter in 

harma et al. [65] . Unfortunately, it is both computationally com- 

lex and expensive to determine u t around every bubble along the 

eated wall of a channel since bubble size, shape, and motion, and 

herefore bubble-induced liquid turbulence, all vary with space and 

ime. In the present near-saturated flow boiling configuration (de- 

cribed in a subsequent section), detached vapor bubbles change 

hape and size due to both bubble-induced turbulence and con- 

ensation, which affects both interfacial forces and bubble virtual 

ass. As each bubble deforms in anisotropic fashion during the 

ow boiling process, it is extremely difficult to determine the exact 

agnitude of local fluctuating velocity along the bubble interface. 

ecause of these complicating factors, the present study defines u t 
s the net velocity difference between the average velocity of liq- 

id flow and vapor phase velocity at each cell, 

 t = ( εD b ) 
1 / 3 ≈ | ̄u − u local | (15) 

alues of which are updated every iteration. 

Appling the BCD force formulation in the present simulations is 

chieved with aid of an algorithm that is coded via a user-defined 

unction (UDF). Fig. 3 shows a flow chart detailing application of 

his algorithm to calculate the BCD force. For situations where the 

uid enters the channel in subcooled liquid state, bubble colli- 

ion dispersion force plays no role in the inlet region. Once phase 

hange takes effect, the algorithm identifies cells occupied only by 

iquid phase whose volume fraction equals exactly zero and loops 

round all the liquid only cells to calculate area mean liquid ve- 

ocity and return the calculated value every numerical iteration. 

gitation velocity for each cell is then calculated as difference be- 

ween mean liquid velocity and local velocity of fluid in accordance 

ith Eq. (15) . The agitation velocity is then saved into allocated 
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Table 2 

Summary of grid independence test. 

Case a Case b Case c Case d 

Grid size 4 μm 6 μm 10 μm 20 μm 

Radial 

direction mesh 

280 250 200 100 

Axial 

direction mesh 

2500 2500 2500 2500 

Converged average T w 91.52 91.70 92.19 93.94 
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Fig. 4. Schematics of computational domain and mesh grid. 

i

s  

5

m

2

a

p

emory and recalled when needed. The algorithm then detects 

apor-liquid interfaces by identifying cells having volume fraction 

reater than zero and less than unity. At the identified cells, the 

aved agitation velocity are recalled and used to calculate volume 

raction and gradient of volume fraction for each cell, and hence 

CD force, according to Eq. (13) . The calculated BCD force is then 

pplied as a source term in the momentum conservation equation 

or cells containing interfaces. 

.3. Computational domain and grid independence test 

Fig. 4 details the computational domain employed in this study. 

he domain simulates actual test section geometry from bench- 

ark experiments described in detail in a later section. The do- 

ain is a two-dimensional axisymmetric center cut surface of a 

ylindrical tube having inner radius of 7.05 mm, heated length of 

10 mm, and additional adiabatic length of 60 mm, the latter in- 

ended to prevent unwanted exit effects. The inlet chamber geom- 

try is also included in the computational domain to accurately 

apture hydrodynamic effects of sudden expansion into the inlet 

hamber. The fluid domain is divided into two sections, one en- 

ompassing the heated portion and the other the adiabatic por- 

ion. The computational domain includes a solid zone of 0.9-mm 

hick stainless steel, mimicking the tube wall thickness from the 

ctual benchmark experiments, which allows capture of conjugate 

eat transfer from solid to fluid. A quadrilateral mesh is applied to 

he entire computational domain using ANSYS ICEM. Non-uniform 

esh sizes are utilized with refinement near the wall not only to 

ccurately capture fluid-thermal interactions in the viscous sub- 

ayer but also to capture micro-nucleation happening from vapor 

mbryos in the wall region. 

Grid sensitivity is tested to ensure grid independency of the 

odel. Four different grids are constructed with four different cell 

izes near the wall as shown in Table 2 . For the grid indepen-

ence test, intermediate operating condition having mass velocity 

f 42.6 kg/m 

2 s, heat flux of 13.6 kW/m 

2 , and inlet subcooling of

.28 K, was selected to represent overall test conditions spanning 

rom low to high heat flux. For each of grid size, the area aver-

ged heated wall temperature following quasi-steady convergence 

s compared to experimental data. Fig. 5 (a) shows asymptotic con- 

ergence of average wall temperature is achieved for near wall cell 

ize below 6 μm. In this study, 100 μm is used for the bulk region

ecreasing to 4 μm near the wall. 

When using a turbulence model, it is crucial to adopt an accept- 

bly low value for non-dimensional distance from the wall, which 

s defined as 

 

+ = 

yu 

τ

υ f 

(16) 

here y, u τ , v f are distance from the wall, friction velocity, and 

iquid kinetic viscosity, respectively. Low-Re turbulent models such 

s k- ω SST, which is adopted in the present simulations, aim to re-

olve the viscous sublayer, and therefore require that y + be smaller 

han thickness of the laminar sublayer of y + = 5. This is also im-

ortant when simulating flow boiling situations like the present, 

here capturing heat transfer interactions in the viscous sublayer 
8

s vital to accurate prediction of bubble initiation and growth. As 

hown in Fig. 5 (b), with the selected grid, wall y + values are below

 along the entire heated length, satisfying the highlighted require- 

ent. 

.4. Initial and boundary conditions 

In this study, four different LN 2 flow boiling cases are simulated 

s indicated in Table 3 , mimicking actual test conditions. Note that 

re-calculated fully developed velocity profiles corresponding to 
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Fig. 5. (a) Effects of near-wall grid size on predicted average wall temperature. (b) 

Variation of non-dimensional distance from the wall along heated length for se- 

lected grid size. 

Table 3 

Operating conditions of present simulations. 

Fluid Mass 

velocity 

Inlet 

Pressure 

Wall heat 

flux 

Inlet 

subcooling 

[kg/m 

2 .s] [MPa] [W/m 

2 ] [K] 

Case 1 LN 2 43.9 0.34 7,413 2.33 

Case 2 LN 2 42.6 0.34 13,565 2.28 

Case 3 LN 2 42.3 0.34 20,505 2.28 

Case 4 LN 2 43 0.34 32,808 2.28 
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ach mass velocity ( G = 42.6, 42.3, 43, 42.2 kg/m 

2 .s) and accom-

anying turbulent properties are applied at the fluid domain’s in- 

et as boundary conditions. A no-slip condition is applied to all 

all boundaries. In CLSVOF, wall adhesion angle, which influences 

urface normal and curvature in cells near the wall, is specified 

ia the surface tension model used. In this study, the wall adhe- 

ion angle between vapor-solid interface and vapor-liquid inter- 
9

ace is specified at 172.5 ° for LN 2 [66] . Interfaces between solid 

nd fluid domains are applied with a coupled heat flux condition 

o capture conjugate heat transfer. Inlet velocity and outlet pres- 

ure are adopted, respectively, as inlet and outlet boundary con- 

itions. Table 4 provides LN 2 property values used in the simula- 

ions, which are saturation values based on measured system pres- 

ure (only one pressure value is provided from experiment). For 

ll four test cases, liquid initially fully occupies the entire domain 

ith fully developed velocity corresponding to each mass veloc- 

ty case. Numerical stability is maintained by employing a global 

ourant number of 0.7 and using variable time-step ranging from 

0 −5 to 10 −9 s. Table 5 provides details of the numerical scheme 

dopted in the computations. 

. Benchmark experimental investigation 

.1. Experimental setup and test conditions 

Experiment results from Lewis et al. [13] are selected as bench- 

ark for validating the CFD simulations. Despite being a half cen- 

ury old, this reference is one of the most relevant and compre- 

ensive experimental investigations for flow boiling of LN 2 along 

 circular tube, providing not only tabulated experimental data but 

lso detailed geometrical information for the test apparatus. Shown 

n Fig. 6 , the main test section assembly is comprised of an electri- 

ally heated tube, inlet and outlet chambers, and vacuum jackets. 

he heated tube is made of 304 stainless steel and has inner radius 

f 7.05 mm, thickness of 0.889 mm, and effective heated length 

f 410 mm. Having an inner radius of 19.1 mm, the inlet cham- 

er provides a buffer region by decreasing flow velocity, preventing 

eat leakage from the heated test section to the incoming liquid. 

ecause of the expansion followed by contraction of the flow in 

he inlet chamber, hydrodynamic behavior of liquid at the heated 

est section inlet is different from that of fully developed flow for 

 plain constant diameter tube. More specifically, the contraction 

ncreases turbulence effects for the heated test section’s near-wall 

egion and further enhances convective heat transfer between wall 

nd liquid. The ensuing axial increase of wall temperature in the 

nlet region of the heated test section is therefore expected to be 

lowed, causing delayed ONB. Wall temperatures were measured 

ith copper-constantan thermocouples which were soldered to the 

utside wall of the heated tube. Additional details of the experi- 

ental setup are available in the original reference [13] . 

Tabulated axial wall temperatures are plotted in Fig. 7 for four 

ifferent LN 2 cases that are selected for validation of the CFD pre- 

ictions. Noted here is some scatter of the temperatures, brought 

bout by use of copper-constantan thermocouples, in addition 

o the second thermocouple from the inlet constantly measuring 

igher temperatures when compared to measurements of neigh- 

oring thermocouples. For this reason, second thermocouple mea- 

urements are deemed clear outliers which need to be segregated 

rom the temperature data considered. To validate the present CFD 

redictions, only wall temperature data starting from the third 

hermocouple are compared to predicted temperatures. 

. Results and discussion 

.1. Effects of bubble collision dispersion (BCD) force 

Fig. 8 compares two different flow boiling simulation results at 

ass velocity of 42.6 kg/m 

2 .s, heat flux of 13565 W/m 

2 and in- 

et subcooling of 2.28 K, one without inclusion of BCD force and 

nother with. Here, it should be noted that large number of bub- 

les is tracked in both cases to assess the effect of the BCD force. 

lso, figures presented in this paper are representative of large- 
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Table 4 

Thermophysical properties used in the simulations. 

Fluid P T sat h f g ρ f c p. f k f μ f ρg c p.g k g μg σ

[MPa] [K] [J/kmol] [kg/m 

3 ] [J/kg.K] [W/m.K] [kg/m.s] [kg/m 

3 ] [J/kgK] [W/mK] [kg/m.s] [N/m] 

LN 2 0.34 89.5 5.07 ×10 6 748.3 2133.4 0.1211 1.05 ×10 −5 14.3 1255.4 0.0088 6.43 ×10 −6 0.0062 

Fig. 6. Test section geometry of benchmark experimental investigation. Adapted from Lewis et al. [13] . 

10 



S. Kim, J. Lee, I. Mudawar et al. International Journal of Heat and Mass Transfer 203 (2023) 123780 

Table 5 

Discretization method used in the simulations. 

Variable Discretization method 

Pressure-velocity coupling Pressure-implicit with splitting of 

operators (PISO) 

Gradient Least square cell based 

Pressure Body force weighted 

Momentum Second order upwind 

Volume fraction Geo-reconstruct 

Turbulent kinetic energy First order upwind 

Specific dissipation rate First order upwind 

Energy Second order upwind 

Level-set function First order upwind 

Transient formulation First order upwind 

Fig. 7. Plot of wall temperature versus distance along heated tube. Adapted from 

Lewis et al. [13] . 
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C  
cale flow patterns which can clearly depict individual bubble be- 

aviors. 

Fig. 8 (a) shows transient evolution of flow contours without 

nclusion of the BCD force for a 2-cm long heated region cen- 

ered at z = 2.5 cm. These contours are captured with a time 

tep of 0.01 s after reaching steady state. Colored dots indicate 

 target bubble to be tracked for analysis. At initial time t 0 , a

ingle bubble is flowing upwards, entrained in the core liquid 

ow, as another is nucleating on the heated wall. Notice how the 

rst bubble is gradually approaching the nucleating bubble as the 

atter detaches from the wall. Also noticeable is how the faster 

rst bubble from the liquid core outpaces the latter bubble, ev- 

denced by distance between the two bubbles getting closer. Af- 

er 0.08 s, the two bubbles collide because of the velocity differ- 

nce and begin to merge. After 0.09 s, the two bubbles are com- 

letely coalesced into a single larger vapor bubble. This depiction 

f bubble trajectory and merging of bubbles following collision is 

bserved along the entire flow channel when BCD force is not 

ctivated. 

Fig. 8 (b) shows transient evolution of flow contours at the men- 

ioned operating conditions with BCD force this time included in 

he simulations. Predictions are shown for two axial locations, Re- 

ion I and Region II, centered at z = 3.25 and 7.25 cm, respectively.

ote that both sets of flow contours are captured at the same time 

nd with the same time step after reaching steady state. For Region 

, a single bubble is seen flowing upwards while also approaching 
11 
nother bubble that has detached from the heated wall. The two 

ubbles approach each other reaching closest distance after 0.02 

 before appearing to collide head-to-head. After the collision, the 

wo bubbles do not coalesce but bounce away in nearly opposite 

ow directions and get dispersed away from one another. Note that 

he recorded time step size of 0.01s is not short enough to capture 

he precise moment of collision of the two bubbles. Similar dis- 

ersion behavior is captured in Region II for the same period. A 

ingle bubble is shown flowing upwards while also approaching a 

econd bubble that has detached from the heated wall. After 0.02 

, the two bubbles appear to collide, this time side-to-side rather 

han head-to-head. Being much faster than the detached bubble, 

he bubble from the bulk liquid flow incurs severe distortion in its 

ow direction, a nearly 90-dgree turn, whereas distortion for the 

ear-wall bubble is much weaker. 

As explained, Fig. 8 (a) and (b) capture in-depth progress of bub- 

le collision and dispersion, but in Fig. 8 (c), large-scale flow pat- 

erns are compared for cases with and without BCD force at two 

ifferent axial locations. To the left of Fig. 8 (c), flow patterns with 

nd without BCD force for z = 0 – 0.1 m are provided to illus- 

rate strong bubble dispersion resulting from BCD force in the up- 

tream region of the heated tube. To the right of Fig. 8 (c), another

et of flow patterns is shown for z = 0.15 – 0.25 m to highlight

onsequential vapor structure farther downstream where vapor co- 

lescence is intensified because of a weakening of BCD force. The 

iddle part of Fig. 8 (c) captures flow contours for the entire flow 

hannel at steady state with and without inclusion of the BCD 

orce. Note that both flow contours, one with BCD and the other 

ithout BCD, are provided for identical axial locations to compare 

he effects of BCD force under identical flow conditions. Readily 

pparent are smaller bubble sizes and smaller void fraction for the 

pstream region. In the inlet region, with BCD force, small, de- 

ached bubbles approach each other before bouncing away with 

irtually no coalescence. This behavior results in smaller sized bub- 

les in the core in the upstream region and reduced coalescence 

nd smaller size of large coalescent bubbles in the downstream re- 

ion as compared to the case without BCD force, this despite the 

ispersion effect being less dominant for larger bubbles. Notice, for 

he downstream region with inclusion of BCD force, the disper- 

ion of small sized bubbles between and around the larger bub- 

les, evidence of additional bubble breakup resulting from bubble- 

o-bubble collisions. 

Overall, the flow contours in Fig. 8 clearly capture the profound 

nfluence of BCD force on interfacial behavior along the channel, 

hich is evident in flow pattern development and expectedly heat 

ransfer behavior as well. In the following section, all provided re- 

ults are for simulations including the BCD force. 

Fig. 9 (a) shows the relationship between BCD force effect and 

nterface area to vapor volume ratio, A interface /V single bubble . With de- 

reasing A interface /V single bubble , (i.e., increasing bubble size), the ef- 

ect of BCD force on a bubble decreases. Fig. 9 (b) depicts atten- 

ated effects of BCD force on large bubbles or slugs, evidenced 

y increased tendency for bubble to coalesce together rather than 

isperse. Shown is transient evolution of flow contours, captured 

or indicated operating conditions with a time step of 0.01 s af- 

er reaching steady state, with BCD force for an 8-cm long heated 

egion centered at z = 26 cm. Red and blue dots indicate target 

ubbles to be tracked for analysis. Toward the middle region of 

he contour, marked with red dots, a large bubble is approach- 

ng two small bubbles flowing ahead. Due to faster velocity of the 

arger bubble, the small bubbles are overtaken and coalesce into 

he larger bubble. Toward the outer region, marked by blue dots, a 

arge bubble is shown engulfing neighboring small bubbles rising 

rom the heated wall. Bubbles captured in both situations clearly 

llustrate the attenuation of BCD force effects for larger bubbles. 

omparing Figs. 8 (b) and 9 (b), it is evident that the effect of BCD



S. Kim, J. Lee, I. Mudawar et al. International Journal of Heat and Mass Transfer 203 (2023) 123780 

Fig. 8. (a) Transient interfacial dynamics and relative bubble motion for 2 cm long heated region centered at z = 2.5 cm without inclusion of bubble collision dispersion 

(BCD) force. (b) Transient interfacial dynamics and relative bubble motion for z = 2.5-4.0 cm and z = 6.5-8.0 cm with inclusion of BCD force. (c) Overall comparison for 

simulations with and without inclusion of BCD force. Operating condition for all cases shown are G = 42.6 kg/m 

2 .s, q” = 13565 W/m 

2 , and inlet subcooling of �T sc = 2.28 

K. 

12 



S. Kim, J. Lee, I. Mudawar et al. International Journal of Heat and Mass Transfer 203 (2023) 123780 

Fig. 9. (a) Schematics for relation between BCD force effect and interfacial area to single bubble volume ratio. (b) Transient interfacial dynamics for Z = 22 - 30 cm. Operating 

condition for all cases shown are G = 42.6 kg/m 

2 .s, q” = 13565 W/m 

2 , and inlet subcooling of �T sc = 2.28 K. 
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orce differs by the size of bubbles, culminating in different bubble 

ehaviors. 

In addition, to assess effects of BCD force more clearly, radial 

istributions of vapor volume fraction are compared in Fig. 10 

or same operating conditions with and without inclusion of BCD 

orce. With BCD force, bubbles disperse after colliding with each 

ther as shown earlier in Fig. 8 (b). This is reflected in Fig. 10 as

atter radial distribution of vapor volume fraction with as com- 

ared to without BCD force. Furthermore, because BCD force re- 

uces likelihood of bubble coalescence, the magnitude of void frac- 

ion at each axial location is smaller with than without BCD force. 

his effect was validated by Sharma et al. [65] who utilized BCD 

orce as a closure interfacial force in their two-fluid model. In ad- 

ition, the effect of BCD force was shown by Lee et al. [67] to
13 
nhance predictive accuracy in horizontal flow boiling simulations 

ven when using the conventional VOF model. 

.2. Flow visualization results 

.2.1. Flow regime predictions 

Fig. 11 shows computational flow contour results using CLSVOF, 

CD force included, captured after reaching steady state. Shown 

re contours of LN 2 flow boiling along the entire heated length as 

ell as the additional adiabatic length downstream of the test sec- 

ion for vertical upflow boiling with near saturated inlet conditions 

nd heat fluxes of q’’ = 7413, 13565, 20505, and 32808 W/m 

2 . Mass

uxes for the four cases are different but all within a very narrow 

ange of 42.3 – 43.0 kg/m 

2 .s. 
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Fig. 10. Comparison of radial volume fraction profiles at four different axial loca- 

tions for simulations with and without inclusion of BCD force. Operating conditions 

are G = 42.6 kg/m 

2 .s, q” = 13,565 W/m 

2 , and inlet subcooling of �T sc = 2.28 K. 
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With the small amount of inlet subcooling, pure liquid enters 

he heated section and tiny bubbles begin nucleating in the up- 

tream region once sufficient wall superheat is acquired. The nu- 

leated bubbles grow in size as they move in the axial direction 

nd begin to detach from the heated wall and migrate towards 

he channel core. Notice the “necking phenomenon” captured in 

ig. 11 (a) and (b), prevalently in the upstream near wall region 

here larger detaching bubbles leave small vapor residue at the 

eated wall which initiates another cycle of growth to detachment 

arther downstream. The detached bubbles are exposed to higher 

ore liquid velocity, causing them to move faster and engulf sur- 

ounding slower smaller bubbles, culminating in larger coalescent 

blong bubbles along the core. It should be noted that BCD ef- 

ect is no longer dominant for large bubbles as interface area per va- 

or volume decreases appreciably thereby reducing BCD force . There- 

ore, with the abating BCD effect, appreciably grown bubbles be- 

in to merge and coalesce, forming even larger oblong vapor bub- 

les and triggering flow regime transition from bubbly to churn- 

lug. The oblong bubbles grow even longer along the flow direction 

ith continued coalescence. Additional tiny bubbles are captured 

round the large oblong bubbles due to vapor pinching and bub- 

le breakup resulting from velocity difference between fast moving 

arge bubbles and surrounding liquid. 

Clear differences are noticed in Fig. 11 between cases with 

igher wall heat fluxes and those with lower heat fluxes. With in- 

reasing heat flux, ONB commences farther upstream near to the 

nlet due to increasing wall superheat. Earlier nucleation at higher 

eat fluxes also precipitates faster bubble growth along with more 

ggressive bubble detachment, culminating in earlier transition of 

ow regime from bubbly to churn-slug. Note for the largest heat 

ux case that the regime transition happens within the upstream 

egion, which leads to formation of wavy vapor layers downstream 

long the heated wall. These wavy vapor layers feature middle 

eak – crest – surrounded by troughs – wetting fronts - where 

ufficient core liquid is able to replenish the heated wall and main- 

ain stable wall temperatures. Presumably, further increases in wall 

eat flux will “extinguish” the liquid replenishment by merging ad- 

acent vapor waves, leading to formation of a continuous thermally 

nsulating vapor layer covering most of the heated length, an ob- 
14 
ious precursor for CHF. This depiction of interfacial behavior is 

upportive of premises of the Interfacial Lift-off CHF Model [68] . 

.2.2. Fluid temperature predictions 

Fig. 12 shows computed fluid temperature along the heated 

ength of the test section for the four sets of operating conditions. 

hese contour plots show an instantaneous temperature field af- 

er achieving numerical steady state. As described earlier, all four 

ases have nearly identical mass velocities, slightly subcooled in- 

et conditions, and the same saturation temperature of T sat = 89.5 

 (based on the single inlet pressure measurement provided in 

enchmark experiments). As expected, Fig. 12 shows the subcooled 

iquid core penetrates farther downstream with decreasing heat 

ux because of delayed thermal boundary layer development. In 

he ensuing bubbly flow region, bubble nucleation and detachment 

ecome primary sources for thermal energy transfer from heated 

all to subcooled liquid core. With increasing heat flux, super- 

eated vapor bubbles detaching from the heated wall and migrat- 

ng into the core cause earlier increase in subcooled liquid tem- 

erature as well as earlier attainment of saturation temperature. 

otice for the highest heat flux case how the superheated thermal 

oundary layer starts right after the inlet and the liquid core tem- 

erature rapidly increases with more aggressive heat transfer from 

he superheated vapor bubbles. 

.3. Validation of computed results 

.3.1. Wall temperature comparison 

To validate accuracy of the present CFD method, predicted wall 

emperatures from simulations are compared to measured wall 

emperatures from Lewis et al. [13] . Fig. 13 shows wall temperature 

ariations along the heated portion of the experiment facility along 

ith the numerical predictions for the four different test cases. 

redicted wall temperature results are time averaged for several 

econds after achieving steady state convergence. Note again that 

he four mass fluxes considered are within a ±2% range, leaving 

nly wall heat flux as variable. 

For all four cases, the predicted curves show similar behav- 

or: nearly constant wall temperature with slight perturbation. The 

onstant wall temperature trend is rooted in the fact that all four 

ases feature near-saturated inlet temperature, which allows two- 

hase heat transfer to play a dominant role starting from the up- 

tream region. Note that perturbation of wall temperature is in- 

reasing with increasing heat flux presumably because of vapor 

ockets near the heated wall causing localized interruption to liq- 

id replenishment and therefore local increases in wall tempera- 

ure. 

Fig. 13 shows minimal differences between predicted and mea- 

ured average wall temperatures, 0.39, 0.08, 0.19, and 1.67 K, in- 

reasing monotonically with increasing heat flux. The highest dif- 

erence corresponding to the highest wall flux case implies the 

imulations slightly overestimate the effect of vapor layer accumu- 

ation and therefore predict higher wall temperatures than mea- 

ured. 

It must be noted here that previous CFD simulations [40–42] of 

ow boiling employing VOF have yielded significantly higher wall 

emperature deviations. A key reason for this departure is inac- 

urate surface tension calculations culminating in excessive accu- 

ulation of vapor pockets near the heated wall. This shortcom- 

ng is overcome in the present CLSVOF simulations with better 

nterface tracking and more accurate surface tension calculations, 

hereby rectifying the commonly encountered weakness of VOF in 

he form of artificial vapor adhesion to the heated wall as ex- 

lained in Section 1.2.2 . Additionally, with inclusion of BCD force 

n the CLSVOF model, under-represented bubble-to-bubble interac- 
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Fig. 11. Computationally predicted flow visualization images of entire heated channel for different heat fluxes. 
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Fig. 12. Computationally predicted fluid temperature field of entire heated channel for different heat fluxes. 

16 
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Fig. 13. Comparison of measured axial variation of wall temperature with predictions from present simulations. 
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ions such as dispersion due to bubble collision are counterpoised, 

urther enhancing accuracy of the wall temperature predictions. 

.3.2. Area-averaged volume of fraction comparison 

It is a well-known fact in cryogenic flow boiling studies that it 

s extremely difficult to acquire flow visualization records. Due to 

his fact, most previous researchers had to rely on measurable data 

o understand fluid flow physics. The benchmark experiments also 

id not provide flow visualization results with which to compare 

ow contours from the present numerical simulations. Instead, the 

enchmark experiments provided values of thermodynamic equi- 

ibrium quality, x e , at the outlet of the test section. Using this qual-

ty information, the present authors obtained void fraction infor- 

ation at the outlet of the test section using the popular Zivi cor- 

elation [69] , 

= 

[ 

1 + 

(
1 − x e 

x e 

)(
ρg 

ρg 

)2 / 3 
] −1 

(14) 

Fig. 14 compares the void fraction at the end of the heated 

ength with spatially and time-averaged predicted void fraction 

long the heated test section for the four sets of operating condi- 

ions. The predicted axial variations are especially useful for deter- 
17 
ining dominant local two-phase flow regime. For the lowest wall 

eat flux of q” = 7413 W/m 

2 , predicted void fraction monotoni- 

ally increases in the axial direction, with experimental exit value 

ell predicted by the simulations. A similar trend is captured for 

” = 13565 and 20505 W/m 

2 , but with higher void fractions pre- 

icted farther upstream, but with only moderate change beginning 

t z ∼ 0.2 m. For the highest flux of q” = 32808 W/m 

2 , exit val-

es approach unity, indicating even further development of flow 

egime from those for the two intermediate heat fluxes. 

The predicted void fraction results correspond well with the 

ow contours described in Section 4.2.1 in conjunction with Fig. 11 . 

or the lowest wall heat flux of q” = 7413 W/m 

2 , void fraction at 

 = 0.1 m is quite small, indicative of ONB occurring in the in- 

et region as depicted in the corresponding flow contour in Fig. 11 . 

dditionally, the steep increase of void fraction matches well with 

he transition of flow regime from dispersed bubbly to churn-slug 

long the axial direction. For q” = 13565 and 20505 W/m 

2 , both 

igs. 11 and 14 show ONB occurs much closer to the inlet, allow- 

ng large bubbles to form farther upstream. Also, for both cases, a 

ransition from small, dispersed bubbles to larger oblong bubbles 

akes effect in the region of z = 0.2 to 0.4 m, which is reflected

oth in the contour plots, Fig. 11 , and magnitude of void fraction, 
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Fig. 14. Comparison of area-averaged void fraction predictions with those of experiment and Zivi correlation. 
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ig. 14 . Lastly, for the highest flux of q” = 32808 W/m 

2 , after more

apid development of the large oblong bubbles farther upstream, 

here is yet further flow regime development of much larger void 

raction downstream, along with formation of wavy vapor layers 

long the heated wall as captured in Fig. 11 . These observations are 

upported in Fig. 14 by a steep increase in volume fraction in the 

iddle region, followed by values approaching unity for the down- 

tream region containing the massive vapor formations in the core 

long with wavy vapor layers along the heated wall. 

Predicted volume fractions for the given operating conditions 

ere compared to the calculated volume fraction based on exper- 

mental data. Based on the comparison results shown in Fig. 14 , 

he present numerical simulation well predicts volume fraction at 

he end of the heated section showing the minimal differences to 

he experimental data. The minimum difference was shown with 

ass velocity of 42.3 kg/m 

2 s, inlet subcooling of 2.28K and with 

all heat flux of 20505 W/m 

2 which corresponds to 40% of CHF. 
m

18
Fig. 15 compares predicted void fraction profiles both with and 

ithout BCD force for G = 42.6 kg/m 

2 s, q" = 13,565 W/m 

2 , and

T sc = 2.28 K. Without BCD force, because of excessive bubble 

oalescence, void fraction monotonically increases resulting in a 

oid fraction approaching unity, which deviates appreciably from 

xperiment. Whereas with BCD force, outlet void fraction is ap- 

reciably smaller and shows smaller deviation from experiment. 

his is proof that inclusion of BCD force in two-phase simulations 

rovides better representation of flow pattern evolution along the 

eated tube than the case without BCD force. 

.4. Predicted velocity and temperature profiles 

.4.1. Temperature profile 

Fig. 16 shows instantaneous radial profiles of computed fluid 

emperature at four different axial locations ( z = 0.1, 0.2, 0.3, 0.4 

) for the four sets of operating conditions. These profiles are 
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Fig. 15. Comparison of axial volume fraction profiles for simulations with and with- 

out inclusion of BCD force. Operating conditions are G = 42.6 kg/m 

2 .s, q” = 13565 

W/m 

2 , and inlet subcooling of �T sc = 2.28 K. 
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xtracted after steady state. Readily observable for all four test 

ases is how the upstream region from inlet to z = 0.2 m con- 

ains an appreciable temperature gradient between the wall region 

nd slightly subcooled liquid core. Starting at z = 0.2 mm, radial 

emperature gradients subside appreciably as fluid temperature is 

aintained near the saturation temperature of 89.5 K for the given 

ressure. 

For the lowest wall heat flux of q” = 7413 W/m 

2 , the radial 

emperature profile at z = 0.1 m is indicative of a developing 

hermal boundary layer with steep gradient near the heated wall. 

ithin the thermal boundary layer adjacent to the wall, tiny bub- 

les are nucleating but are not sizable enough to detach. It is just 

utside of the radial region occupied by these bubbles that the 

emperature rises appreciably compared to the liquid core before 

tabilizing to a rather flat radial profile with sharp gradient con- 

ned only to close vicinity of the wall. Except the sharp gradient 

n the small wall region, fluid temperature rapidly increases along 

he axial direction, approaching saturation. This is a direct outcome 

f better ability of bubbles to detach into and produce appreciable 

ixing in the core for z = 0.2 – 0.4 m. For q” = 13565 W/m 

2 ,

t z = 0.1 m, the radial temperature profile is marred by a ra- 

ial span where fluid temperature increases appreciably compared 

o the subcooled liquid core. This can be explained by nucleating 

ubbles now growing more appreciably in size and are therefore 

ble to detach and mix with core liquid farther away from the wall 

han for q” = 7413 W/m 

2 . There is also a reduction in fluid tem-

erature farther toward the wall where liquid trapped between the 

ubble layer and wall resumes its initial thermal boundary layer 

evelopment from the inlet. And, like q” = 7413 W/m 

2 , excepting 

he sharp gradient in close proximity to the wall, fluid temperature 

apidly increases for z = 0.2 – 0.4 m, approaching saturation. Sim- 

lar trends are observed at z = 0.1 m for q” = 20505 W/m 

2 , with

ne obvious deviation. Here, the large intermediate radial temper- 

ture increase has expanded farther toward both the central axis 

nd heated wall, indication of detached bubbles growing larger 

n size, penetrating deeper into the liquid core, and occupying a 

arger fraction of the flow area; this also points to flow regime 

ransition from dispersed bubbly to oblong bubbles/churn-slug as 
19 
epicted in Fig. 11 . For the same heat flux, trends for z = 0.2 –

.4 m are similar to those for the lowest two heat flux cases. For 

he highest wall heat flux of q” = 32808 W/m 

2 , radial profile at 

 = 0.1 m features substantial deviations from those for the three 

ower heat flux cases, caused by formation of wavy vapor layers 

ow covering portions of the heated wall. The vapor layers com- 

romise ability of core liquid to replenish the wall, thereby de- 

reasing heat transfer effectiveness, which is evidenced by the fluid 

emperature rising well above saturation for z = 0.3 and 0.4 m. 

.4.2. Velocity profile 

To accurately capture test section inlet conditions for the 

enchmark experiments, geometrical characteristics of the inlet 

ust be carefully understood and simulated. As shown in Fig. 6 , 

he experimental heated section is preceded by an inlet chamber 

hich provides sudden expansion and contraction before enter- 

ng the heated section. This abrupt change of cross-sectional area 

auses drastic velocity profile changes from the fully developed ve- 

ocity profile. Failure to account for these changes will undoubt- 

dly compromise not only flow physics at the inlet to the heated 

ection but heat transfer as well. This explains inclusion of the 

uid domain of the inlet chamber in the present simulations. Note 

hat, as explained in Section 2.4 , to initiate the numerical simula- 

ions, a fully developed velocity profile is designated for the veloc- 

ty boundary condition at the entrance to the inlet chamber, not 

he heated section. 

Fig. 17 shows radial profiles of computed fluid velocity at four 

xial locations for the four test conditions. These profiles are ex- 

racted after attaining steady state along the radial axis for all the 

xial locations. Note that the mass velocity conditions correspond 

o a very narrow Reynolds numbers range between 3426 and 3556, 

ndicating flow near the heated section inlet is in transition from 

aminar to turbulent flow. Overall, all four wall heat flux cases in 

ig. 16 show velocity generally increasing along the axial direction, 

n outcome of acceleration caused by the axial increase in vapor 

raction resulting from the bubble formation. However, there are 

oticeable instantaneous profile variations among axial locations. 

or q” = 7413 W/m 

2 , with limited bubble detachment, the pro- 

le variations are comparatively weak. As bubbles grow larger and 

etach into the core for q” = 13565 W/m 

2 , the now faster mov- 

ng bubbles increase velocity over the region from r = 3 mm to 

he wall. Similar trends are captured for q” = 20505 W/m 

2 , albeit 

ith greater overall axial acceleration. For the highest heat flux of 

” = 32808 W/m 

2 , effects of faster moving oblong bubbles are felt 

ven closer to the axis and with greater fluctuation intensity. Also 

oticeable, especially for the highest two heat fluxes, is a rather 

arge increase in velocity closer the wall, outcome of formation of 

avy vapor layers in the same radial region. 

.5. Boiling curve 

Based on computed steady state wall temperature results, a par- 

ial boiling curve is generated for the four wall heat flux condi- 

ions, which range from 14% to 63% of experimentally measured 

HF. Shown in Fig. 18 , the boiling curve is plotted as wall heat 

ux versus wall superheat, the latter defined as wall temperature, 

 w 

, minus saturation temperature, T sat . Predicted boiling curves are 

enerated for five different axial locations, z = 0.05, 0.1, 0.2, 0.3, 

nd 0.4 m. Note that predictions for z = 0.05 m are included to 

how transition from single-phase forced convective to nucleate 

oiling. By analyzing these boiling curve segments, it is possible 

o infer information concerning both the actual experiments and 

imulation results. First, the slope of the curve in this logarith- 

ic plot is almost constant throughout the range of wall heat flux, 

hich indicates a dependence of the form q ′′ ∼ ( T w 

− T sat ) 
n 
. This 
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Fig. 16. Instantaneous computed fluid temperature profiles across the axisymmetric channel for four axial locations for the different operating test conditions. 
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uggests heat transfer is maintained well within the nucleate boil- 

ng regime along the heated test section, which is confirmed by 

nterfacial behavior and flow regimes described in earlier sections. 

econd, by comparing the curve for z = 0.05 m to the rest of the

oiling curves, it is notable that the slope of the boiling curve in- 

reases as wall heat flux is increased from 14% to 26% CHF but 

ecomes nearly constant above 26% CHF. For 14% CHF, due to low 

all heat flux, very few bubbles are nucleating on the heated wall 

t z = 0.05 m, which is close to the ONB point and therefore cor-

esponds to partial nucleate boiling, where both sensible heat and 

atent heat contribute appreciably to heat transfer. For the same lo- 

ation of z = 0.05 m, convergence with results for the downstream 

ocations starting at 26% CHF indicates transition to fully developed 

ucleate boiling; this is where heat transfer is dominated by la- 

ent heat. Another observation from Fig. 16 is a slight diminution 

f slope for the 63% CHF case. As explained earlier, with devel- 

pment of wavy vapor layers on the heated wall, heat transfer is 

ompromised, which increases wall temperature. The captured de- 
20
ressive trend is often cited as Onset of Nucleate Boiling Degra- 

ation (ONBD), a precursor to CHF, which occurs upon further in- 

reases in wall heat flux. 

. Limitations of two-phase simulations 

In real-life applications, cavities are known to randomly span a 

eated wall, and bubble nucleation occurs in cavities having rel- 

tively large initial vapor embryos after acquiring sufficient liquid 

uperheat at the wall. As shown in Table 6 , most of the previous

wo-phase simulation effort s employed a combination of VOF and 

ee model without accounting for actual cavity nucleation effects. 

here are several challenges to incorporating effects of the surface 

avities. First, unlike recent works, effects of cavity activation are 

ncorporated using artificial empirical functions rather than mea- 

ured cavity distributions. Second, even when attempting to incor- 

orate the effects of actual cavities, available physical models for 

avity activation are based on exitance of a relatively large vapor 
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Table 6 

Previous numerical studies for two-phase flow boiling simulations with and without artificial nucleation site modeling. 

Authors Year Fluid Application Multiphase 

model 

Phase change 

model 

Artificial 

nucleation site 

or bubble(s) 

Remark 

Yeo et al. [63] 2022 FC-72 Microchannel 

heat sink 

VOF Lee model 

( r i = 500 [1/s]) 

No - Tuned relaxation parameter ( r i ) to 

address heterogeneous nucleation 

Lin et al. [73] 2021 water Micro-fin / 

micro-cavity 

microchannel 

flow boiling 

VOF Lee model 

( r i.evap = 10 2 

[1/s]) 

( r i.cond = 10 6 

[1/s]) 

No - Wettability comparison with or 

without micro-structured surface 

- Tuned relaxation parameter ( r i ) to 

address heterogeneous nucleation 

Broughton and Joshi [74] 2021 water Microchannel 

flow boiling 

VOF Lee model 

( r i = 75 [1/s]) 

No - Single sided heating with 

horizontal orientation 

- 3D Conjugated heat transfer 

problem 

- Tuned relaxation parameter ( r i ) to 

address heterogeneous nucleation 

Dong et al. [75] 2019 water Subcooled flow 

boiling 

VOF Novel phase 

change model 

( λ= 0.1 [1/s]) 

No - Developed novel phase change 

model based on Lee model 

- Requires empirical 

accommodation factor, λ

Lorenzini and Joshi [76] 2019 HFE- 

7200 

Microgap flow 

boiling 

CLSVOF Lee model 

( r i = 100 [1/s]) 

No - Single sided heating with 

horizontal orientation 

- 3D Conjugated heat transfer 

problem 

- Tuned relaxation parameter ( r i ) to 

address heterogeneous nucleation 

Lorenzini and Joshi [77] 2018 water Microchannel 

flow boiling 

with 

non-uniform 

heat flux 

VOF Lee model 

( r i = 0.1 [1/s]) 

No - Single sided heating with 

horizontal orientation 

- 3D Conjugated heat transfer 

problem 

- Tuned relaxation parameter ( r i ) to 

address heterogeneous nucleation 

Mohammed et al. [78] 2018 Acetone 

with 

nanopar- 

ticles 

Nanofluid flow 

boiling 

VOF Lee model 

(N/A) 

No - Single sided heating with 

horizontal orientation 

- Tuned relaxation parameter ( r i ) to 

address heterogeneous nucleation 

Prajapati et al. [79] 2017 water Finned 

microchannel 

flow boiling 

VOF Lee model 

(N/A) 

No - Tuned relaxation parameter ( r i ) to 

address heterogeneous nucleation 

Bahreini et al. [80] 2017 HFE- 

7100 

Subcooled flow 

boiling 

VOF Lee model 

( r i = 1 [1/s]) 

No - Microgravity flow boiling 

- 2D Conjugated heat transfer 

problem 

- Truncation error in numerical 

simulation creates random 

distribution of vapor 

nucleation sites 

- Tuned relaxation parameter ( r i ) to 

address heterogeneous nucleation 

Cheung et al. [81] 2014 water Subcooled flow 

boiling 

Two-fluid 

model 

Heat flux 

partitioning 

model 

No - Assessed various combinations of 

empirical closure correlations 

- Revealed existing correlations for 

nucleation site density, bubble 

departure 

frequency, and bubble departure 

diameter cannot provide 

satisfactory 

predictions 

Chen et al. [82] 2022 water Microchannel 

flow boiling 

VOSET Interface heat 

conduction 

Yes 

(Artificial 

nucleation sites) 

- Empirical correlations for 

nucleation site density for water 

- Artificial and random designation 

of cavity location 

- Artificial bubble patching on 

activate cavity 

Vontas et al [83] 2021 Ethanol Single bubble 

growth in 

microchannel 

VOF Novel phase 

change model 

Yes 

(Single bubble / 

multiple 

bubbles) 

- Patched a single half-sphere 

bubble on heated wall 

- Patched 29 half-sphere bubbles 

on heated wall 

Bahreini et al. [84] 2015 water Single bubble 

analysis 

VOF Lee model 

( r i = 100 [1/s]) 

Yes 

(Single bubble) 

- Patched single bubble in 

subcooled flow 

- Bubble condensation 

Zu et al. [85] 2011 water Confined bubble 

growth in 

microchannel 

VOF N/A Yes 

(Bubble 

injection) 

- Pseudo-nucleate boiling 

- Bubble injection to mimic bubble 

nucleation and departure 

- Arbitrary injection time 

21 
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Fig. 17. Instantaneous computed fluid velocity across the axisymmetric channel for four axial locations for the different operating test conditions. 
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mbryo within the cavity. While this is valid for common fluids 

uch as water, the same models are inapplicable to fluids having 

mall contact angles such liquid nitrogen (fluid modeled in the 

resent study) which have tendency to penetrate deep into cavi- 

ies, precluding formation of a large initial vapor embryo. Thirdly, 

arge-scale flow boiling simulations such as those presented in the 

resent study are computationally both time consuming and ex- 

ensive. Attempts to include effects of actual surface cavities are 

xpectedly computationally prohibitive, requiring many months to 

ield a solution for even a single set of operating conditions. Re- 

all that a key objective of modern flow boiling simulations is to 

evise models that are very robust when modeling actual devices 

nd systems. 

As shown in Table 6 , the Lee model is deemed by most as

lausible approach to numerically address heterogeneous nucle- 

tion effects when computing rate of vaporization by tuning the 

o-called relaxation parameter r i . A key advantage of this model is 

eliance on the assumption that interfacial mass transfer is driven 

y difference between local temperature and saturation tempera- 

ure, which provides simplicity and highly reduced computation 
22 
ime and cost especially for large-scale simulations, without hav- 

ng to account for actual surface cavities. In this paper, the same r i 
alue is adopted for the entire flow field without distinguishing the 

ulk liquid region and near wall region. There are several advan- 

ages to using this methodology. First, with varying r i value by lo- 

ation, numerical stability degrades dramatically due to an abrupt 

hange of mass transfer rate between cells inducing numerical di- 

ergence. Second, since inlet subcooling is very small, less than 3K, 

on-equilibrium effects across the flow area are miniscule. This is 

aptured in Fig. 11 which shows a rapid increase of bulk fluid tem- 

erature to saturation. Third, in the Lee model, according to Eq. (6) , 

ass transfer is dictated not only r i value but liquid superheat as 

ell. As the liquid superheat increases close to the heated wall, 

he amount of mass transfer will increase more for the wall region 

han the channel core. 

Table 6 summarizes previous numerical studies on two-phase 

ow and heat transfer. As indicated above, majority of these rely 

n combination of VOF and Lee model to predict both interfacial 

ass transfer and account for heated wall nucleation. According 

o Bahreini et al. [80] , truncation error in the numerical simula- 
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Fig. 18. Predicted segments of boiling curve for different heat fluxes and z = 0.05 

– 0.4 m for indicated operating conditions. 
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ion creates a random distribution of vapor bubble nucleation sites 

long the heated wall enables the Lee model to adequately address 

hase change along the heated wall. Chen et al. [82] created ar- 

ificial nucleation sites along the heated wall based on empirical 

orrelations which were experimentally developed using water as 

orking fluid. Artificial cavities were randomly distributed, and nu- 

leation criteria imposed on each category of cavities. Furthermore, 

tudies utilizing artificial cavities or artificially patched bubbles on 

eated surfaces involve mostly small domain two-phase configura- 

ions such as the single bubble growth studies by Bahreini et al. 

84] and Zu et al. [81] , rather than large-scale simulations. 

However, since such correlations are entirely water specific, 

hey simply cannot be adopted in cryogenic flow boiling simula- 

ions. Incorporating the same effects in cryogenic fluid simulations 

ould require careful measurements of bubble departure diameter, 

ubble nucleation site density, and bubble departure frequency for 

ach combination of cryogenic fluid and solid wall material com- 

ination. 

. Conclusions 

The present study focused on implementation of a 2-D axisym- 

etric CFD method to investigate near-saturated upflow boiling of 

iquid nitrogen along a vertical heated tube. This method employs 

he Coupled Level Set VOF (CLSVOF) model, which is adopted in 

NSYS FLUENT, including a user defined function to account for 

rucial effects of bubble collision dispersion (BCD) force. The sim- 

lation predictions were validated against four sets of operating 

onditions from prior benchmark experiments with heat fluxes of 

413, 13565, 20505, and 32808 W/m 

2 , and very narrow range of 

ass velocity of 42.3 – 43.0 kg/m 

2 .s. The simulations proved ef- 

ective at capturing important flow and heat transfer characteris- 

ics, including axial variations of interfacial behavior and local flow 

egime, as well as both fluid temperature and fluid velocity, infor- 

ation that is very difficult to obtain from cryogen boiling experi- 

ents. Key findings from study are as follows. 

1) The CFD simulations captured crucial details of flow boiling be- 

havior along the heated tube, including bubble nucleation, slid- 
23 
ing, growth, departure, dispersion, and coalescence. Predicted 

wall temperatures for the four sets of operating conditions 

showed excellent agreement with the benchmark experimental 

data. Additionally, very good agreement was achieved between 

exit volume fraction predictions and experiment. 

2) Bubble collision dispersion force was shown highly effective 

at overcoming innate limitations of single momentum equa- 

tion models known to under-represent relative motion between 

phases. Inclusion of the BCD force was shown to limit coales- 

cence of small bubbles following bubble-to-bubble collision as 

well prevent premature prediction of CHF resulting from exces- 

sive vapor blanketing downstream. It was shown that BCD ef- 

fects are prevalent mostly in the region of small dispersed bub- 

bles but are far less significant for large bubbles where interface 

area per vapor volume decreases appreciably thereby reducing 

BCD force. 

3) Presented were predictions for axial evolution of both fluid ve- 

locity and fluid temperature profiles. The temperature profiles 

capture formation of a superheated thermal boundary layer in 

the inlet region which gradually penetrates the channel core 

until core temperature reaches saturation. Viewed in conjunc- 

tion with the fluid velocity profiles, the temperature profiles 

also capture effects of bubble dynamics both across and along 

the heated pipe. 

4) The present computational methodology shows excellent pre- 

dictive accuracy when compared to liquid nitrogen data and 

may therefore constitute a good foundation for predicting flow 

boiling characteristics for other cryogens for which experimen- 

tal data range from sparse to nonexistent. 
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