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a b s t r a c t 

Transportation industry is presently in fast track to transition from Internal Combustion Engine Vehicles 

(ICEVs) to Electrical Vehicles (EVs). One of the most pressing challenges to full adoption of EVs is very 

slow charging at the networks of charging stations proposed worldwide. Despite many recent so-called 

‘ultra-fast’ charging methods, which capitalize on a variety of single-phase liquid schemes to cool the 

charging cable, thermal constraints limit the electrical current carrying capacity of the fastest commer- 

cial chargers to about 500 A. Achieving the faster charging time required for the anticipated proliferation 

of EVs will require increasing this current capacity to at least 20 0 0 A, which poses formidable thermal 

challenges in design of the charging cable. This study explores the development of a vastly more power- 

ful charging cable thermal management scheme to achieve this higher current threshold. Subcooled flow 

boiling is proposed as the primary means to dissipating the larger amounts of heat generated at higher 

currents. Experiments are performed by pumping highly subcooled dielectric liquid HFE-7100 though a 

concentric circular annulus mimicking a segment of an actual cable, with a uniformly heated 6.35-mm- 

diameter inner surface representing the electrical conductor and adiabatic 23.62-mm-diameter outer sur- 

face the external conduit. All experimental cases considered are conFig.d to ensure subcooled fluid condi- 

tions throughout the test module. It is shown the proposed cooling scheme is capable of tackling currents 

up to 2438 A, around four times higher than the present-day commercial maximum. With appropriate 

batteries and other ancillary components, this technology is expected to bring EV charging times down 

to less than 5 minutes. Aside from demonstrating this potential, an assessment of available subcooled 

boiling heat transfer coefficient correlations identified Moles and Shaw’s to predict the new experimen- 

tal data with an overall mean absolute error of only 11.68%. The flow and heat transfer physics are also 

explained in detail. 

© 2021 Elsevier Ltd. All rights reserved. 
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. Introduction 

.1. Electric vehicle trends 

Electric Vehicle (EV) usage has been steadily on the rise in the 

ransportation sector because of numerous inherent benefits over 

etroleum-oil-based vehicles/Internal Combustion Engine Vehicles 

ICEVs) [ 1 , 2 ]. Some advantages include reduced overall pollution 

3–5] , negligible emission from EVs resulting in better air qual- 

ty, especially in cities and high traffic areas, and both lower cost 

6] and noise [7] of operation, all due to the absence of inter- 
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al combustion engines. Another reason for migration away from 

etroleum-based vehicles is the rapid depletion of crude oil world- 

ide. The U.S. Energy Information Administration has suggested 

hat there would be adequate supply of crude oil and other liquid 

ydrocarbons through 2050, however there is uncertainty in both 

rice and demand from different parts of the world [ 1 , 8 ]. The In-

ernational Energy Outlook 2019 estimates a substantial increase in 

lectricity and natural gas consumption and a small increase in jet 

uel consumption for transportation worldwide by 2050 [8] . Other 

easons for the increase in EV usage are falling prices, vast research 

nd development effort s, and overall environment al benefit s, espe- 

ially when the electricity used for EVs is generated from renew- 

ble sources. The global EV market is expected to grow by at least 

 factor of ten by 2025 [2] . 

https://doi.org/10.1016/j.ijheatmasstransfer.2021.121176
http://www.ScienceDirect.com
http://www.elsevier.com/locate/hmt
http://crossmark.crossref.org/dialog/?doi=10.1016/j.ijheatmasstransfer.2021.121176&domain=pdf
mailto:mudawar@ecn.purdue.edu
https://www.engineering.purdue.edu/BTPFL
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Nomenclature 

A area 

A c cross-sectional area 

Bo boiling number, Bo = q ′′ s / G h f g 

C empirical coefficient 

c p specific heat at constant pressure 

D diameter 

D e equivalent diameter 

D h hydraulic diameter 

D hp diameter based on heated perimeter 

E enhancement factor 

Fr Froude number 

G mass velocity 

g gravitational acceleration 

h enthalpy; heat transfer coefficient 

h̄ average heat transfer coefficient 

h fg latent heat of vaporization 

I wire current through charging wire 

Ja ∗∗ modified Jakob number, Ja ∗∗ = c p,f �T sub / h fg 
k thermal conductivity 

L length 

m empirical constant 

˙ m mass flow rate through annulus 

M W 

molecular weight 

Nu Nusselt number 

N number of datapoints 

P pressure 

P F friction perimeter 

P H heated perimeter 

P R reduced pressure 

Pe Peclet number 

Pr Prandtl number 

Q v volumetric flow rate 

q heat rate 

q" heat flux 

r ∗ radius ratio, r ∗ = D i / D o 

R electrical resistance 

Re Reynolds number 

S safety factor; suppression factor 

T temperature 

T̄ average temperature 

�T sat surface superheat, �T sat = T s - T sat 

�T sub fluid subcooling, �T sub = T sat - T f 
t time 

U bulk fluid velocity 

x e thermodynamic equilibrium quality 

z axial coordinate 

Greek symbols 

α void fraction; temperature coefficient of wire 

μ dynamic viscosity 

ν kinematic viscosity 

ψ dimensionless heat transfer rate 

ψ 0 dimensionless heat transfer rate corresponding to 

x e = 0 

ρ density; electrical resistivity of wire 

σ surface tension 

θ percentage predicted within ±30% 

ξ percentage predicted within ±50% 

Subscripts 

exp experimental 

f liquid; bulk fluid 
[

2 
g vapor 

h heated 

H heater 

i inner tube of annulus 

in channel inlet 

nb nucleate boiling 

o outer tube of annulus 

out channel outlet 

pred predicted 

s surface 

sat saturation 

sc subcooled boiling 

sp single-phase 

tc thermocouple 

z local (along axial direction) 

Acronyms 

AC Alternating Current 

AWG American Wire Gauge 

CHF Critical Heat Flux 

DC Direct Current 

DNB Departure from Nucleate Boiling 

EV Electric Vehicle 

EVSE Electric Vehicle Supply Equipment 

FDB Fully Developed Boiling 

ICEV Internal Combustion Engine Vehicle 

MAE Mean Absolute Error (%) 

ONB Onset of Nucleate Boiling 

PDB Partially Developed Boiling 

PHEV Plug-in Hybrid Electric Vehicle 

RTD Resistance Temperature Detector 

Still, there are numerous obstacles that stand in the way of 

orldwide EV proliferation. These include: (i) the energy stor- 

ge capacity of batteries is smaller than that of gasoline tanks in 

CEVs of similar specifications [9] , (ii) the average time required to 

harge an EV battery is much longer than the re-fueling time for 

etroleum-based vehicles, (iii) building a wide network of charg- 

ng stations is not a trivial task and requires a massive investment 

pfront, (iv) the existing electrical grids might not be able to cater 

o the increased power demands for these charging stations, and 

astly, (v) the upfront ‘technology cost’ is still too high to attract 

he average consumer. 

This study is concerned entirely with the charging of EVs. And, 

or the purposes of this study, the phrase ‘electric vehicles’ also 

ncompasses Plug-in Hybrid Electric Vehicles (PHEVs). 

.2. Charging of electric vehicles 

.2.1. EV charging systems 

Electric vehicle charging systems, also called Electric Vehicle 

upply Equipment (EVSE), can be classified into Alternating Cur- 

ent (AC) or Direct Current (DC) based on the location where AC- 

o-DC conversion takes place. AC-DC conversion is necessary be- 

ause power is transmitted through the electrical grid as AC but 

s stored in batteries as DC. In typical AC charging, conversion 

akes place on-board the EV, whereas in typical DC charging, this 

akes place at the ground station. AC charging enables EV manu- 

acturers to completely design their conversion systems and other 

omponents based on battery specifications and other factors, and 

hereby control most of the charging operation. DC charging sys- 

ems have fewer components on-board the EVs themselves and 

herefore reduce the onboard space and weight, but additional 

tandards are available for manufacturers to maintain uniformity 

10] . DC chargers are usually faster than their AC counterparts. The 
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Table 1 

EV charging levels in North America, Europe, and China. 

Charging Level/Mode Nominal Supply Voltage (V) Maximum Continuous Current (A) 

North America (SAE J1772) [11] 

AC Level 1 120 VAC, 1-phase 12 A, 16 A 

AC Level 2 208-240 VAC, 1-phase 80 A 

AC Level 3 (not implemented) 208-240 VAC, 1-phase 400 A 

DC Level 1 50-1000 VDC 80 A 

DC Level 2 50-1000 VDC 400 A 

Europe (IEC 61851-1, 61851-23) [ 12 , 13 ] 

Mode 1 (AC) 250 VAC max., 1-phase; 480 VAC max., 3-phase 16 A 

Mode 2 (AC) 250 VAC max., 1-phase; 480 VAC max., 3-phase 32 A 

Mode 3 (AC) > 32 A, in accordance with connector used 

Mode 4 (DC) 18-1500 VDC (500 VDC max. for configuration 

AA) 

300 A 

Mode 4 (DC Combined Charging 

System) [13] 

1000 VDC max. (500 VDC max. for 

configurations CC, DD, EE and 1000 VDC max. 

for FF) 

In accordance with connector used 

China (GB/T 20234.1, 20234.2, 20234.3, 18487.1) [14–17] 

Mode 1 (AC) Prohibited 

Mode 2 (AC) 220 VAC 1-phase, 250 VAC max. 8 A, 13 A 

Mode 3 (AC) 220 VAC 1-phase, 380 VAC 3-phase, 440 VAC 

max. 

32 A (1-phase; Case A, B, or C connections), 63 

A (3-phase; Case C connection) 

Mode 4 (DC) 1000 VDC max., > 1000 VDC upon consultation 250 A preferred max., 400 A max. (Only Case C 

connection) 

Fig. 1. Key components of a typical DC electric vehicle charging system. Combined 

Charging System Type 1 standard (J1772 AC + CCS) connector is shown as an exam- 

ple. 
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ey components of a typical DC electric vehicle charging system 

re illustrated in Fig. 1 . Power is supplied from the charging station 

hrough a long charging cable, which terminates in a standardized 

onnector plug. This mates with a corresponding socket on the EV. 

n-board the EVs, power is stored in a high-capacity battery pack 

nd is supplied to the electric motor as needed. 

A summary of EV charging levels/modes worldwide [11–17] is 

iven in Table 1 . Listed are categories in North America, Europe, 

nd China, directly taken from the corresponding standards (latest 

s of December 2019). Charging systems can be categorized into 

hree based on their charging power levels: Level 1 (Opportunity), 

evel 2 (Primary), and Level 3 (Fast) [ 11 , 18 , 19 ]. Typically, AC Level

 and AC Level 2 chargers do not need prior authorization from 

tility providers because of their low power consumption, but the 

ther types do [19] . Numerous standards of EV chargers, such as 

1772, CHAdeMO, GB/T, Mennekes, and Tesla, are popular in today’s 

arket. Knez et al. [20] have enumerated the strengths and weak- 

esses of each of these types. The most common charger stan- 
3 
ards in the USA, the European Union, and China are J1772, Men- 

ekes, and GB/T, respectively [20] . All EVSE connector standards 

ave been summarized by Das et al. [19] along with pictures of 

he most commonly used connectors. Fig. 1 shows the Combined 

harging System (CCS) Type 1 (based on J1772) connector as an 

xample. The bottom two ports of the connector carry DC current, 

hile the top is for AC and communication signals. 

.2.2. Review of today’s fastest EV chargers 

Some of the fastest EV chargers available in market today are 

isted in Table 2 . It is to be noted that, with the EV charging in-

ustry being relatively new, there are a lot of startups, acquisitions, 

ergers, brand changes, etc ., and with vast research and develop- 

ent currently happening, it is difficult to quote all the products. 

n 2017, Meintz et al. [21] suggested that charging speed needed to 

e increased from the then-maximum of 120 kW to at least 400 

W to make EV charging times even comparable to conventional 

asoline fueling times. From Table 2 , it is clear that the fastest EV 

harger available today is 500 kW. Comparing this to the effective 

harging rate of a light passenger ICEV – 50 0 0 kW including all 

osses [ 9 , 22 ] – today’s fastest EV charging occurs at a rate that is

n order of magnitude slower. 

.2.3. Behavioral and ancillary factors influencing EV charging 

The charging behavior of EV owners is a big factor in develop- 

ng EV charging infrastructure. With the presently available infras- 

ructure, most EV owners charge their vehicles primarily at their 

omes, followed by their workplaces, and then public charging 

tations [23] . There is no quantifiable role of public fast charging 

n literature because of their present speed, and that consumers 

ight have been using them for their ‘free’ promotions in their 

arly stages of installation than for actual driving [ 23 , 24 ]. This be-

avior might change if the charging times at public fast charging 

tations become as short as ICEV fueling times. EV owners may 

ave difficulties in the compatibilities of their vehicles and the 

resently available charging infrastructure [23] . Another interest- 

ng statistic is that EV users typically often charge their vehicles in 

 timely manner, whereas most ICEV users refuel their tanks when 

hey get near empty [25] . But this could be because of the current 

nfrastructure. The cost of fast charging also plays a factor in mak- 

ng the decision [ 26 , 27 ]; if the demand for fast charging increases,

he average cost would come down, which would in turn attract 

ore people to use this option. 
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Table 2 

Existing fast(est) EV chargers around the world. 

Charger Maximum Charging Rate Cooling Scheme 

Tesla Supercharger V2 [w1] 480 VDC, 120-145 kW Natural convection air cooled cables 

Tesla Supercharger V3 [w1] 480 VDC, 250 kW Liquid cooled 

ITT Cannon CCS1 and CCS2 [w2] 1000 VDC, 500 A Dielectric liquid cooled cable, connector, and contacts 

Huber + Suhner Radox HPC [w3] 1000 VDC, 500 A Active liquid cooling system of connector and cable 

Tritium Veefil-PK [w4] 950 VDC, 350 kW Active liquid cooling of entire user unit 

ABB Terra HP (Used by Ionity and EVgo) 

[w5,w6,w7] 

350 kW, 920 VDC Liquid cooled cables 

BTC Power 350kW HP DCFC [w8] 950 VDC, 350 kW (432 A max. up to 920 VDC, 

500 A max. up to 500 VDC) 

Efacec HV350 [w9] 920 VDC, 322 kW, 350 A (500 A max. up to 640 

V) 

ChargePoint Express Plus [w10] 500 kW, 1000 VDC, 500 A Liquid cooled electrical module and cables 

Siemens 150kW high power [w11] 150 kW, 920 VDC 

Tellus Power DC 150 Charger [w13] 187 kW, 250 A, 750 V Active air cooled 

DBT Dispenser HPC [w14] 350 kW, 1000 VDC Liquid cooled cable > 200 A 

Endesa X Ultra-fast pantograph [w15] 500 kW 

Circontrol Raption 150 CCS [w16] 150 kW, 920 VDC, 200 A Forced air cooled unit 

Phihong DO 360 CCS1 [w17] 360 kW, 950 VDC, (379 A @ 950 V, 500 A @ 720 

V) 

Liquid/fan cooled unit 

FreeWire Boost Charger [w18] 120 kW, 500 VDC 
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Fig. 2. Maximum continuous current through the charging wire of various EV 

chargers available worldwide. The highest possible current demonstrated by exper- 

iments in the present study is included as a reference. 
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Dixon et al. [9] suggested that EV usage does not come with a 

harging time penalty if the range of travel is shorter than the EV’s 

attery storage capacity since the battery can be charged at home 

r at workplace/destination where it is parked over a long period 

f time provided there is infrastructure for doing so. For longer 

ravel distances, there are negligible travel delays if the drivers 

ake appropriate breaks in their journey and if there are charging 

tations whenever needed. But on the other hand, for continuous 

riving, charging on-route means delays which are directly related 

o the charging rate and battery size. 

.2.4. Limitations to speed of charging 

The speed of charging is mainly limited by the thermal lim- 

tations of the charging system and battery, and the capacity of 

he battery. With the capacity of the battery being mostly con- 

tant, faster charging times typically mean the transfer of a larger 

mount of energy in a shorter duration. Ultra-fast (extreme-fast) 

harging schemes can be implemented either by increasing the 

harging voltage or current. Increasing the charging voltage comes 

ith the challenges of cybersecurity and safety risks, costly and 

ulky EV thermal design, development of new connectors, battery, 

ower electronics, non-standard chargers, etc . [21] . The major chal- 

enge to increasing the charging current is designing high current 

ables and connectors that can tackle the vast amounts of heat 

enerated. 

One of the main concerns with and a barrier to large-current 

ltra-fast charging is the large amount of heat generated within 

he charging cable because of the high amperage current flowing 

hrough it. Most charging cables use conventional air cooling to re- 

ove this generated heat. Some researchers have proposed active 

iquid cooling of charging cables to remove larger amounts of gen- 

rated heat and thereby have a larger amperage of current flow- 

ng through them [ 28 , 29 ]. Others have also proposed active liquid

ooling of electrical connections [30] . Overall, this study is focused 

n the thermal management of high-amperage ultra-fast charging 

ables. 

.3. Thermal management of EV chargers 

Table 2 makes it apparent that there has been a shift in the 

ooling scheme used for today’s fastest chargers from forced air 

ooling towards active liquid cooling owing to superior thermo- 

hysical properties of the latter. But even with active liquid cool- 

ng, the maximum continuous current through charging cables is 
4 
500 A. This low cooling performance is a major disadvantage of 

ingle-phase liquid cooling schemes. Two-phase cooling schemes, 

n the other hand, typically capitalize on both the coolant’s sen- 

ible and latent heat to greatly enhance the heat transfer perfor- 

ance and help maintain the cable at a much lower temperature 

han possible with single-phase cooling [31] . 

Various two-phase cooling schemes have been investigated 

y researchers at the Purdue University Boiling and Two-Phase 

low Laboratory (PU-BTPFL) and other groups around the world. 

hese include capillary-driven devices [ 32 , 33 ], pool boiling ther- 

osyphons [ 34 , 35 ], falling films [ 36 , 37 ], channel flow boiling [38–

3] , jet impingement [ 44 , 45 ], sprays [ 46 , 47 ], and hybrids between

ifferent schemes [48] . This study is concerned entirely with sub- 

ooled flow boiling. The bar graph in Fig. 2 shows the maximum 

ontinuous current through charging wires of various EV chargers 

vailable worldwide. The majority of chargers supply a continuous 

urrent of less than 150 A, and some of the latest fast DC charg- 

rs ∼520 A. The highest possible continuous current demonstrated 

y steady-state subcooled flow boiling experiments in the present 

tudy is included as a reference. This is almost four times higher 

han the present-day maximum. 
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Fig. 3. Schematic representation of typical subcooled boiling flow with corresponding local void fraction, heat transfer coefficient, and temperature profiles. 
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.4. Subcooled flow boiling 

Depending on the state of fluid introduced into the cooling de- 

ice, flow boiling can occur in either subcooled or saturated states. 

f the flow channel is long enough, there is a possibility of transi- 

ioning from subcooled to saturated boiling. The entrant liquid is 

aid to be in a subcooled state if it is at a temperature lower than

ts saturation temperature at the operating pressure. Most cooling 

pplications utilize subcooled inlet conditions. Subcooled flow boil- 

ng is also proposed in this study, as a means to cool down high-

urrent charging cables. Subcooled flow boiling capitalizes on both 

he sensible and latent heat of the fluid to yield better cooling per- 

ormance and a higher Critical Heat Flux (CHF) than saturated boil- 

ng. Some methods of sustaining subcooled flow boiling along the 

ntire channel length are by increasing flow rate, inlet liquid sub- 

ooling, or diameter [40] . Subcooled flow boiling in conventional 

hannels [ 49 , 50 ] and annuli [ 43 , 50–54 ] has been studied for many

ecades. 
s

p

5 
.4.1. Flow and heat transfer physics 

Fig. 3 is a schematic representation of typical subcooled boil- 

ng flow in an annulus with corresponding local void fraction, heat 

ransfer coefficient, and temperature profiles. Shown is an axisym- 

etric section of the annulus around the axis of symmetry. The 

ottom of the top schematic represents the axis of symmetry at 

he center of a heat generating wire and the top wall an outer adi- 

batic sheath. Ignoring material property variations with temper- 

ture, the heat flux from the inner surface is considered uniform. 

luid enters the annulus in a subcooled liquid state, gains sensi- 

le heat from the inner surface by forced convection and increases 

n temperature. Entrance effects are not illustrated but would be 

resent near the liquid inlet. The void fraction remains constant at 

ero in the absence of any vapor production. . The heat transfer co- 

fficient for single-phase forced convection remains fairly constant 

excepting the short upstream developing boundary layer region) 

nd both the mean liquid temperature and surface temperature 

ncrease axially is an almost linear fashion. At a location down- 

tream, the inner surface temperature begins to exceed the tem- 

erature required for Onset of Nucleate Boiling (ONB) and the first 
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ubbles nucleate with the bulk fluid remaining subcooled. Both 

oid fraction and heat transfer coefficient start increasing with the 

atter at a much higher rate because of the considerable contribu- 

ion of latent heat transfer. As a result, the slope of surface tem- 

erature decreases with the bulk fluid temperature still increas- 

ng in a manner fairly similar to that in the upstream single-phase 

egime. The upstream subcooled boiling regime is termed Partially 

eveloped Boiling (PDB) or Highly Subcooled Boiling [55] . It is 

haracterized by nucleating bubbles collapsing or sliding along the 

eated surface with negligible growth because of strong condensa- 

ion effects. Appreciable condensation also causes the void fraction 

o increase at a very small rate. Bubbles of different sizes are pro- 

uced in this regime with the bubbles downstream typically larger 

ecause of the higher superheat available for nucleation. Coales- 

ence of nearby bubbles may be seen resulting in bigger or ob- 

ong bubbles. At the point of net vapor generation, bubbles begin 

ifting off from the surface and the flow transitions to Fully De- 

eloped Boiling (FDB) or Slightly Subcooled Boiling. Void fraction 

ow increases at a much higher rate than in PDB because of the 

eparting bubbles drawing fresh liquid to contact the surface, a 

igher rate of bubble production, and weaker condensation effects 

ear the surface with the bulk fluid being hotter. The local heat 

ransfer coefficient increases at a slower rate and plateaus down- 

tream in this regime at a value higher than that of the upstream 

ingle-phase liquid heat transfer coefficient typically by an order 

r more in magnitude. The surface temperature in FDB increases 

t a very slow rate with the bulk fluid temperature still increasing 

n a fairly linear fashion. The schematic also portrays the develop- 

ent of a bubble boundary layer and bubbles getting smaller after 

ift-off because of condensation by the cooler bulk liquid. In the 

atter part of FDB, the bubbles may be very large and irregularly 

haped, and occupy an appreciable part of the channel at high heat 

uxes and low pressures [55] . FDB extends to the point at which 

hermodynamic equilibrium quality, x e , reaches zero value, which 

ignals commencement of the Saturated Boiling regime. It is em- 

hasized that lengths of single-phase, PDB, and FDB regimes can 

ary greatly from one another compared to how they are depicted 

n Fig. 3 . 

The above-mentioned advantages of phase change, namely very 

igh heat dissipation rate and fairly constant surface temperature, 

re available only in the nucleate boiling flow regime, which is lim- 

ted by CHF. At CHF, flow transitions to film boiling and is accom- 

anied by an unsteady and uncontrollable rise in surface temper- 

ture. CHF in subcooled boiling is typically the result of localized 

apor blankets forming along the heated surface even where bulk 

iquid is quite abundant. Whereas CHF in saturated boiling is the 

esult of gradual thinning and eventual dryout of an annular liquid 

lm at the heated surface caused mostly by liquid deficiency [40] . 

HF may or may not occur in the subcooled boiling, and the lo- 

ation at which it occurs depends on operating conditions. Shown 

n Fig. 3 is an example of a localized vapor blanket at the very 

ownstream location of the annulus. A massive coalesce between 

ubbles may trigger the formation a large vapor blanket and a De- 

arture from Nucleate Boiling (DNB). After CHF, the surface tem- 

erature increases rapidly to dangerous levels because of the low 

hermal conductivity of vapor and therefore a smaller amount of 

eat being conducted and radiated to the liquid-vapor interface 

here the phase change takes place. As a result, the heat trans- 

er coefficient nosedives and the bulk fluid temperature increases 

t a higher rate because of the much hotter surface. 

.4.2. Demarcation between flow regimes 

Onset of nucleate boiling has been analytically investigated by 

any researchers [ 49 , 56–60 ]. Hsu and Graham [57] postulated 

hat, for a bubble to nucleate from a cavity, the superheat of the 

iquid layer near the nucleation cavity must be greater than that 
6 
equired for the bubble to grow beyond the cavity. Good agree- 

ent of this model with experimental data for water, pentane, and 

ther was shown later [58] . Bowring [56] suggested that ONB cor- 

esponds to the point of intersection of the pure single-phase and 

ubcooled boiling curves. Sato and Matsumura [59] later developed 

n analytical model that does not require contact angle or thermal 

ayer thickness information. 

Flow regime transition from PDB to FDB has also been inves- 

igated by many researchers [ 49 , 56 , 61–63 ]. Bowring [56] proposed

 dimensional correlation to predict the point of net vapor gen- 

ration, and proposed that the net heat flux throughout PDB is 

he sum of heat fluxes associated with single-phase convection and 

ubble nucleation. This type of superposition is similar to one pro- 

osed by Rohsenow [61] but the expressions used for the single- 

hase component are different [55] . Bowring also suggested that 

he transition occurs at the point of intersection of the actual boil- 

ng curve (plotted from subcooled flow boiling experiments) and 

he subcooled pool boiling curve [56] . 

Bergles and Rohsenow [49] presented a slightly different model 

ith a similar intersection point of transition but a different 

ethod of superposition in the PDB regime. Shah [62] used dimen- 

ionless parameters and presented fully empirical transition cri- 

eria based on a large database including several fluids. Recently, 

hah [64] suggested using the simple criterion for point of net va- 

or generation proposed earlier by Saha and Zuber [63] , which is 

ased on the premise that at lower and higher flow rates, bub- 

le detachment is thermally controlled, occurring at a fixed Nus- 

elt number, and hydrodynamically controlled, occurring at a fixed 

tanton number, respectively. Dorra et al. [65] reviewed several 

redictive models for the onset of significant void in subcooled 

oiling and also recommend using the Saha and Zuber criterion. 

.4.3. Annulus flow geometry 

Most studies in the literature deal with circular or rectangular 

hannel flows with heating from some or all surfaces. Concentric 

nnular channels, although an important geometry used in applica- 

ions such as double-pipe heat exchangers, have received lesser at- 

ention. Owing to the presence of two heat transfer surfaces, there 

s a wider variety of thermal boundary conditions for flows in an- 

uli. Table 3 lists all four fundamental thermal boundary condi- 

ions for flow in an annulus [ 66 , 67 ]. Solutions to any other ther-

al boundary condition can be found from these fundamental so- 

utions using interpolation techniques. 

One important parameter commonly used to characterize flow 

n concentric annular channels is radius ratio, r ∗ [67] . As will be 

iscussed later, different studies have employed different equiv- 

lent diameters, such as hydraulic diameter based on friction 

erimeter, hydraulic diameter based on heated perimeter, laminar 

quivalent diameter, heated diameter, etc . 

.5. Objectives of study 

The present study investigates application of subcooled flow 

oiling as a thermal management solution for ultra-fast EV charg- 

ng cables. The study will detail the experimental methods used 

o investigate subcooled flow boiling through an internally heated 

nnulus. A preliminary analysis is provided to explore the effects 

f various parameters on heat transfer performance and help ar- 

ive at a baseline design of the charger cooling system. An ex- 

erimental facility is constructed with a test module similar to 

 section of the charging cable and cooling conduit assembly. A 

ustom-built heater is used to mimic heat generation due to high 

urrent flow though the charging wire. Various test cases are sys- 

ematically conducted to explore the performance of the proposed 

ooling system. The heat transfer physics within the test module 
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Table 3 

Fundamental thermal boundary conditions for annular flow. 

Tube-1 Tube-2 

First kind Uniform temperature Uniform temperature (equal to inlet fluid temperature) 

Second kind Uniform heat flux Adiabatic (well insulated) 

Third kind Uniform temperature Adiabatic (well insulated) 

Fourth kind Uniform heat flux Uniform temperature (equal to inlet fluid temperature) 
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Table 4 

Key dimensions of module. 

Heated length, L h 304.8 mm 

Outer diameter, D o 23.62 mm 

Inner diameter, D i 6.35 mm 

Thermocouple locations from start 

of heated length, z tc 

25.4, 88.9, 152.4, 215.9, 279.4 mm 
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re explained for various operating conditions. The collected dat- 

points are demarcated into their respective flow regimes which 

re represented in flow regime contour maps. The predictive per- 

ormance of various existing subcooled boiling correlations is as- 

essed. 

With appropriate batteries and other ancillary components, this 

hermal management technology is expected to bring EV charging 

imes down to less than 5 minutes, about the time required for 

onventional gasoline filling [9] . This technology can also be uti- 

ized for cooling high current electrical wires in other applications. 

. Experimental methods 

.1. Two-phase flow loop 

Fig. 4 (a) shows a schematic diagram of the two-phase flow loop 

sed in the present study and Fig. 4 (b) provides a photograph 

f the experimental facility with key components identified. HFE- 

100, a dielectric heat transfer fluid, is used as coolant in this 

losed loop, a major portion of which is stored in a liquid reser- 

oir. Liquid is pumped from the reservoir by a Fluid-o-Tech inter- 

al gear pump situated at the lowest level of the facility to help 

rime the flow lines and increase gravitational head at the pump 

nlet to avoid cavitation. The pump is magnetically coupled to an 

C totally-enclosed-fan-cooled motor mounted on vibration damp- 

ners and powered by a variable frequency drive to adjust the flow 

ate. A Swagelok relief valve is installed at the pump outlet, where 

oop pressure is highest, and is calibrated to crack open at 50 psig. 

luid from the pump passes through a FlowEzy stainless-steel in- 

ustrial process filter that helps remove possible impurities in the 

uid. Flow can be routed to one of two Omega FL rotameter flow 

eters within each flow rate is indicated by position of a stainless- 

teel float. A main flow control valve (Swagelok, C v = 1.80) down- 

tream of the rotameters is used to adjust flow resistance in the 

oop, thereby regulating both pressure and flow rate, and helping 

revent pressure oscillations with the test module. Fluid is then 

ubcooled by flowing through a SWEP plate-type heat exchanger 

ith 10 stainless-steel plates, rejecting heat to a counter flow of 

ater circulated with the aid of a Lytron MCS50 modular cooling 

ystem. The fluid enters the test module in a subcooled state and 

ains both sensible and latent heat as it passes through the mod- 

le. Depending on operating conditions, the fluid exiting the mod- 

le may be in pure liquid or liquid-vapor mixture states. To con- 

ense any vapor and bring the fluid to desired reservoir tempera- 

ure, the fluid is passed through a SWEP plate-type heat exchanger 

ith 20 plates, in a vertical downward orientation for best con- 

ensing performance. A counter flow of distilled water is circulated 

hrough the other flow side of the heat exchanger with the aid a 

ytron MCS20 modular cooling system. Exiting the heat exchanger, 

he liquid is returned to the reservoir, which is fitted with inlet 

nd outlet valves to help maintain constant pressure during exper- 

ments. It should be mentioned that both of the system’s Lytron 

ater loops contain their own filters and flow control valves. Ad- 

itionally, plug valves are present at multiple points of the flow 

oop for added bypass and flow control purposes. 

A degassing system is present upstream of the gear pump 

n parallel with the main flow line to remove dissolved non- 
7 
ondensable gases like air from the working fluid and ensure ac- 

uracy of experimental data. It consists of a 3M Liqui-cel degassing 

ontactor through which the working fluid flows at low flow rate, 

nd is connected to a GAST oil-less diaphragm vacuum pump to 

pply vacuum on the other side of the degassing membrane. De- 

assing is done before experimentation and at regular intervals 

hereafter. 

.2. Test module 

The main component of the test module is a custom-made 

ery-high-power-density cartridge heater that is used to approxi- 

ate heat dissipation from an AWG3 wire. Fig. 5 (a) shows a longi- 

udinal sectional diagram of the test module with key parameters 

ndicated. The heater, having a diameter of D i = 6.35 mm, is placed 

long the central axis of a stainless-steel tube of inner diameter 

 o = 23.62 mm, with the fluid flowing through the annulus. The 

eated length of the heater of L h = 304.8 mm starts 88.9 mm from 

he upstream end and is followed by another 165.1-mm unheated 

ection. Key dimensions of the module along with thermocouple 

ocations are given in Table 4 . Note that the wire diameter is 6.35

m, whereas the diameter of a standard AWG3 wire is 5.827 mm. 

Fig. 5 (b) shows a photograph of the module prior to com- 

lete assembly. Five type-T thermocouples are silver-soldered (us- 

ng Brownells Silvaloy 355) to the Incoloy heated surface at sev- 

ral equidistant locations from the start of the heated length. Care 

s taken to isolate the two leads of all thermocouples from each 

ther by application of Loctite high-temperature silicone adhesive 

o just before the junction. The heater is held at the exact cen- 

er by fittings at its electrical-lead end. As shown in Fig. 5 (c), the

ther heater end is held at the exact axial center using a 6.35-mm 

hick honeycomb core (Plascore PAMG) made of Aluminum alloy 

052. A perfect annular geometry and tight-fit are achieved by ma- 

hining the honeycomb core using a computerized numerical con- 

rol water-jet cutting machine. Aside from the heater positioning, 

he honeycomb mesh serves the important purpose of distributing 

ow streamlines uniformly about the annulus. 

Variable power is supplied to the module heater using a 0- 

40 V, 1.4 kVA autotransformer. Forced convective air cooling is 

rovided to the heater leads to prevent over-heating caused by 

he high amperage current flowing through. The entire module is 

ounted horizontally in the test facility and insulated with a 12.7- 

m thick foam layer (Armacell AP/Armaflex) to prevent heat losses 

o the ambient. 

.3. Instrumentation and measurement accuracy 

Fluid temperatures and pressures are monitored at the test 

odule inlet, test module outlet, and liquid reservoir using 
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Fig. 4. (a) Schematic diagram of experimental two-phase flow loop. (b) Photograph of experimental facility with key components indicated. 
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software. 
heathed type-T thermocouples and glycerin-filled analog pressure 

auges. The module inlet and outlet pressures are also measured 

sing Sensotec absolute pressure transducers. 

All thermocouples used in the facility are calibrated over a 

ange of -25 to 80 °C against a standard platinum Resistance Tem- 

erature Detector (RTD) in a temperature controlled thermal bath. 

he RTD (Omega, Pt 100 1/10 DIN) has a mean accuracy of ±0.03 °C 

nd the Neslab RTE-220 thermal bath a set accuracy of 0.01 °C. 

eionized water is used as bath fluid for temperatures higher than 

.5 °C and a 50-50% vol. mixture of ethylene glycol and water for 

ower temperatures. During the calibration, the tips of all the ther- 

ocouples and the RTD are bunched together in the bath and 

eadings are taken every 2.5 °C after reaching steady state. The Eu- 

opean curve of std. Pt RTD (ITS-90, α = 0.00385 
/ 
/ °C) is used 

o convert resistance outputs to temperatures. An average of the 
8 
teady state readings is taken at each bath temperature and the 

hermocouple temperature outputs are correlated against the RTD 

utput using a least squares regression method to yield third or- 

er polynomials. This in-house calibration improved the accuracy 

f the thermocouples to less than ±0.1 °C. After attaching the ther- 

ocouples to the heater, a further check is done by comparing the 

alibrated thermocouple values to the RTD output at various bath 

emperatures in the calibration range. 

A Yokogawa WT310E power meter is used between the heater 

nd autotransformer to measure the voltage, current, and power 

nput to the heater. All electronic signals from the facility are col- 

ected using an FET multiplexer and measured by an integrating 

oltmeter of an HP data acquisition system. The measured read- 

ngs are monitored and recorded on a computer using LabVIEW 
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Fig. 5. (a) Schematic diagram of module. (b) Photograph of module before assembly. (c) Honeycomb core holding heater at exact center. 
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Maximum uncertainties in the measurements of temperature, 

bsolute pressure, volumetric flow rate, and heater power are 

0.3 °C, ±0.5%, ±2%, and ±0.85%, respectively. 

.4. Operating procedure 

Prior to testing, all electronic sensors and the data acquisition 

ystem are turned on and the output signals are verified. Both the 

odular cooling systems supplying water to the condenser and in- 

et subcooler are also turned on. The reference pressure valve on 

he reservoir is opened to maintain a constant atmospheric pres- 

ure at this point of the closed loop. The main flow control valve is 

ully opened, and the degassing contactor isolated. Flow is routed 

hrough one of the rotameter flow meters depending on the de- 

ired flow rate value for a given test. The pump is turned on and

he motor speed adjusted to set the required flow rate using a vari- 

ble frequency drive. The autotransformer is powered up with the 

ial set at 0 V, corresponding to adiabatic flow through the test 

odule. Once the flow becomes steady, the heaters are powered 

p to desired value by adjusting the autotransformer brush po- 

ition. The system is carefully monitored for at least 30 minutes 

r until it reaches steady-state, and the data are recorded. This 

rocess is repeated following equal heat flux increments until the 

aximum design value or critical heat flux are reached. The entire 

est procedure is repeated for several flow rates. 

.5. Data processing 

The flow configuration in this study is annular with a diabatic 

nner boundary and an adiabatic outer boundary. As explained be- 

ow, the equivalent diameter for flow through an annulus is given 

y the relation 

 e = 

⎧ ⎪ ⎨ 

⎪ ⎩ 

D h = 

4 A ch 

P F 
, if annular gap > 4mm 

D hp = 

4 A ch 

P H 
, if annular gap ≤ 4mm 

, (1) 
9 
here 

nnular gap = 

D o − D i 

2 

. (2) 

hile both gap ranges use the same annular flow area, A ch , annuli 

ith larger gaps are characterized by hydraulic diameter, D h , de- 

ermined using the flow frictional perimeter, P F , and those with 

maller gaps are characterized by a special definition based on 

eated perimeter, P H [ 62 , 68 , 69 ]. Some studies recommend a dif-

erent annular gap transition point of 3 mm [64] , while some sug- 

est D e = D hp for all annular gaps [ 70 , 71 ]. And most single-phase

nnular flow studies use D h [67] . Based on all these recommenda- 

ions, with an annular gap of 8.64 mm, the annular geometry in 

he present study is characterized using D e = D h . 

The resistivity of a material is given by 

| T = S ρ20 ◦C ( 1 + α�T ) = S ρ20 ◦C ( 1 + α( T − T 20 ◦C ) ) , (3) 

here ρ20 ◦C is resistivity at 20 °C, α temperature coefficient, and S 

 safety factor determined by consideration of temperature distri- 

ution in the conductor leading to an increase in heat generation. 

or copper, ρ20 ◦C = 1.724 × 10 −8 
m and α = 4.29 × 10 −3 K 

−1 . S is

onsidered to be unity for this study. The resistance of a wire can 

e calculated from Pouillet’s law, 

 = 

ρL wire 

A c,wire 

, (4) 

here L wire and A c,wire are the length and cross-sectional area of 

he wire, respectively. Heat generation from a section of the wire 

s then given by q wire = I 2 
wire 

R , from which the heat flux dissipat-

ng from the surface of the wire (after setting S = 1) is determined 

sing the relation 

 

′′ 
s = 

⎧ ⎪ ⎪ ⎨ 

⎪ ⎪ ⎩ 

I 2 
wire 

ρ20 ◦C ( 1 + α( T s − 20 

◦C ) ) (
π2 / 4 

)
D 

3 
wire 

, T s ≥ 20 

◦C 

I 2 
wire 

ρ20 ◦C (
π2 / 4 

)
D 

3 
wire 

, T s < 20 

◦C 
. (5) 

quation (5) is adopted in this study to determine the heat flux 

rom the heater surface. Table 5 provides correspondence among 



V.S. Devahdhanush, S. Lee and I. Mudawar International Journal of Heat and Mass Transfer 172 (2021) 121176 

Table 5 

Correspondence between power input and surface heat flux of the experimental 

heater and equivalent current through a copper conductor wire at 80 °C having a 

diameter equal to that of the experimental heater ( D wire = 6.35 mm). 

Heater power, q H [W] 

Surface heat flux from 

experimental heater, q" s 
[W/m 

2 ] 

Equivalent current 

through charging wire, 

I wire [A] 

100 16446.04 692.32 

200 32892.09 979.09 

300 49338.13 1199.13 

400 65784.17 1384.64 

500 82230.22 1548.07 

600 98676.26 1695.83 

700 115122.31 1831.70 

800 131568.35 1958.17 

900 148014.39 2076.95 

1000 164460.44 2189.30 

1100 180906.48 2296.16 

1200 197352.52 2398.26 
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Fig. 6. Variations of (a) surface heat flux and (b) equivalent current through charg- 

ing wire with average surface superheat for different mass velocities. 
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otal power input, surface heat flux of the experimental heater, and 

quivalent current through a copper conductor wire at 80 °C having 

 diameter equal to that of the experimental heater ( D wire = 6.35 

m). 

After each test reaches steady state conditions, at least 120 s of 

ecorded temporal datapoints are averaged to yield a single steady 

tate datapoint. Thermophysical properties of HFE-7100 are pro- 

ided by the manufacturer, 3M Corporation. Fluid enthalpies at the 

nlet and outlet of the module are determined from the relations 

 in = h f 

∣∣
T in 

+ v f 
∣∣

T in 

(
P in − P sat | T in 

)
, (6) 

nd 

 out = h in + 

q ′′ s A h 

˙ m 

, (7) 

espectively, where h f , v f , and P sat are based on the inlet fluid tem-

erature, and Eq. (7) is obtained by applying an energy balance 

o the entire module. For all data collected from the present ex- 

eriments, h in < h f | P in and h out < h f | P out 
, indicating that the fluid 

s subcooled at both the module inlet and outlet and thereby the 

ow is subcooled throughout the module. Inlet and outlet thermo- 

ynamic equilibrium qualities are determined using the relation 

 e = 

h − h f 

∣∣
P 

h f g 

∣∣
P 

, (8) 

here h = h in or h out is the actual fluid enthalpy at the module in-

et/outlet, and h f and h fg are based on the measured inlet/outlet 

lenum pressure. Subcooling at the inlet and outlet is calculated 

rom 

T sub = T sat | P − T f , (9) 

here T f = T in or T out is the corresponding measured fluid temper- 

ture, and T sat is the saturation temperature corresponding to the 

nlet/outlet pressure. 

The heated surface is divided into five unit-cells with a surface 

hermocouple situated at the center of each as shown in Fig. 5 (a). 

xial conduction through the heater is assumed negligible and the 

urface heat flux, q”s , axially uniform. Local heat transfer coeffi- 

ients are determined from the relation 

 z = 

q ′′ s 
T s,z − T f,z 

, (10) 

here T s,z is the measured heater surface temperature and T f,z the 

ocal fluid temperature at the same axial location. T f,z is estimated 

rom a linear interpolation between the inlet (measured T in ) and 

utlet (estimated from T in by energy balance assuming only sen- 

ible heat transfer) fluid temperatures. The average heat transfer 
10 
oefficient is then calculated based on an area-weighted average 

f the local heat transfer coefficients as 

¯
 = 

∑ 

A s,z h z 

A h 

= 

∑ 

L z h z 

L h 
, (11) 

here A s,z and L z are, respectively, the heated surface area and 

ength of each unit cell, and A h and L h are, respectively, the to- 

al heated surface area and total heated length, as indicated in 

ig. 5 (a). Average surface temperature, T̄ s , is also calculated in a 

imilar manner. 

Some of the key parameters of this study lie in the ranges given 

n Table 6 . It is emphasized that although some parameters are ex- 

ressed in various units throughout this paper for an easy under- 

tanding, all calculations are performed using SI units. 

. Experimental results and discussion 

.1. Overall heat transfer performance 

Boiling curves, plotted as variations of surface heat flux with 

urface superheat, are a general means of displaying heat transfer 

erformance of a two-phase thermal management system. Fig. 6 (a) 

hows a set of averaged boiling curves for various mass velocities 

anging from G = 45.56 to 683.25 kg/m 

2 s. It is noted that surface 
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Table 6 

Summary of key parameters of present experiments. 

Mass velocity, G 45.51 – 730.50 kg/m 

2 s 

Volumetric flow rate, Q v 1.250 × 10 −5 – 2.020 × 10 −4 m 

3 /s (0.20 – 3.20 gal/min) 

Inlet pressure, P in 102,999 – 142,392 Pa (14.94 – 20.65 psia) 

Outlet pressure, P out 102,061 – 140,218 Pa (14.80 – 20.34 psia) 

Surface heat flux, q" s 16,309 – 199,210 W/m 

2 

Inlet temperature, T in 20.33 – 29.23 °C 
Inlet subcooling, �T sub,in 33.83 – 48.68 °C 
Inlet quality, x e,in -0.516 – -0.349 

Outlet temperature, T out 21.00 – 44.96 °C 
Outlet subcooling, �T sub,out 17.83 – 47.69 °C 
Outlet quality, x e,out -0.504 – -0.185 

Average surface temperature, T s 36.24 – 96.02 °C 
Equivalent current through charging wire, I wire 725.61 – 2437.91 A 
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uperheat is typically defined as �T sat = T s - T sat , but T s - T in is used

ere due to the bulk fluid being subcooled throughout the mod- 

le. Additionally, the average superheat in Fig. 6 (a) is defined as 

 ̄s – T in , where T̄ s is the surface area average of all unit cell surface 

emperatures. For all mass velocities, the average surface superheat 

ncreases with increasing surface heat flux, with larger increases 

chieved at lower heat fluxes. The reduced rate of increase of sur- 

ace temperature at higher heat fluxes is attributed to a reduction 

n single-phase liquid convection length and increasing portion of 

he heated surface incurring subcooled flow boiling, clearly a man- 

festation of increased contribution of latent heat transfer to to- 

al heat dissipation. At the highest heat fluxes of ∼18 W/cm 

2 , the 

urves become almost vertical, indicating that surface temperature 

s maintained fairly constant for a range of heat fluxes; this is one 

f the fundamental benefits of all thermal management schemes 

tilizing boiling. 

Considering the lowest heat flux of q" s ≈ 2 W/cm 

2 , it is clear 

hat the surface superheat monotonically decreases with increasing 

ass velocity. This is due to the flow being single-phase through- 

ut the module, as will be discussed in section 3.4 . But for higher

eat fluxes, this monotonicity vanishes with a clear decreasing 

rend apparent only for the lower mass velocities of G = 45.56, 

1.01, 182.86, and 274.08 kg/m 

2 s. A drastic reduction in the aver- 

ge surface temperature is realized by doubling the mass veloc- 

ty from 45.56 to 91.01 kg/m 

2 s. A further doubling of G to 182.86

g/m 

2 s does induce a reduction but by a smaller amount. But for 

 ≥ 274.08 kg/m 

2 s, the boiling curves seem to overlap one an- 

ther. This is due to the dominance of latent heat over sensible 

eat transfer; the former being independent of mass velocity and 

he latter strongly dependent on flow velocity [ 41 , 53 , 55 , 72 ]. 

It is noted that, for the lowest two mass velocities of G = 45.56

nd 91.01 kg/m 

2 s, further increases in heat flux were not experi- 

entally feasible due to CHF occurrence. Flow rate essentially af- 

ects only the lower heat flux region and value of CHF [41] . Some

esearchers [ 43 , 51 , 53 ] have pointed to the presence of a hysteresis

egion in the lower heat flux, manifest by different boiling curves 

hen increasing versus decreasing the heat flux. This phenomenon 

s beyond the scope of the present study. 

The relationship between the surface heat flux, q" s , and equiv- 

lent current through the charging wire, I wire , is captured in Eqs. 

3) – (5) , which show heat flux roughly increases as the square of 

 wire , although wire temperature has a rather significant impact on 

esistivity of the wire. The same datapoints in Fig. 6 (a) are plotted 

n Fig. 6 (b) as variations of I wire with average surface superheat; 

hese are henceforth termed ‘pseudo’ boiling curves. These curves 

re more relevant to the present application of EV charging wire 

ooling. The general trends are similar to those in Fig, 6(a), but 

he ‘pseudo’ boiling curves are more linear than the actual boiling 

urves, i.e ., average surface temperature increases almost linearly 

ith I wire for I wire > 10 0 0 A. The lowest I wire of ∼750 A results in

ingle-phase convection all along the heated length, this is where 
11 
 has the strongest influence on average surface temperature. For 

 fixed I wire , Fig. 6 (b) indicates that the heat transfer performance 

eases to improve with increasing in G above 274.08 kg/m 

2 s. How- 

ver, it should be kept in mind that G should be kept high enough 

o preclude CHF occurrence, especially in the downstream region 

f practical long heating wires. 

.2. Average heat transfer coefficient 

Heat transfer coefficient, h , is an effective measure of the heat 

ransfer performance of a thermal management system. The higher 

he heat transfer coefficient, the higher is the heat dissipation rate 

or a particular set of surface and bulk fluid temperatures. Fig. 7 (a) 

hows the variation of average h over the entire heating surface 

ith surface heat flux. For the lowest q" s ≈ 2 W/cm 

2 , average h in-

reases monotonically with increasing G (or Re ), a key characteris- 

ic of single-phase heat transfer. For higher heat fluxes, the curves 

or G = 91.01 – 683.25 kg/m 

2 s overlap with one another, meaning 

 becomes a weak function of G . This can be explained by ability 

f the fluid to absorb a major portion of the heat by nucleate boil- 

ng and dominance of latent heat transfer [ 41 , 51 , 53 ]. Fig. 7 (a) also

hows h increasing almost linearly for q" s > 2 W/cm 

2 , a key char-

cteristic of nucleate boiling heat transfer, as opposed to that for 

ingle-phase convection, where h is independent of heat flux. No- 

ice that, for the highest mass velocity of G = 683.25 kg/m 

2 s and

owest two heat fluxes, the curve is horizontal, indicating the flow 

s maintaining purely single-phase convection. 

Fig. 7 (b) shows the same datapoints plotted as variations of av- 

rage h with equivalent current, I wire , and captures the same gen- 

ral trends manifest in Fig. 7 (a). As I wire is increased, the average 

eat transfer coefficient increases in a slightly concave upwards 

anner. Again, for all G values tested, the heat transfer coefficient 

ncreases with increasing G for the lowest I wire ≈ 750 A because of 

ominance of single-phase convection effects. 

Since the test module is long enough to observe multiple flow 

egime transitions (single-phase liquid to PDB to FDB), the average 

eat transfer coefficient for most cases encompasses the net ef- 

ects of multiple flow regimes, and sharp transition points are not 

pparent. 

.3. Local ‘pseudo’ boiling curves 

Figs. 8 (a) and 8(b) show local ‘pseudo’ boiling curves for two 

ow rates, Q v = 0.60 and 2.80 gal/min, respectively. These are plot- 

ed as equivalent current through charging wire against the differ- 

nce between local wire surface and inlet fluid temperatures. In 

ig. 8 (a), except for an erroneous datapoint corresponding to the 

owest I wire , the curves are linear for low I wire and become con- 

ave upwards with increasing I wire , especially for the downstream 

urves. A weaker concave upwards trend for the upstream loca- 

ion of z = 0.0254 m is indicative of dominance of single-phase 
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Fig. 7. Variations of average heat transfer coefficient with (a) surface heat flux and 

(b) equivalent current through charging wire for different mass velocities. 
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onvection effects. Considering the downstream most location of 

 = 0.2794 m, transition to FDB is predicted to occur at I wire ≈
870 A. There is very little change in surface superheat in the FDB 

egime over a wide range of heat fluxes [72] . 

The curves in Fig. 8 (b) follow the same trends as those in 

ig. 8 (a) but are more linear for higher I wire values. All 5 curves

how a slight kink around I wire ≈ 10 0 0 A, likely the outcome of a

mall surface temperature overshoot at ONB [43] . But as soon as 

ubbles nucleate following ONB, the latent heat transfer brings the 

urface temperature down. 

.4. Demarcation between flow regimes 

Demarcation between flow regimes within the test module is 

eeded for a better understanding of the underlying heat transfer 

hysics and for guiding final design of the EV charging cable cool- 

ng system. Operating conditions are chosen such that the coolant 

nters the module in a subcooled liquid state and remains sub- 

ooled throughout the module. A detailed description of the dif- 

erent flow regimes encountered in subcooled flow boiling has al- 

eady been provided in Section 1.4 . As the subcooled liquid flows 

ver the heated section of the heater, it gains sensible heat and 

he bulk fluid and surface temperatures increase. The first bubbles 

re formed at the axial location where the local surface temper- 

ture exceeds the temperature corresponding to ONB, T s > T s,ONB . 
12 
he boiling inception occurs at cavities having a radius equal to 

hat corresponding to tangency between the superheat ‘required’ 

o grow bubbles beyond the mouth of a cavity and the superheat 

available’ in the liquid boundary layer adjacent to the heated sur- 

ace [57] . T s,ONB is determined by equating the ‘required’ superheat 

o the ‘available’ superheat at a cavity. Cavities having radii both 

maller and larger than the tangency radius are gradually activated 

ownstream of ONB because of increased availability of wall super- 

eat. In the single-phase liquid convection region, the heat transfer 

oefficient is determined from 

 

′′ 
s = h ( T s − T f ) , (12) 

nd the heat flux required to initiate ONB is given by Sato and 

atsumura’s relation [59] , 

 

′′ 
ONB = 

k f h f g ( T s − T sat ) 
2 

8 σ T sat v f g 

, (13) 

quation (13) can be combined with Eq. (12) to yield a relation 

apturing the effect of convection on T s,ONB , 

 s,ONB = T sat + 

4 σ T sat v f g h 

k f h f g 

(
1 + 

√ 

1 + 

k f h f g 

2 σ T sat v f g h 

(
T sat − T f 

))
. 

(14) 
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Fig. 9. Demarcation of experimental subcooled boiling datapoints into Partially De- 

veloped Boiling and Fully Developed Boiling based on Shah’s [62] relations: (a) 

ψ / ψ 0 versus �T sub / �T sat , and (b) �T sub / �T sat versus boiling number, Bo . 
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hah’s [62] criterion for transition from PDB to FDB is widely ac- 

epted in the literature and is given by 

DB ( high subcooling ) : 
�T sub 

�T sat 
= 

T sat − T f 

T s − T sat 
> 2 or 

�T sub 

�T sat 

> 6 . 3 × 10 

4 B o 1 . 25 (15) 

nd 

DB ( low subcooling ) : 
�T sub 

�T sat 
≤ 2 and 

�T sub 

�T sat 
≤ 6 . 3 × 10 

4 B o 1 . 25 , 

(16) 

here Bo is the Boiling number, defined as 

o = 

q ′′ s 
G h f g 

. (17) 

ig. 9 shows the process of demarcating all experimental subcooled 

oiling datapoints into PDB and FDB according to the Shah crite- 

ion. Fig. 9 (a) shows a plot of ψ/ ψ 0 versus �T sub / �T sat , ratio of 

ocal subcooling to surface superheat, where ψ is a measure of the 

ontribution of latent to total heat transfer and is defined as the 

atio of actual surface heat flux to an estimated heat flux based 

n single-phase heat transfer coefficient and wall superheat. In the 

ame figure, ψ is the value of ψ at x e = 0 (zero subcooling and
0 

13 
ero equilibrium quality), which is a function of boiling number, 

 0 = 

{
230 B o 0 . 5 , Bo > 0 . 3 × 10 

−4 

1 + 46 B o 0 . 5 , Bo < 0 . 3 × 10 

−4 . (18) 

xcept for a few stray datapoints, the plot indicates that the dat- 

points change their general trend about a transition value of 

T sub / �T sat = 2 , with most datapoints below 2 acquiring near zero 

lope and those above 2 a positive slope. This trend is similar to 

ne predicted according to a transition relation by Shah based on 

 very comprehensive database [62] , which is given by 

q ′′ s / ( h sp �T sat ) 

ψ 0 

= 

ψ 

ψ 0 

= 

{ 

0 . 54 

(
�T sub 

�T sat 

)0 . 88 
, 

�T sub 

�T sat 
> 2 

1 , 
�T sub 

�T sat 
≤ 2 

, (19) 

here h sp is single-phase heat transfer coefficient given by the 

ittus-Boelter equation, 

h sp D 

k f 
= N u sp = 0 . 023 Re 0 . 8 f 

0 . 4 

Pr 
f 

. (20) 

he constant offset of the present experimental data from Shah’s 

eference lines in Fig. 9 (a) can be explained by impact of dif- 

erences between present annular flow configuration and flow in 

 circular tube on the turbulent single-phase heat transfer co- 

fficient. By plotting �T sub / �T sat against Bo , Fig. 9 (b), the tran- 

ition between PDB and FDB becomes clearer. PDB datapoints 

re clustered above the �T sub / �T sat = 2 line and FDB datapoints 

elow. This is the same as Shah’s transition criteria given by 

qs. (15) and (16) . However, the present datapoints are associated 

ith high Boiling numbers, therefore Shah’s second transition line, 

T sub / �T sat = 6 . 3 × 10 4 B o 1 . 25 , does not play a role in the demarca-

ion of any datapoint. 

Another popular method of determining the transition from 

DB to FDB is based on the net vapor generation point, where bub- 

les begin to depart from the heated surface [64] . Saha and Zuber 

63] used this premise to develop the following criterion for tran- 

ition to FDB, 

DB (high subcooling) : �T sub > 

⎧ ⎨ 

⎩ 

0 . 0022 

(
q ′′ s D e 

k f 

)
, Pe < 70 0 0 0 

153 . 8 q ′′ s 
G c p, f 

, Pe > 70 0 0 0 
, 

(21) 

here Pe is Peclet number ( RePr f ). This criterion was tested against 

he present experimental data and resulted in unphysical flow 

egime transitions along the flow direction. This can be explained 

s follows. Pe is fairly constant along the flow direction since prop- 

rty changes are too small to influence the results. For a particular 

ow rate, Saha and Zuber’s �T sub corresponding to PDB is directly 

roportional to the surface heat flux and fairly constant along the 

ow direction. For many cases, the predicted transition point fell 

ell within the single-phase flow region and the flow was found to 

ransition directly from single-phase liquid to FDB, bypassing the 

DB region altogether. These facts render their PDB-FDB transition 

riterion unsuitable for the present application despite recommen- 

ation to the contrary by other researchers [ 64 , 65 ]. 

Therefore, it was decided that demarcation of flow regimes in 

he present study be based on a combination of ONB criterion from 

q. (14) and Shah’s criteria for transition from PDB and FDB. The 

esults are presented in Fig. 10 in the form of flow regime contour 

aps. In all, there are 820 experimental datapoints which are de- 

arcated into 585 single-phase, 190 PDB, and 45 FDB datapoints. 

ig. 10 (a) shows a map of the flow regimes for a constant mass 

elocity of G = 136.37 kg/m 

2 s (flow rate of Q v = 0.60 gal/min). The

ertical axis represents heat flux from the inner heating surface 

nd the horizontal axis axial position along the flow direction. For 

ower heat fluxes, the flow is single-phase throughout the mod- 

le with no bubble nucleation. As the heat flux is increased, the 
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Fig. 10. Flow regime contour maps indicating (a) demarcation of flow regimes for a fixed mass velocity of G = 136.37 kg/m 

2 s ( Q v = 0.60 gal/min), and, for a mass velocity 

range of G = 136.37 – 683.25 kg/m 

2 s, (b) transition from single-phase flow to two-phase flow based on ONB, (c) PDB dominant regions, and (d) FDB dominant regions. Darker 

colors in (b), (c), and (d) indicate the corresponding flow regime is dominant over a wider mass velocity range. 
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ocation of ONB moves upstream and the flow downstream tran- 

itions from single-phase liquid convection to PDB. With a further 

ncrease in the heat flux, transition from PDB to FDB is seen down- 

tream and, once again, location of this transition moves upstream 

ith increasing heat flux. Fig. 10 (b) shows the point of ONB pre- 

icted according to Eq. (14) for different mass velocities ranging 

rom G = 136.37 to 683.25 kg/m 

2 s ( Q v = 0.60 – 3.00 gal/min). The

egions that are fully blank (white) and fully black represent, re- 

pectively, single-phase and two-phase flow regimes at all flow 

ates. The intermediate gray tones indicate that the region is two- 

hase at lower flow rates and single-phase at higher flow rates, 

he darker the region, the greater number of flow rates resulting 

n two-phase flow regimes. It is clear that the point of ONB moves 

pstream as the high flux is increased. Figs. 10 (c) and 10(d) show 

he demarcation of the two-phase datapoints into PDB and FDB, 

espectively, for the same operating conditions and mass veloc- 

ty range as Fig. 10 (b). Similar to Fig. 10 (b), the darker the region

he greater is the number of datapoints for that particular regime. 

ig. 10 (d) indicates that FDB occurs primarily in the downstream 

ocations for higher heat fluxes and mostly low values of Q v . For 

ost of the lower heat fluxes, fully developed boiling is not seen 

or any flow rate. And, for the higher flow rate cases, FDB is not 

een for the range of applied heat fluxes. These are the reasons for 

he plot not showing any region in solid red color. 

.5. Assessment of existing subcooled flow boiling correlations 

Only a few correlations are available in the literature for sub- 

ooled flow boiling in an annulus. Based on an exhaustive litera- 

ure survey, the authors found no correlations or experimental data 

or subcooled flow boiling of dielectric fluid HFE-7100 in a hori- 

ontal annulus. Therefore, an attempt is made to assess the appli- 
14 
ability of previous subcooled flow boiling correlations to the flow 

onfiguration in this study. Table 7 summarizes the correlations in- 

estigated. Notice that some terms are rearranged for consistency 

mong the different correlations. Correlations by Papell [73] , Ba- 

iuzzaman [74] , Moles and Shaw [75] , and Shaw [51] were con- 

tructed in non-dimensional form as Nu sc / Nu sp , ratio of subcooled 

oiling to single-phase Nusselt numbers, which is also equal to the 

atio of subcooled boiling to single-phase heat transfer coefficients, 

 sc / h sp . The correlations by Shah [ 62 , 64 , 68 ], Gungor and Winterton

69] , and Liu and Winterton [71] offer the advantage of direct de- 

ermination of the subcooled boiling heat transfer coefficient. The 

hoice of auxiliary correlations for determining the single-phase 

nd nucleate pool boiling heat transfer coefficients is based en- 

irely on recommendations from the original studies. 

In the assessment study, the thermophysical properties of HFE- 

100 are evaluated at specific temperatures in the different sub- 

ooled boiling correlations based on how they were originally de- 

eloped. For example, properties in the Dittus-Boelter equation are 

ased on bulk liquid temperature [ 76 , 77 ], and properties in the 

ieder-Tate equation are also based on bulk liquid temperature ex- 

ept for the liquid viscosity denominator, which is based on heated 

urface temperature [78] . The performance of each correlation in 

redicting the present experimental data is assessed using three 

ifferent statistical parameters: Mean Absolute Error (MAE), and 

nliers θ and ξ . MAE is defined as 

AE (%) = 

1 

N 

∑ 

[ ∣∣h pred − h exp 

∣∣
h exp 

× 100 

] 

, (22) 

nd θ and ξ are, respectively, the percentages of datapoints pre- 

icted within ±30% and ±50% of the experimental values. Fig. 11 

hows results of this assessment. Datapoints in all plots are segre- 
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Table 7 

Subcooled flow boiling correlations. 

Author(s) Correlation MAE Remarks 

Papell (1963) 

[73] 

N u sc 

N u sp 
= 90 

(
q ′′ s 

h f g ρg U 

)0 . 7 (
h f g 

c p, f �T sub 

)0 . 84 (
ρg 

ρ f 

)0 . 756 

= 90 B o 0 . 7 J a ∗∗−0 . 84 ( ρg / ρ f ) 
0 . 056 

N u sp = 0 . 021 Re 0 . 8 f Pr 0 . 4 f 

63.49% • Subcooled boiling in a uniformly heated Inconel X tube 
• Distilled water and ammonia 
• Single-phase heat transfer coefficient based on 

Colburn-type equation [83] with properties evaluated at 

film temperature 
• Specific heat capacity evaluated at mean of saturation 

and bulk fluid temperatures, and all other properties at 

saturation temperature 

Badiuzzaman 

(1967) [74] 

N u sc 

N u sp 
= C 

{ (
q ′′ s 

h f g ρg U 

)(
h f g 

c p, f �T sub 

)1 . 2 (
ρg 

ρ f 

)1 . 08 (
�T sub 

T sat 

)0 . 6 
} m 

= C { BoJ a ∗∗−1 . 2 ( ρg / ρ f ) 
0 . 08 

( �T sub / T sat ) 
0 . 6 } m 

Water: C = 178, m = 0.75 

Organic fluids: C = 759, m = 0.89 (used in this study) 

N u sp = 0 . 021 Re 0 . 8 f Pr 0 . 4 f 

14.73% • Subcooled boiling over a horizontal stainless steel 321 

rectangular strip 
• Water, ethanol, and isopropanol 
• Specific heat capacity evaluated at mean of saturation 

and bulk fluid temperatures, and all other properties at 

saturation temperature 
• Single-phase heat transfer coefficient based on 

Colburn-type equation [83] with properties evaluated at 

film temperature 

Moles & Shaw 

(1972) [75] N u sc 

N u sp 
= 78 . 5 

(
q ′′ s 

h f g ρg U 

)0 . 67 (
h f g 

c p, f �T sub 

)0 . 5 (
ρg 

ρ f 

)0 . 7 (
c p, f μ f 

k f 

)0 . 46 

= 78 . 5 B o 0 . 67 J a ∗∗−0 . 5 ( ρg / ρ f ) 
0 . 03 Pr 0 . 46 

f 

N u sp = 0 . 027 Re 0 . 8 f Pr 1 / 3 
f 

(
μ f 

μ f | T s 

)0 . 14 (
1 + 

(
D e 
L h 

)0 . 7 
)

for 
L h 
D e 

< 60 

11.68% • Subcooled boiling in vertical upflow in a circular tube, 

vertical upflow in rectangular channel, and horizontal 

flow over a heated strip 
• Single-phase heat transfer coefficient calculated using 

Seider-Tate equation modified for entrance effects [78] 
• Stainless steel 347, 304, 321, Inconel X, and nickel L and 

A 
• Water, ethanol, isopropanol, n-butanol, ammonia, aniline, 

and hydrazine 
• Prandtl number evaluated at mean film temperature, and 

all other properties at saturation temperature 

Shaw (1972) [51] 
N u sc 

N u sp 
= 82 

(
q ′′ s 

h f g ρg U 

)0 . 68 (
h f g 

c p, f �T sub 

)0 . 5 (
ρg 

ρ f 

)0 . 69 (
c p, f μ f 

k f 

)0 . 46 

= 82 B o 0 . 68 J a ∗∗−0 . 5 ( ρg / ρ f ) 
0 . 01 Pr 0 . 46 

f 

N u sp = 0 . 027 Re 0 . 8 f 

1 / 3 

Pr 
f 

(
μ f 

μ f | T s 

)0 . 14 

( 1 + 

(
D e 

L h 

)0 . 7 

) 

for L h 
D e 

< 60 

15.00% • Subcooled boiling in vertical upflow in a circular tube, 

vertical upflow in rectangular channel, horizontal flow 

over a heated strip, and vertically upflow through a 

channel made of a circular tube placed along the center 

of a square tube 
• Single-phase heat transfer coefficient calculated using 

Seider-Tate equation modified for entrance effects [78] 
• Stainless steel 304, 321, and 347, Inconel X, and nickel L 

and A 
• Water, ethanol, isopropanol, n-butanol, ammonia, aniline, 

and hydrazine 
• Prandtl number evaluated at mean film temperature, and 

all other properties at saturation temperature 

Shah (1983) 

[ 62 , 68 ] 

q ′′ s = h sc ( T s − T f ) = 

⎧ ⎨ 

⎩ 

(
ψ 0 + 

�T sub 

�T sat 

)
h sp �T sat , PDB 

ψ 0 h sp �T sat , F DB 

ψ 0 = 

{ 

230 B o 0 . 5 , Bo > 0 . 3 × 10 −4 

1 + 46 B o 0 . 5 , Bo < 0 . 3 × 10 −4 

h sp D e 

k f 
= N u sp = 0 . 023 Re 0 . 8 f 

0 . 4 

Pr 
f 

55.03% • Subcooled boiling in horizontal and vertical tubes, and 

vertical annuli 
• Single-phase heat transfer coefficient based on 

Dittus-Boelter equation [ 76 , 77 ] 
• Water, R-113, methanol in annuli; water, R-11, R-12, 

R-113, methanol, isopropanol, n-butanol, ammonia, and 

aqueous solution of potassium carbonate for other flow 

geometries 
• Copper, stainless steel, nickel, Inconel, and glass 
• Latent heat calculated at saturation temperature, and all 

other properties at bulk fluid temperature 

Gungor & 

Winterton (1986) 

[69] 

q ′′ s = h sp ( T s − T f ) + S h nb ( T s − T sat ) = h sc ( T s − T f ) 

⇒ h sc = h sp + S h nb 

�T sat 

( T s − T f ) 

h sp D 

k f 
= N u sp = 0 . 023 Re 0 . 8 f 

0 . 4 

Pr 
f 

h nb = 55 P 0 . 12 
R ( −log 10 P R ) 

−0 . 55 M 

−0 . 5 
W 

q ′′ s 
0 . 67 

E = 1 ; S = ( 1 + 1 . 15 × 10 −6 E 2 Re 1 . 17 
f ) −1 

For horizontal tubes and : F r f ≤ 0 . 05 E = EF r 
0 . 1 −2 F r f 
f 

and 

S = SF r 0 . 5 
f 

F r f = 

G 2 

ρ2 
f 
g D h 

= 

U 2 

g D h 

55.37% • Subcooled boiling in vertical and horizontal tubes and 

annuli 
• Single-phase heat transfer coefficient based on 

Dittus-Boelter equation [ 76 , 77 ] 
• Nucleate boiling heat transfer coefficient based on Cooper 

equation [84] 
• Water, refrigerants, and ethylene glycol 

( continued on next page ) 

15 
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Table 7 ( continued ) 

Author(s) Correlation MAE Remarks 

Liu & Winterton 

(1991) [71] 

q ′′ s = ( ( E h sp ( T s − T f ) ) 
2 + ( S h nb �T sat ) 

2 
) 0 . 5 = h sc ( T s − T f ) 

⇒ h sc = 

( 

( E h sp ) 
2 + 

(
S h nb �T sat 

T s − T f 

)2 
) 0 . 5 

h sp D 

k f 
= N u sp = 0 . 023 Re 0 . 8 f 

0 . 4 

Pr 
f 

E = 1 S = ( 1 + 0 . 055 E 0 . 1 Re 0 . 16 
f ) −1 

h nb = 55 P 0 . 12 
R ( −log 10 ( P R ) ) 

−0 . 55 M 

−0 . 5 
W 

q ′′ s 
0 . 67 

For horizontal tubes and : F r f ≤ 0 . 05 E = EF r 
0 . 1 −2 F r f 
f 

and 

S = SF r 0 . 5 
f 

68.01% 

using D h ; 

70.64% 

using D hp 

• Subcooled boiling in vertical and horizontal tubes and 

annuli 
• Single-phase heat transfer coefficient based on 

Dittus-Boelter equation [ 76 , 77 ] 
• Nucleate boiling heat transfer coefficient based on Cooper 

equation [84] 
• Water, refrigerants, ethylene glycol, ethanol and 

n-butanol 
• Liquid Reynolds and Prandtl numbers are calculated at 

bulk fluid temperature, and all other properties at 

saturation temperature 

Shah (2017) [64] q ′′ s = h sc ( T s − T f ) = 

⎧ ⎨ 

⎩ 

ψ 0 h sp ( �T sat − 1 . 65�T −0 . 44 
sub 

) 

0 . 67 
, PDB 

ψ 0 h sp �T sat , F DB 

ψ 0 = 

{ 

230 B o 0 . 5 , Bo > 0 . 3 × 10 −4 

1 + 46 B o 0 . 5 , Bo < 0 . 3 × 10 −4 

h sp D 

k f 
= N u sp = 0 . 023 Re 0 . 8 f 

0 . 4 

Pr 
f 

50.16% • Subcooled boiling in channels of various geometries and 

annuli of different heating configurations; horizontal and 

vertical flows 
• Single-phase heat transfer coefficient based on 

Dittus-Boelter equation [ 76 , 77 ] 
• 13 different fluids (water, refrigerants, chemicals) 
• Stainless steel, copper, brass, zirconium-copper alloy, 

nickel, Inconel, and glass 
• Latent heat calculated at saturation temperature, and all 

other properties at bulk fluid temperature 
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were therefore not considered for assessment. 
ated into PDB and FDB using solid and open markers, respectively. 

he major outliers in all these plots are in the lower-left corner 

nd mostly belong to lower flow rate cases. This may be explained 

y inability of very low flow rates in a horizontal annulus or chan- 

el to ensure symmetry in vapor formation and distribution, as 

uoyancy stratifies the vapor upwards to the top of the annulus. 

his stratification effect is absent at high flow rates, where high 

nertia of the incoming liquid dwarfs any buoyancy effects. 

Fig. 11 (a) shows the Papell’s correlation yields poor accuracy, 

ith relatively high MAEs of 65.00% and 57.11% in the PDB and 

DB regimes, respectively. Datapoints follow a linear trend below 

he reference lines, indicating that all datapoints are offset by al- 

ost the same percentage. This can be attributed to its develop- 

ent based on data for water and liquid ammonia whose ther- 

ophysical properties are very different from those of HFE-7100. 

he original correlation also did not consider flow in annuli. Ba- 

iuzzaman’s correlation, Fig. 11 (b), is a modified form of Papell’s 

orrelation, using an additional term and different empirical con- 

tants. As shown in Fig. 11 (b), predictions of the Badiuzzaman’ cor- 

elation are very close to the experimental data with only a few 

DB outliers reducing overall accuracy. Better predictions are the 

esult of reliance on data for alcohols that possess properties simi- 

ar to those of HFE-7100. As shown in Fig. 11 (c), Moles and Shaw’s

orrelation gives the best predictions of the present data, with an 

verall MAE of only 11.68%. The success of this correlation is at- 

ributed to its development being based on a wide variety of flow 

onfigurations and fluids. It employs dimensionless groups similar 

o Papell’s but with different empirical constants and additional of 

 liquid Prandtl group. The single-phase Nusselt number used to 

ssess Moles and Shaw’s correlation is calculated using the Seider- 

ate equation modified for an entrance effect because the length of 

ur annulus is short compared to its effective diameter. 

Interestingly, Moles and Shaw’s correlation gave the best pre- 

ictions for R-134a flow through microchannels in a recent study 

y the present authors [39] . As seen in Fig. 11 (d), Shaw’s corre-

ation, which is based on the same formulation and database as 

oles and Shaw’s but with additional data for upflow in square- 

ound annulus, yields slightly higher predictions but with a some- 

hat similar trend. Figs. 11 (e) and 11 (f) show both correlations by 
16 
ungor and Winterton and by Liu and Winterton exhibit large de- 

iations from the data, with overall MAEs of 55.37% and 68.01%, 

espectively. Both correlations were originally developed for satu- 

ated flow boiling following an earlier formulation by Chen [79] , 

ut with different enhancement and suppression factors. They 

ere then modified for subcooled flow boiling by setting the en- 

ancement factor equal to unity (in the absence of net vapor gen- 

ration) and achieved decent predictions against subcooled boil- 

ng data for both tubes and annuli. In both correlations, the single- 

hase and nucleate pool boiling heat transfer coefficients are cal- 

ulated using Dittus-Boelter and Cooper’s equations, respectively. 

t should also be mentioned that Liu and Winterton’s correlation 

nvolves a root-sum-square combination of single-phase and nu- 

leate boiling terms rather than just the sum of the two. And, al- 

hough Liu and Winterton [71] suggested use of heated perime- 

er diameter over hydraulic diameter to obtain better predictions 

rom their correlation, the MAE worsened, from 68.01% to 70.64%. 

igs. 11 (g) and 11 (h) show Shah’s old (1983) [68] and new (2017)

64] correlations for subcooled boiling also show large deviations, 

ith MAEs of 55.03% and 50.16%, respectively. These correlations 

re different from the other correlations in that they require initial 

emarcation of subcooled boiling regimes and include two differ- 

nt equations for predicting PDB and FDB data. The large MAEs 

f these correlations is surprising considering that both were de- 

eloped for a wide range of subcooled flow boiling configurations 

nd diverse fluids (the later correlation being based on a bigger 

atabase). Also surprising is that the two correlations are based on 

atabases that include flow in annuli. One possible reason for the 

ather poor predictions is that the databases Shah used to develop 

is correlations include annuli with annular gaps much smaller 

han those of the present, excepting data by Hasan et al. [53] which 

hah included in his later database. 

Other recent correlations for subcooled flow boiling in conven- 

ional channels include those by Prodanovic et al. [80] based on 

oles and Shaw’s, Baburajan et al. [81] based on three dimension- 

ess groups from Moles and Shaw’s, and Yan et al. [82] and Zhu et

l. [72] based on Chen’s. But these correlations were developed for 

ery narrow ranges of operating conditions using water alone and 
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Fig. 11. Comparison of experimental data for flow in an annulus to predictions of subcooled boiling correlations of (a) Papell [73] , (b) Badiuzzaman [74] , (c) Moles and Shaw 

[75] , (d) Shaw [51] , (e) Gungor and Winterton [69] , (f) Liu and Winterton [71] , (g) Shah (1983) [68] , and (h) Shah (2017) [64] . 
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.6. Miscellaneous remarks on thermal management system 

In this section, some miscellaneous remarks on the final ther- 

al management system are given. Figs. 12 (a) and 12 (b) show rep- 

esentative temporal records of temperatures within the test mod- 

le for a flow rate of Q v = 3.00 gal/min and heat fluxes of 16,520.23

nd 183,980.86 W/m 

2 , respectively. The corresponding electrical 

urrent values are 751.64 and 2328.25 A, and these denote the 

owest and highest values tested for this flow rate. For both cases, 

here is a uniform heat flux increase of ∼16,520 W/m 

2 at t = 0 s.

s expected, for the lower heat flux case, this is similar to a ‘cold 

tart’ and there is a larger initial temperature jump and the sys- 

em reaches steady state within a few seconds of transience. For 
17 
his lower heat flux case, the flow is fully single-phase through- 

ut the module, with all the wire surface temperatures, T s , being 

ower than the saturation temperature, T sat , corresponding to the 

ressure within the module. The outlet fluid temperature is slightly 

igher than the inlet, and the surface temperature increases in the 

ow direction. Minuscule aberrations in the temperature readings 

re due to noise from the main AC lines. In Fig. 12 (b), the jump

n temperatures at t = 0 s is smaller and again the system reaches 

teady state within a few seconds. This case has boiling occurring 

ver a portion of the wire, with T s > T sat . The outlet fluid temper-

ture is higher than the inlet because of the heat supplied to the 

uid. For both cases, T s increases along the flow direction and the 

harging wire is at a safe temperature below ∼85 °C. Moreover, the 
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Fig. 12. Temporal records of temperatures within the module for Q v = 3.00 gal/min 

and charging wire currents of (a) I wire = 751.64 A and (b) I wire = 2328.25 A. 
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xternal insulating conduit would be at a temperature well below 

he outlet fluid temperature, allowing safe human handling of the 

harging cable in its entirety. The fast adaptability of the system 

o variations in charging wire current is mainly due to the lower 

hermal mass of the wire. Finally, two-phase instabilities such as 

ressure drop oscillations etc . did not manifest during any of the 

resent experiments. 

. Conclusions 

This study explored a thermal management scheme for ultra- 

ast electric vehicle charging cables which relies on subcooled flow 

oiling. Experiments were performed by mimicking the heat gen- 

rated within a 6.35-mm diameter wire for continuous current val- 

es ranging from 726 A to 2438 A. Highly subcooled dielectric liq- 

id HFE-7100 was pumped through a 304.8-mm long horizontal 

oncentric circular annulus consisting of a uniformly heated inner 

urface and adiabatic outer tube of respective diameters 6.35 mm 

nd 23.62 mm. Key findings are summarized as follows: 

1) Averaged boiling curves indicate surface heat flux to increase 

with average surface superheat, but with the increase becom- 

ing smaller at large heat fluxes. Charging wire current increases 

almost linearly with wire superheat. For lower heat fluxes, su- 

perheat decreases monotonically with increasing mass velocity, 
18 
indicating prevalence of single-phase regime. For higher heat 

fluxes, superheat decreases with increasing mass velocity until 

a certain threshold, after which mass velocity has a rather in- 

significant impact on surface superheat. 

2) Except for the fully single-phase regime, the average heat trans- 

fer coefficient increases almost linearly with increasing surface 

heat flux, and in a slightly concave upwards manner with in- 

creasing charging wire current; mass velocity has a rather in- 

significant effect. In the fully single-phase regime, heat transfer 

coefficient is independent of heat flux or charging current and 

monotonically increases with increasing mass velocity alone. 

3) For all operating conditions, the local surface superheat gener- 

ally increases along the flow direction. 

4) The 820 datapoints from the present experimental study were 

demarcated into single-phase liquid convection, partially de- 

veloped boiling, and fully developed boiling regimes, and flow 

regime contour maps specific to the study were developed. 

Generally, the points of transition between regimes advance up- 

stream with increasing heat flux but downstream with increas- 

ing mass velocity. 

5) The predictive performances of several prior subcooled flow 

boiling heat transfer correlations were tested against the exper- 

imental PDB and FDB data. Moles and Shaw’s [75] correlation, 

used with the hydraulic diameter of the annulus, yielded the 

best predictions, evidenced by an overall MAE of only 11.68%. 

6) Temporal records indicate the adaptability and stability of the 

thermal management system for both single-phase liquid con- 

vection and subcooled boiling. 

7) Overall, it is shown experimentally that subcooling flow boil- 

ing could be utilized to cool down ultra-fast EV charging ca- 

bles carrying up to 2438 A continuous current, which is roughly 

four times higher than with the present-day fastest commercial 

charger. 
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