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a b s t r a c t 

The present study investigates extensively the capability of computational fluid dynamics (CFD) to pre- 

dict two-phase fluid flow and heat transfer characteristics of FC-72 flow boiling in vertical upflow. The 

computational method performs transient analysis to model the entire flow field and bubble behavior 

for highly subcooled flow boiling in a rectangular channel heated on two opposite walls at high heat flux 

conditions of about 81% of critical heat flux (CHF). Transient variations of local vapor fraction, thermal en- 

ergy transfer and concentration, and wall temperature are estimated through the computational method- 

ology based on the Volume of Fluid (VOF) approach combined with shear-lift modeling to overcome a 

fundamental weakness in modeling multiphase flows. Detailed information about bubble distribution in 

the vicinity of the heated surface, thermal conduction inside the heating wall, local heat fluxes passing 

through the solid-fluid interface, and velocity and temperature profiles, which are not easily observed or 

measured by experiments, is carefully evaluated. Predictions are compared to the experimental data for 

three sets of operating conditions. Overall, computationally predicted flow pattern, bubble behavior, and 

heat transfer parameters (such as wall temperature excursion and thermal energy concentration) clearly 

represent phenomena of premature CHF which take place slightly earlier than actual operating condi- 

tions. But, despite these slight differences, the present computational work does demonstrate the ability 

to effectively predict the severe degradation in heat transfer performance commonly encountered at heat 

fluxes nearing CHF. 

© 2020 Elsevier Ltd. All rights reserved. 
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. Introduction 

.1. Status of phase change heat transfer as a thermal management 

echnology 

Over the years, two-phase cooling has come into the spotlight

ecause of increased demand for high heat flux thermal manage-

ent. A representative example is thermal management of data

enters, where application of phase change heat transfer has grown

onsiderably due to rapid technological innovation driving adop-

ion of higher capacity cooling approaches. In addition to tra-

itional data center applications of high-performance computing,

loud computing, cellular data processing, and artificial intelligence
∗ Corresponding author. 

E-mail address: mudawar@ecn.purdue.edu (I. Mudawar). 
1 Website: https://engineering.purdue.edu/BTPFL . 
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AI) applications have further increased demand for computing ca-

acity. With this increase in traffic has come a need to retrofit ex-

sting systems with higher-performance hardware requiring higher

nergy-density cooling schemes, such as two-phase cooling. 

Two-phase cooling also trades well for applications in consumer

lectronics and aerospace sectors due to its inherent ability to pro-

ide high flux cooling with minimal added mass and volume. This

s made possible by phase-change processes central to two-phase

eat transfer (such as evaporation and nucleation) which offer high

eat transfer coefficient and maximize a fluid’s thermal transport

apacity by utilizing latent heat. Because of these benefits, two-

hase cooling becomes an attractive option for any application fac-

ng increased energy removal requirements. 

Two-phase cooling requires understanding of two key pro-

esses: boiling and condensation. Boiling is often considered the

ore complicated phenomenon due to the range of mechanisms

y which the fluid may remove heat from a given surface depend-

https://doi.org/10.1016/j.ijheatmasstransfer.2020.120262
http://www.ScienceDirect.com
http://www.elsevier.com/locate/hmt
http://crossmark.crossref.org/dialog/?doi=10.1016/j.ijheatmasstransfer.2020.120262&domain=pdf
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Nomenclature 

C L shear-lift coefficient 

�c cell size 

d diameter 

E energy per unit mass 

F force 

F sl shear-lift force 

G mass velocity 

G s dimensionless shear rate 

g gravitational acceleration 

H height of flow channel’s cross-section 

h heat transfer coefficient 

h fg latent heat of vaporization; standard state enthalpy 

k eff effective thermal conductivity 

L d development length of flow channel in experiment 

L e exit length of flow channel in experiment 

L entrance entrance length in computational domain 

L exit exit length in computational domain 

L h heated length of flow channel 

˙ m mass transfer 

N time-step; numerical iteration 

P pressure 

q ′′ heat flux 

Re Reynolds number 

r i mass transfer intensity factor 

S h volumetric energy source 

T temperature 

T in temperature at channel inlet 

t time 

t s thickness of solid wall in computational domain 

U r relative velocity 

u velocity 

V volume 

W width of flow channel 

Greek symbols 

α volume fraction, void fraction 

θ contact angle 

μ dynamic viscosity 

ν kinematic viscosity 

ρ density 

φ fluid property 

Subscripts 

b bubble 

c critical value; breakpoint 

f liquid phase 

g vapor phase 

i index for phase 

sat saturation 

sub subcooling 

w wall 

ing on specific combinations of coolant, heat sink geometry, and

operating conditions. Dynamic behavior in the form of instabili-

ties, flow regime changes, and other phenomena inherent to boil-

ing heat transfer can also cause rapid changes in pressure drop

and heat transfer behavior if not properly designed for. The most

dangerous of these events is encountering critical heat flux (CHF),

where a small increase in heat flux can lead to a transition from

highly efficient nucleation boiling heat transfer to inefficient film

boiling, resulting in heated surface temperatures to increase by or-

ders of magnitude. These temperatures often lead to material fail-

ure, which is why CHF is commonly referred to as ‘burnout’. 
Avoiding CHF and its accompanying potential for system fail-

re is a key focus for design engineers considering two-phase cool-

ng systems. Accurate design tools for predicting both complex in-

erfacial behavior and CHF are of paramount importance because

f this, and, towards this goal, studies at the Purdue University

oiling and Two-Phase Flow Laboratory (PU-BTPFL) dating back to

he mid-1980s have been conducted to address virtually all possi-

le two-phase cooling schemes, including capillary flows [1] , pool

oiling [2,2] , falling liquid films [4–6] , macro-channel flow boiling

7–10] , micro-channel flow boiling [11–13] , jet impingement

14,15] , spray cooling [16] , as well as hybrid cooling schemes [17] . 

But despite these effort s as well as others worldwide, most ex-

sting predictive tools are highly empiric in nature. On the other

and, recent advancements in two-phase computational methods

how potential to provide a highly generalized framework with

hich prediction of interfacial behavior, including CHF, across a

road range of operating conditions becomes possible. 

.2. Computational fluid dynamics as an enabler of two-phase flow 

eat transfer technology development 

Computational fluid dynamics (CFD) simulations have matured

apidly over the last several decades and are now capable of pro-

iding accurate predictions of flow behavior in a wide variety of

pplications. Despite these advances, predictive tools for two-phase

ow and heat transfer have largely remained empirical in nature

ue to 1) lack of suitable multiphase computational models and 2)

xtreme computational expense necessary to resolve small length

cales present in evaporation and condensation. Recent advances

n both multiphase modeling and computing power have alleviated

hese shortcomings and led many researchers and design engineers

o begin leveraging multiphase CFD simulations as effective design

ools. 

Capture of hydrodynamic interactions between phases is the

ost critical aspect of accurate two-phase flow boiling CFD sim-

lations. These interactions lead to distortion of liquid-vapor in-

erfaces, including complex phenomena such as breakup, entrain-

ent, and deposition. Phase distribution within computational do-

ains is commonly tracked using one of two classic methods: La-

rangian and Eulerian. In the former, a moving mesh follows dis-

rete fluid elements within a continuous, moving fluid body. This

ethod allows for very accurate prediction of interfaces but comes

ith high computational expensive. The Eulerian method, mean-

hile, tracks liquid and vapor motion using a fixed grid. This sig-

ificantly reduces computational expense while still offering rel-

tively good predictive accuracy, leading to its wide adoption in

umerous commercial CFD packages. 

Researchers are actively exploring alternative approaches to

racking phases within a computational domain. Notable among

hese are Arbitrary Langrangian-Eulerian approaches (ALE) [18,19] ,

hich combines the two classic methods to provide highly ac-

urate predictions by re-meshing at every time step to provide

igh grid-resolution at phase interfaces. This incurs extreme com-

utational expense, rendering the approach computationally in-

ractable without access to significant high-performance comput-

ng resources. 

Another alternative approach gaining popularity with contem-

orary researchers is Lattice Boltzmann Methods (LSMs). Unlike

raditional CFD, LSM-based simulations rely on molecular dynam-

cs at their root. They offer high predictive accuracy in cases where

table simulations are possible, but struggle to simulate problems

ith high density ratios (such as room-temperature boiling with

ommon refrigerants). Nonetheless, LSM has recently been used to

imulate flow boiling behavior, including bubble growth and de-

arture [20] . 
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Table 1 

Summary of computational approach literature relating to critical heat flux (CHF) prediction. 

Author(s) 

Geometry 

dimension 

(mm) 
Fluid 

Boundary conditions 

Mesh Model 
�T sub ( °C) G (kg/m 

2 s) q ′′ (kW/m 

2 ) P (kpa) 

Pothukuchi 

et al. [23] 

d = 10, 14.9 

L = 7000 

Water 10 1484.2 –

1993.6 

696 - 913 7000 12000 

(10 × 1200) 

E-E 

WHFP 

( αc = 0.9, 0.95) 

RNG k- ɛ 
Li et al. [24] d = 4 - 16 

L = 1000 

Water 6, 10 1000 - 4000 2359, 3364 7000 - 16000 20 × 400 E-E 

WHFP 

( αc = 0.74, 0.82, 

0.9) 

k- ɛ 
Youchison 

et al. [25] 

W = 40 

H = 5 

L = 100 

Water 92 0.169 - 2600 2000 460,000 –

1,000,000 

E-E 

WHFP 

( αc = 0.75) 

k- ɛ 
Mimouni et al. 

[26] 

d = 6 – 10 Water 0 - 75 2000 - 5000 2450 - 9800 9800 17600 �c max = 10 

mm 

�c min = 0.25 

mm 

E-E 

WHFP 

( αc = 0.82) 

k- ɛ 
Vyskocil & 

Macek [27] 

d = 8 

L = 800, 1000 

Water 16 - 323 2000 1250 - 5400 15700 800 × 20 E-E 

WHFP 

( αc = 0.8) 

Li et al. [28] d = 15.4, 15.8 

L = 2000, 2750 

Water 

R-113 

60 

30.3 

900 

579 

570 

79.4 

4500 

2690 

10000, 40000 

9854, 39416 

E-E 

WHFP 

( αc = 0.9, 0.95) 

SST k- ω 
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In addition to tracking motion and interactions between phases,

ccurate modeling of phase change mechanisms is critical to ac-

urate simulation of two-phase cooling. Different models exist

o capture phase change, each with unique strengths and weak-

esses. One of the most common is the Lee mass transfer model

21] which uses a mechanistic approach and can predict phase

hange both at interfaces and within bulk phases. Another popu-

ar model was developed by Schrage [22] and provides more ac-

urate predictions of mass transfer, albeit only at existing liquid-

apor interfaces. Because of this limitation it is commonly em-

loyed to predict phase change in regimes with well-defined in-

erfaces (such as slug and annular flow). To obtain sharp inter-

aces, interface reconstruction algorithms, which are as important

s phase-change and interface tracking methods, are also used, be-

ng combined with a phase change model. 

Table 1 , providing a summary of prior works focused on use of

omputational methods to predict CHF, shows the most common

omputational approach is the Euler-Eulerian (E-E) [29,30] two-

uid model. This model solves mass, momentum, and energy con-

ervation equations for each phase, with a shared value of pres-

ure across phases. It relies on specific sub-models for prediction

f CHF, the most common of which is the Wall Heat Flux Parti-

ion (WHFP) model. This model partitions heat transfer at the wall

nto components for single-phase liquid convection, evaporation,

uenching, and single-phase vapor convection. Partitioning fraction

epends on local cell void fraction, with a critical vapor fraction

 αc ) set after which single-phase vapor convection dominates. This

reak point is dependent on operating conditions and anticipated

ow regime and is arbitrarily determined for an unknown case. 

While formulation of this model is physically based, its reliance

n closure correlations (such as the ‘critical vapor volume’) means

t is not always accurate. Further, use of numerous closure corre-

ations throughout the model formulation (including flow regime,

iquid-vapor interactions, and other key parameters) leaves the ap-

roach’s accuracy highly dependent on application to conditions

or which its closure correlations are all valid. In more novel con-

gurations (such as heat transfer in micro-gravity), the model is

urrently ill-suited to offering accurate predictions, and a more

undamental approach is required. 
.3. Objectives of present study 

The present study explores use of computational methods to

xplore flow boiling of dielectric FC-72 in vertical upflow with the

im of investigating flow field behavior just prior to and during

HF. Computational methods include use of additional modeling

f shear-lift force (implemented as a User Defined Function (UDF))

cting on vapor bubbles to best capture nucleation, bubble depar-

ure, and vapor accumulation in the near-wall region, critical to

ccurate capture of CHF. A full 3-D computational domain with

eated copper walls matching experiment is used to allow com-

arison of computational results with experimental data. 

Three different mass velocities with heat fluxes corresponding

o ~81% of CHF are investigated since this is where degradation of

ucleate boiling occurs prior to CHF occurrence. Results are ana-

yzed with an eye to both transient behavior (including local bub-

le motion, void fraction variations, and unstable wall temperature

ise) as well as spatial- and time-averaged parameters for com-

arison with experimental results. Calculation of thermal conduc-

ion and wall-to-fluid heat transfer are analyzed to ascertain which

ases are more prone to CHF and what key features of the CHF

ransient are. 

Key goals of this work are: 

1) Evaluate the ability of the current computational approach to

predict heat transfer and hydrodynamic behavior associated

with CHF, with focus on key transient variations of temperature

and flow-field during CHF. 

2) Utilize high resolution offered by computational tools to inves-

tigate detailed local heat transfer and fluid dynamics during

CHF which are difficult to capture using traditional experimen-

tal methods. 

. Experimental methods 

Experimental results used for verification in the current study

ere initially gathered as part of a prior work [31] . The test sec-

ion used to gather experimental data is the Flow Boiling Module

FBM), part of NASA’s Flow Boiling and Condensation Experiment
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p  
(FBCE). Additional details on the full two-phase flow loop used to

gather experimental results may be found in the original work, but

details of FBM will be presented here as they are necessary to best

understand the computational domain adopted. 

Fig. 1 provides images and schematics highlighting key design

features of FBM. Fig. 1 (a) provides an exploded view highlight-

ing FBM’s construction: three transparent polycarbonate plates are

clamped between aluminum support plates, with o-rings acting as

seals between the polycarbonate plates. The central polycarbonate

plate has a rectangular channel milled into its center, forming the

test section flow length, while the top and bottom polycarbonate

plates have recessed portions to allow insertion of copper heated

walls as shown. 

Fig. 1 (b) provides a schematic of the flow channel, highlight-

ing its 327.9 mm developing length, 114.6 mm heated length, and

60.9 mm exit length. The rectangular channel has adiabatic, trans-

parent side walls 5.0 mm in height and spaced 2.5 mm apart, pro-

viding a hydraulic diameter of 3.33 mm. 

Fig. 1 (c) shows the 114.6 mm heated length is comprised of top

and bottom copper walls (spanning the 2.5 mm channel width)

with six resistive heaters providing power to each wall. Heaters on

each wall are wired electrically in parallel and matched in resis-

tance to provide a uniform heat flux over the heated surface. Type-

E thermocouples are embedded into the wall upstream, down-

stream, and between adjacent heaters, serving as key measure-

ments for determining heat transfer behavior and detecting CHF. 

An image of the FBM is provided in Fig. 1 (d) with key features

highlighted. Experimental results used in the current study corre-

spond to data collected with the FBM mounted in vertical upflow

orientation (inlet at the bottom, exit at the top). 

Full details on uncertainty analysis may be found in the original

study [31] , but for the present work it is sufficient to report tem-

perature measurements are made with uncertainty of + /- 0.5 0 C,

and overall uncertainty in determining heat transfer coefficient is

+ /- 8%. 

3. Computational methods 

3.1. Computational sub-models and key constituent equations 

The present study uses ANSYS-Fluent v19.2 with a 3-D com-

putational domain, the volume-of-fluid (VOF) approach for multi-

phase tracking, and the k- ω turbulence model with shear stress

transport (SST) to predict flow boiling. Several assumptions are

made to simplify this multi-phase problem to something compu-

tationally tractable, key among which are: 

1) Fluids are incompressible and immiscible since operating pres-

sures are near atmospheric and two-phase choking is not en-

countered during experiments. 

2) Fluid physical property variations with temperature and pres-

sure are neglected as these are minor over the operating con-

ditions of interest. 

3) Heat leaks (determined experimentally to be small) are ne-

glected, the heated surface is assumed to be perfectly smooth,

and cavity effects are not considered for nucleation. 

4) Surface tension is constant along surface and normal to the in-

terface. 

Liquid and vapor phases are tracked throughout the domain by

solving the continuity equation using the VOF formulation, which

is expressed for each phase as 

∂ α f 

∂t 
+ ∇ ·

(
α f � u f 

)
= 

1 

ρ f 

∑ (
˙ m g f − ˙ m f g 

)
for liquid phase (1)

∂ αg 

∂t 
+ ∇ · ( αg � u g ) = 

1 

ρg 

∑ (
˙ m f g − ˙ m g f 

)
for vapor phase , (2)
here α, �
 u , ˙ m , and ρ are volume fraction, velocity, mass trans-

er rate, and density, respectively, and subscripts f and g refer to

he liquid and vapor phases. The sum of phase volume fractions

n a given cell is always equal to unity. Interface reconstruction

s handled by a piecewise-linear approach [32] with anti-diffusion

reatment in order to provide physical interface shapes within the

omain. Gravity is included to account for buoyancy force within

he domain. Single mass, momentum, and energy conservation

quations are solved for the two phases, using cell-based volume-

veraged physical properties. Momentum and energy equations are

s follows: 

∂ 

∂t 
( ρ�

 u ) + ∇ · ( ρ�
 u 

�
 u ) = −∇P + ∇ ·

[
μ

(∇ 

�
 u + ∇ 

�
 u 

T 
)]

+ 

�
 F , (3)

∂ 

∂t 
( ρE ) + ∇ · ( � u ( ρE + P ) ) = ∇ ·

(
k e f f ∇T 

)
+ S h , (4)

here P, E , � F , and S h above refer to pressure, specific internal en-

rgy per mass, and source terms. Surface tension force is included

s a source term in the momentum equation, using the continuum

urface force (CSF) model proposed by Brackbill et al. [33] . Wall ad-

esion is also taken into account, using contact angle with a wall

o adjust the local surface curvature near the wall, which is used to

alculate the resulting surface tension force. While the surface nor-

al in CSF is determined by gradient of volume fraction of phases,

he normal direction for wall adhesion force is computed by 

ˆ 
 = 

ˆ n w 

cos θw 

+ ̂

 t w 

sin θw 

, (5)

here ˆ n w 

and 

ˆ t w 

are, respectively, the unit normal and tangential

ectors relative to the wall. In the present study, 175 0 is used as

ontact angle, defined from the inside of a vapor bubble to the

iquid-vapor interface. Contact angle is important as it directly im-

acts adhesion of bubbles to the heated surface, affecting bubble

ift-off diameter and thus heat removal during nucleate boiling. As

entioned previously, the two-equation k- ω SST model with tur-

ulence dampening is employed to account for turbulent effects

uring flow boiling. Influence of turbulence model on two phase

ow predictions was discussed extensively in a previous study

34] . 

Another important parameter for effective capture of flow boil-

ng behavior is shear-lift force. Discussed extensively in a prior

ork [35] , the current approach with VOF and PLIC + CSF is de-

cient in resolving local shear-stress for bubbles moving in bulk

iquid flow, particularly in the case of bubble motion in a liq-

id boundary layer. In this situation, shear-lift force is expected

o drive bubble motion away from the wall and into bulk liquid

ow. Accurate prediction of this process is key to resolving boiling

eat transfer in the near-wall region. To rectify this shortcoming,

he present authors included a UDF to better account for shear-lift

orce, using the correlation of Klausner et al. [36] as its basis. This

orrelation was developed using data for a wide range of Reynolds

umbers and is given as 

 sl = 

1 

8 

πC L ρ f U 

2 
r d 

2 
b , (6)

here 

 L = 3 . 877 G 

1 / 2 
s ×

[ 
Re −m/ 2 

b 
+ 

(
0 . 344 G 

1 / 2 
s 

)m 

] 1 /m 

, m = 4 , (7)

 s = 

1 

2 

∣∣∣∣
d U r 

dy 

∣∣∣∣
d b 
U r 

, (8)

 s is the dimensionless shear stress based on relative velocity be-

ween vapor and liquid phases, and Re b is bubble Reynolds number

ased on bubble diameter as characteristic length. 

Calculation procedure for implementing this as a UDF is de-

icted in Fig. 2 . As it is numerically expensive to evaluate every



J. Lee, L.E. O’Neill and I. Mudawar / International Journal of Heat and Mass Transfer 161 (2020) 120262 5 

Fig. 1. (a) Exploded view showing Flow Boiling Module (FBM) construction. Schematics of (b) FBM fluid passages and (c) heated length instrumentation. (d) Image of FBM 

with key features highlighted. 
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Fig. 2. Schematic of process of computing and applying shear-lift force. 
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o  
bubble individually, average bubble parameters corresponding to

inlet, middle, and exit regions are used to determine the mag-

nitude of source terms. Similarly, liquid and vapor velocities are

averaged in each region to determine velocity difference between

phases. It should also be noted that shear-lift force is only ap-

plied to bubbles within the boundary layer, as it is expected to

approach zero in the free-stream, and accounts for gradients in

streamwise ( z -direction) velocity, as transverse velocity gradients

are minimal. More detailed information on rationale and verifica-

tion of the shear-lift force UDF may be found in the previous study

[35] . 

Phase change modeling is also critical to ensuring accurate pre-

diction of flow boiling heat transfer and fluid dynamics. The Lee

mass transfer model is used in the current work, as the authors

have previously validated its performance under similar operating

conditions. Although less accurate than alternative models, it can

predict phase change in the absence of existing interfaces (e.g.,

within bulk phases), allowing it to approximate nucleation and

bubble growth in the near-wall region. Mass transfer is calculated

according to the following relations: 

˙ m f g = r i α f ρ f 

(
T f − T sat 

)
T sat 

for evaporation , (9)

˙ m g f = r i αg ρg 
( T sat − T g ) 

T 
for condensation , (10)
sat 
here r i is the mass transfer intensity factor. This value must be

uned depending on boundary conditions as it affects vapor growth

ate within the domain. Identical values of mass transfer intensity

actor for both evaporation and condensation have been widely

sed for near-saturated flow boiling in channels with small hy-

raulic diameter and low mass velocity. 

However, tuning of r i values should be carefully conducted for

ituations involving highly subcooled flow boiling, relatively large

iameter, low fluid thermal conductivity, and high mass velocity.

his is because, as thermal boundary layer cannot engulf the flow

hannel, core region bulk fluid can remain highly subcooled. Large

emperature differences between liquid and vapor cells result in

ignificant interfacial thermal energy diffusion, causing difficulty

ith interfacial tracking and accelerating the rate of vapor bubble

ondensation in a non-physical manner. Moreover, vapor bubbles

re typically generated in cells near the heated wall, mostly within

he subcooled liquid’s viscous sublayer. Within this layer, heat is

ransferred by diffusion rather than convection (including advec-

ion), and weak thermal diffusion (due to the fluid’s low thermal

onductivity) cannot induce vapor bubble growth for a given time

tep in the transient analysis if identical r i values are used. There-

ore, different values of r i are employed in the current work, 100

or evaporation and 0.1 for condensation. Use of these values has

een validated in the authors’ prior work [35] , which examined the

nfluence of r i values on vapor bubble formation along the channel.

Material properties throughout the domain are calculated based

n the vapor fraction in each cell. Mathematically this equates to
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i = αg φg + ( 1 − αg ) φ f , (11) 

here φ is any material property ( e.g., density, thermal conductiv-

ty) and α is volume fraction. 

.2. Computational domain, and initial/boundary conditions 

The present study simulates subcooled flow boiling of FC-72

hrough a 2.5 mm x 5 mm rectangular channel 129.6 mm in

ength (corresponding to the heated length of the FBM described

n Fig. 1 with a 5 mm entrance length and 10 mm exit length).

ig. 3 shows details of the computational domain used, which is 3-

, full-scale, and uses only structured (cartesian) elements. Heated

opper walls are also included in the computational domain to al-

ow simulation of conjugate heat transfer, with physical dimen-

ions of 2.5 mm x 1.04 mm x 114.6 mm, corresponding exactly to

xperimental conditions (critical to capture conduction within the

eated walls). Computational grid refinement in the near-wall re-

ion is used to best capture key fluid dynamics and heat transfer

n this region, primarily vapor growth and departure. Total number

f cells in the mesh is 1.87 million, with a minimum cell height of

.5 μm used in the near-wall region. Grid independence and y + 

alues for this domain were verified in a prior study [35] . 

Three different combinations of mass velocity and heat flux are

nvestigated, all corresponding to vertical upflow orientation. Mass

elocities range between 176.52–2432.51 kg/m 

2 s, heat fluxes be-

ween 189.90–361.15 kW/m 

2 (corresponding to 78–84% of CHF),

nd inlet subcooling from 30.81 to 36.18 °C. Fully developed, sin-

le phase velocity profiles corresponding to each mass velocity are

pplied as inlet boundary conditions (including values of turbulent

inetic energy and dissipation). Heat flux values applied are uni-

orm over outer surfaces of the copper walls, and side walls are

onsidered adiabatic (both in agreement with experimental meth-

ds employed as described in Section 2 ). 

In order to improve computational stability and reduce compu-

ational time, steady-state results from a prior study correspond-

ng to identical flow conditions at lower heat fluxes (42 – 45% of

HF) are used as initial conditions for corresponding cases in the

resent study. Variable time-step size is used, ranging from 10 −7 to

0 −5 s while satisfying a global Courant number ( u �t/ �c ) criterion

f unity for numerical stability. Physical properties, full numerical

etails and discretization details are presented in Tables 2 and 3 . 

. Results and discussion 

The current methodology was validated in prior studies

34,35] by comparing predictions for heat flux of ~45% CHF with

xperimental data for flow regime and local heat transfer. In the

resent study, transient simulations are again performed to assess

he ability of the aforementioned computational scheme to pre-

ict flow boiling of FC-72, this time at very high heat fluxes (~81%

f CHF) corresponding to the upper portion of the nucleate boil-

ng region where heat transfer degradation occurs as heat flux ap-

roaches CHF. Vapor distribution along both streamwise and trans-

erse directions, wall conduction effects, and transient temperature

ariations are all systematically investigated. 

Unlike the prior simulations, which resulted in steady-state re-

ults at low heat flux levels, the present set of boundary conditions

nd computational scheme result in ‘pre-CHF’ conditions observed

n the computational domain. This refers to vapor accumulation in

he near-wall region leading to reduced heat transfer and rapid,

nsteady temperature rise. The following subsections will investi-

ate this behavior further to offer key insights on local heat trans-

er behavior in the lead-up to and during the CHF transient. 
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Fig. 3. (a) Schematics of 3-D computational domain and (b) details of mesh on cross section area. 
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Table 3 

Numerical details and discretization methods. 

Pressure-velocity coupling Pressure-implicit with splitting of operators (PISO) 

Gradient Least square cell based 

Pressure PRESTO! 

Momentum Third-order monotonic upstream-centered scheme for conservation laws (MUSCL) 

Volume fraction Geo-reconstruct 

Turbulent kinetic energy First-order upwind 

Specific dissipation rate First-order upwind 

Energy Second-order upwind 

Transient formulation First-order implicit 

Fig. 4. Comparison of flow visualization from experiment with predictions of transient 3-D computational approach for three different cases. 
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4.1. Predicted two-phase flow liquid/vapor distribution leading to 

wall temperature escalation 

It is important to validate that computationally predicted two-

phase flow configurations at high heat fluxes follow the trend of

experimental observations for flow regimes observed just before

CHF. Extreme care must be taken as temperature excursion oc-

curs quickly once local conditions become such that vapor pro-

duction prevents liquid access to the heated wall, an event which

may occur within the space of a single computational time step.

Fig. 4 shows flow visualization results predicted by the current

computational method compared with those captured for identi-

cal experimental conditions. These correspond to mass velocities

of G = 176.52, 445.75, and 2432.51 kg/m 

2 s, all with heat flux ~81%
Fig. 5. (a) Computationally obtained bubble formation images and wall temperature dis

fluxes (but similar heat flux percentage of CHF), and (b) magnified bubble formations at d
f CHF. Individual images showcase how similar vapor shape and

nterfacial behavior is for both predicted and experimental results.

t is important to note here that results for the two lowest mass

elocity cases ( G = 176.52 and 445.75 kg/m 

2 s) are not steady, and

ransient analysis shows they are likely undergoing CHF. This will

e discussed in more detail later in this section. 

Key features of highly subcooled flow boiling depicted in

ig. 4 are vapor growth, bubble departure, coalescence, break-up,

nd condensation. Results shown here correspond to inlet subcool-

ngs of 30.81 to 36.18 °C. In each case, flow is hydrodynamically

ully developed by the beginning of the heated length, and boiling

nitiates as micro-bubbles are formed near the leading edge of the

eated length. Computationally, generation of vapor is determined

y the size of cells adjacent to the heated wall, with smaller cells
tribution of entire heated channel for different mass velocities and different heat 

ifferent locations in the end of computing time for G = 176.52 kg/m 

2 s. 
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Fig. 6. Comparison of wall temperature variations from experiment with predic- 

tions of transient 3-D computational method along the axial coordinate under the 

indicated operating conditions. 
roviding higher resolution and more physical vapor production.

rid refinement was a major focus of the authors’ prior work and

he present computational domain is sufficiently refined to offer

ccurate predictions. 

Fig. 4 shows computational simulations generally succeed in

irroring experimental results, but some local predictions of inter-

ace behavior show slightly different behavior. For the two lowest

ass velocity cases, key boiling behavior including bubble coales-

ence, vapor layer waviness, and coalescence in the downstream

egion are well captured by the current computational approach.

ubble formation, lift, and entrainment are well-captured in the

pstream portion of the channel and, moving along the streamwise

irection, it is clear coalescence and wavy vapor layer dynamics are

lso well captured. For all cases, vapor growth is present along the

ull length of the heated wall. In the downstream region, incom-

ng vapor formed upstream merges with bubbles growing on the

eated wall to form large liquid slugs which then move towards

he vapor core. This migration towards the channel center occurs

or smaller bubble sizes at higher mass velocities, due to the in-

reased influence of shear-lift force at higher mass velocities (both

rom heated walls and adiabatic side walls). 

To complement the qualitative comparison of computational

nd experimental results provided in Fig. 4 , Fig. 5 offers de-

ailed local results showcasing the evolution of local flow features.

ig. 5 (a) shows how the flow-field evolves with computational

ime (increasing number of time steps), while Fig. 5 (b) provides

etailed views of vapor distribution at different locations along the

hannel length corresponding to steady-state results for the low-

st mass velocity case. A variable time stepping approach was em-

loyed here, and, as an interesting intersection between physics

nd computational methods, a smallest time step was required for

he lowest mass-flux case due to the significant impact of flow

cceleration. The highest mass velocity case, meanwhile, saw the

east change in void fraction along its length, and employed the

argest average time step of the three cases assessed. 

In each case shown in Fig. 5 (a), simulations are started using

esults for a lower heat flux which leads bubbly flow to be the

ominant flow regime along the channel. As additional time steps

re taken ( N increases), phase change accelerates due to the higher

eat flux leading to more rapid bubble growth and more vapor co-

lescence along the channel. Small, near-spherical bubbles charac-

eristic of bubbly flow are replaced by large, elongating vapor pock-

ts characteristic of higher void-fraction flows. Shear stress, buoy-

ncy, turbulence, and other hydrodynamic phenomenon act locally

o influence vapor motion, and, near the channel exit, are seen to

esult in break-up of large vapor structures formed upstream. 

These local vapor behaviors along the channel (and their in-

uence on wall temperature) are seen to vary appreciably with

ass velocity. For the lower mass velocity cases of G = 176.52 and

45.75 kg/m 

2 s, bubbly flow dominates the upstream region, while

 continuous vapor layer is seen to form in the downstream por-

ion of the channel. Fig. 5 (b) in particular shows the formation of a

avy liquid-vapor interface with clear wetting fronts present near

he channel exit. These are all key characteristics of pre-CHF flow

37–40] and help validate the current computational approach’s

bility to capture these complex phenomena. It should also be

oted that wall temperatures in this region are ~120 °C, which in

xperiments performed with the current setup is commonly seen

ust before CHF occurs. 

To augment visualization results presented in Fig. 5 , Fig. 6 pro-

ides comparison of experimental and computed wall tempera-

ures. As discussed previously, computational runs are initiated us-

ng steady-state results from cases with identical mass velocity and

eat flux ~45% of CHF, with the new, higher heat flux applied at

ime t = 0 ( N = 0 time steps). Fig. 6 highlights evolution of local

computational) wall temperatures with time for each mass veloc-
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Fig. 7. Transient variations of volume-weighted average of local vapor fraction on 

the cross-sectional area at different axial locations for three mass velocities, but 

similar heat flux percentages of measured CHF. 
ity (lines), plotted alongside steady, time-averaged measured wall

temperatures (squares). These temperatures were measured using

thermocouples embedded into the heated wall at axial positions of

z = 5.4, 22.7, 40.0, 57.3, 74.6, 91.9 and 109.2 mm from the leading

edge as described in Section 2 . 

For the two lower mass velocity cases of G = 176.52 and

445.75 kg/m 

2 s, simulation results show wall temperatures exceed-

ing those measured experimentally. This difference is very minimal

in the upstream portion of the channel, but, as flow moves down-

stream, computational predictions become much higher than ex-

perimental results. This is attributable to the vapor blanketing in

the downstream region observed for corresponding cases in Fig. 5 ,

and is a key indicator flow incurring CHF. 

The highest mass velocity case in Fig. 6 shows relatively con-

stant temperature along the channel length (showing no signs of

temperature excursion as in the lowest two mass velocity cases),

but offset from experimental results by ~20 °C. Across all plots

in Fig. 6 , simulated wall temperatures are seen to exceed those

observed experimentally, likely attributable to differences in void

fraction magnitude and vapor distribution within the channel.

These differences, in turn, are likely attributable to mass transfer

intensity factor r i selected. This will be discussed further in a later

subsection. 

To further explore these potential sources for temperature dis-

crepancy, Fig. 7 provides plots of area-averaged void fraction ver-

sus channel axial position. Similar to temperature plots in Fig. 6 ,

curves are plotted corresponding to different simulation times be-

tween initial condition and the end of transient analysis (or steady

state in the case of the highest mass velocity). Experimental void

fraction results were not attainable for the current conditions (due

to difficulty estimating vapor volume for irregular shapes present

in vapor structures), but plots in Fig. 7 help better explain temper-

ature discrepancies seen in Fig. 6 . 

For the two lower mass velocity cases, Fig. 7 shows void frac-

tion is initially under 10% along the entire channel. After the new

(higher) heat flux is applied and computational time advances, this

value increases along the channel length. Most notable, however,

is the significant growth after the midway point in the channel ( z

~60 mm); void fraction increases by a factor of ~ 5x by the end of

the channel. This significant accumulation of vapor in the down-

stream region is directly responsible for the large temperature ex-

cursions seen in Fig. 6 . 

Unlike the two lower mass velocity cases, the highest mass ve-

locity cases of G = 2432.51 kg/m 

2 s shows linear variations in void

fraction along the channel length, indicating there is no drastic

change in vapor accumulation downstream. This agrees well with

the near-constant temperature profiles seen for these two cases

in Fig. 6 , although does not explain why temperature values are

higher than those observed experimentally. 

Across all three cases investigated here, void fraction remains

below ~37%, which, along with visualization results in Fig. 5 , in-

dicates flow regime does not approach low liquid content regimes

(such as mist flow) which may lead to dryout as the dominant CHF

mechanism. This agrees well with experimental results indicating

the dominant CHF mechanism is hydrodynamic in nature (i.e., ca-

pable of being predicted by the Interfacial Lift-Off Model [38,41] ). 

Fig. 8 provides additional plots of void fraction along the chan-

nel length to further examine the different flow regimes and heat

transfer mechanisms indicated in Figs. 6 and 7 . Fig. 8 (a) shows

contours of void fraction along the heated wall for each mass ve-

locity at the initial condition (left) and steady-state (right). Con-

tours for the lowest mass velocity case of G = 176.52 kg/m 

2 s

show nucleate boiling dominates in the upstream region, but an

abrupt transition to a high void-fraction regime is seen starting

near the axial midpoint. Similar behavior is seen for the case with

G = 445.75 kg/m 

2 s, reinforcing the trends seen in Figs. 6 and 7 . 
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Fig. 8. (a) Contours of vapor fraction along the entire heated surface at the beginning (left) and end (right) of transient simulation for the different mass velocities. (b) 

Instantaneously captured variations of the spatially averaged vapor fraction with respect to the transverse coordinate ( x -axis) along the heated portion of the channel. 
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The highest mass velocity case in Fig. 8 (a), meanwhile, shows

elatively constant values of void fraction along the heated wall.

his indicates vapor generation rate remains constant along the

hannel length, and bubbles formed along the heated wall contin-

ously depart and enter the bulk flow (note Fig. 8 (a) shows only

oid fraction at the heated wall ). Comparison with lower mass ve-

ocity cases in Fig. 8 (a) indicates wall adhesion and sliding is more

ikely for cases with low flow inertia, a result which is not clearly

hown in experimental photos in Fig. 5 , but makes physical sense

ue to the increased role of shear-lift force at high mass velocities.

Also key to note across all cases in Fig. 8 (a) is the concentration

f vapor towards the channel centerline. This is particularly no-

iceable for the two highest mass velocity cases, and is due to the

ole of shear-lift force resulting from boundary layers formed by

he channel sidewalls pushing vapor towards the channel center-

ine. This is yet another physical phenomenon missed in 2-D sim-

lations, illustrating why it is imperative to perform flow boiling

imulations in 3-D [34,35] . 

Fig. 8 (b), meanwhile, provides plots of local void fraction aver-

ged across the transverse direction ( x -axis) along the axial length.

hese curves are evaluated directly at the wall (corresponding to

he contours shown in Fig. 8 (a)), and plots are provided for both

nitial and steady-state results. Plots corresponding to the highest
ass velocity case of G = 2432.51 kg/m 

2 s show uniform increases

n wall void fraction along the channel length, and relatively uni-

orm variation in void fraction throughout the channel length. The

wo lower mass velocity cases, meanwhile, again show a sharp in-

rease in wall void fraction, indicating both vapor adhesion and

oiling rate increase dramatically in the downstream region. Wall

oid fraction is seen to vary significantly with axial position as

ell (with void fraction in the lowest mass velocity case varying

rom ~15% to 90% within a few millimeters), behavior which is not

ttributable to vapor growth alone. Rather, these results indicate

omplex behavior including vapor growth, departure, coalescence,

nd re-attachment to the heated wall are taking place, phenomena

hich are difficult to observe experimentally. 

Across Figs. 5–8 it is apparent the highest mass velocity case

f G = 2432.51 kg/m 

2 s is fundamentally different from the oth-

rs investigated. Single-phase liquid convection plays a much more

rominent role in heat transfer, and boiling remains in the nucle-

te regime all along the channel length. Void fraction values are

lso the lowest for this case due to the decreased residence time

f liquid along the heated length, and the fact it reaches a steady-

tate solution indicates it is not yet nearing CHF. Further discussion

f heat transfer mechanisms for each case will be provided in the

ollowing section. 
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Fig. 9. Contour of the thermal energy transfer induced by thermal conduction on the one of the heated walls with respect to time (numerical time step). 
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Fig. 10. Contours of heat flux passing through one entire heated surface of the channel, which is captured at the beginning (left) and the end (right) of transient simulation 

for the different mass velocities. 

4

g

 

W  

t  

fi  

d  

d  

t  

i  

d  

F  

s  

m  

r  

w

 

e  

v  

p  

i  

f  

h  

g  

v

 

v  

i  

l  

k  

a  

i

 

a  

t  

t  

h  

s  

a  

n  

h

 

m  

w  

v  

f

.2. Heat transfer characteristics concomitant with aggressive vapor 

eneration 

Fig. 9 provides lateral contours of thermal energy transfer (in

atts) in the x-z plane, accounting for both axial and lateral heat

ransfer in one of the heated walls. Thermal energy transfer is de-

ned as thermal energy exchange by conduction between an in-

ividual cell and the adjoining cells on the surface of the solid

omain. These plots provide a level of detail not available using

raditional experimental methods, effectively allowing capture of

nstantaneous variations in surface heat flux due to boiling. Con-

uction rate is calculated using nodal temperatures combined with

ourier’s Law, and unit depth into the copper solid domain is as-

umed. In this figure, blue color for a local wall cell indicates ther-

al energy is lost to surrounding cells, red color gained from sur-

ounding cells, and green color points to regions of the surface

here axial and lateral conduction effects are minimal. 

For all three mass velocities, Fig. 9 shows the initial condition

xhibits minimal differences in local heat transfer, but, as time ad-

ances after heat flux is increased, local variations become more

ronounced, which points to increased reliance on conduction (ev-

denced by distinct blue-red leopard pattern) upon reaching CHF

or the two lower mass velocity cases or approaching CHF for the

ighest mass velocity. For the two lower mass velocity cases, broad
reen areas in the downstream region are indicative of appreciable

apor blanketing, where conduction effects are minimized. 

Overall, viewing Figs. 8 and 9 together shows locations with

apor in the near-wall region experience strong local variations

n heat transfer due to instantaneous vapor distribution. This re-

iance on small areas where liquid accesses the heated wall is a

ey feature of pre-CHF flows: once these final liquid access points

re occluded, wall temperature increases rapidly, and CHF begins

n earnest. 

Similar to Fig. 9 , Fig. 10 provides contours of local heat flux

t the heated surface for each set of operating conditions inves-

igated. In following with conclusions from Figs. 8 and 9 , both

he highest magnitudes of heat flux and highest local variation in

eat flux can be seen where significant vapor blanketing is ob-

erved within the channel. This is again due to reduction in avail-

ble ‘high-efficiency’ (boiling) heat transfer surface area, leading to

on-uniform energy rejection as compared to that seen for lower

eat fluxes. 

In all cases shown in Fig. 10 , peak heat transfer rates are com-

only achieved near the channel sidewalls. This is in agreement

ith the trend of shear-lift incurred by the sidewalls helping drive

apor towards the channel centerline, providing more opportunity

or liquid wetting fronts near channel sidewalls. 
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Fig. 11. Instantaneously captured fluid temperature variations with axial coordinate 

during the transient analysis, and measured inlet and outlet temperature of the flow 

boiling module for three operating conditions. 

Fig. 12. Comparison of computationally predicted with experimentally measured 

heat transfer coefficient along the heated portion of the channel for different oper- 

ating conditions. 
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Fig. 13. Computationally predicted fluid velocity and fluid temperature profiles between heated walls at three axial measurement locations. 
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Fig. 11 shows local average fluid temperature along the heated

length of the channel for each set of operating conditions tested,

along with experimental results for measured inlet and exit fluid

temperatures. Values taken from CFD simulations are instanta-

neous mass-weighted averages evaluated over the 2-D cross sec-

tion at a given axial position. 

In each case, it is clear fluid temperature increases near-linearly

along the channel length, and the slope of this change increases

after the new, higher heat flux is applied. The two lower mass ve-

locity cases experience more temperature change and highest mass

velocity case less due to larger differences in mass velocity than

heat flux. Local temperature trends for the two lower mass veloc-

ity cases again show a strong change near the channel midpoint

due to the large amount of vapor volume present downstream of

that point. 

Fig. 12 provides comparisons of computationally predicted and

experimentally measured values of heat transfer coefficient for

each case. Values are plotted for each of the seven axial mea-

surement positions (thermocouple positions described in Fig. 1 ) to

highlight local variations and the ability of the current computa-

tional approach to capture these. Reported values for the computa-

tional cases are calculated by dividing uniform heat flux by the dif-

ference between mean wall and fluid temperatures (averaged along

the transverse direction). This is similar to the control-volume en-

ergy balance employed using experimental temperature measure-

ments and makes for a valid comparison between the two. 

Predictions for the highest mass velocity case of G = 2432.51

kg/m 

2 s show experimental results are underpredicted along the

entire channel length. Experimentally, heat transfer coefficient is

seen to initially decrease with axial position before once again in-

creasing near the exit region, a trend which is not captured by

computational simulations for these high mass velocity cases. 

The two lower mass velocity cases of G = 176.52 kg/m 

2 s and

G = 445.75 kg/m 

2 s, meanwhile, show good agreement between

measured and predicted heat transfer coefficient in the upstream

region. There is a sharp departure near the channel midsection,

however, after which experimental values of heat transfer coeffi-

cient increase while predicted values decrease. Decreasing values

of heat transfer coefficient are a result of vapor accumulation in

the computational cases and are a key sign CHF is occurring in

these cases. 

Finally, Fig. 13 provides fluid velocity and fluid temperature pro-

files between the heated surfaces at three different axial positions

for each set of operating conditions investigated. Each set of plots

corresponds to conditions at the end of the current transient anal-

ysis, and are instantaneous. 

For the two lower mass velocity cases, appreciable variations

are seen in both velocity and temperature profiles, particularly

in the downstream portion of the channel. These are due to the

presence of significant vapor for these cases leading to strong lo-

cal variations in both thermal and hydrodynamic behavior (as dis-

cussed in conjunction of many of the prior plots). 

All but the highest mass velocity case show temperature peaks

well above saturation (~62.19 °C) in the near wall region towards

the channel exit, indicating vapor has blanketed the heated sur-

faces. Velocity peaks are also seen in these regions due to the pres-

ence of fast-moving vapor. This further reinforces the idea these

computational cases are experiencing CHF. 

The highest mass velocity case with G = 2432.51 kg/m 

2 s shows

much smoother velocity and temperature profiles due to the sig-

nificantly reduced void fraction values. Temperature profiles show

saturation is only reached very close to the wall, and there is no

appreciable vapor superheat. This is in stark contrast to lower ve-

locity cases were significant vapor superheat is observed and su-

perheated vapor layers extend 1-2 mm towards the channel cen-

terline. 

 

.3. Premature prediction of CHF 

Noticeable throughout the present work is some underpredic-

ion of CHF by computational methods compared to experimental

esults. Although heat flux levels investigated here are relatively

lose to experimental CHF values (within ~18%, on average), it is

xpected further refinement to mass transfer modeling will bring

redicted results much closer to experimental observations. 

Key targets for future investigation are 1) mass transfer inten-

ity factor r i used for boiling, and 2) r i used for condensation. In an

arly 2-D computational study by the present authors [34] , it was

een boiling r i needed to be tuned for individual combinations of

owrate and heat flux to yield optimal predictive results. Further,

hile it is acceptable to employ low value for condensation r i for

ow heat flux boiling cases, this may not be appropriate for heat

uxes nearing CHF. This indicates r i for condensation must be in-

reased in order to tackle pre-CHF cases. Further exploration of this

s expected to be a key focus of future work by the current authors

ocused on accurate prediction of CHF using computational meth-

ds. 

Furthermore, the multiphase model could be improved by

athematically considering a set of conservation, momentum, and

nergy equations for each phase for better prediction of local sec-

ndary flow surrounding vapor bubbles attached to or departed

rom the surface, along with reliable modeling of bubble nucle-

tion and dynamics. Accurate prediction of local fluid field is

lso important, affecting the interfacial configuration, momentum

ransfer, and rate of phase change. In addition, the numerical

cheme for the phase change and interface reconstruction could be

mproved upon. As phase change takes place, volume of fraction of

he vapor phase in a cell increases from 0 to 1 with time (in the

ransient analysis), and this transition is numerically necessary to

void trivial solution or divergence, and to differentiate variables

in the actual phenomena, only 0 and 1 exist). However, this ma-

ipulation causes inevitable deviation when computing properties,

eading to less accurate prediction of momentum along the inter-

ace and heat transfer by sensible and latent heat. Such improve-

ents will undoubtedly require considerable endeavor to mathe-

atically and numerically develop the scheme used, let alone the

eed for abundant computer resources. 

But despite these shortcomings, the present computational

ork does demonstrate the ability to effectively predict the degra-

ation in heat transfer performance commonly encountered at

eat fluxes nearing CHF. 

. Conclusions 

The present study employed computational methods to explore

ocal heat transfer and hydrodynamic behavior just prior to and

uring the CHF transient. Conditions correspond to experimental

ata collected for highly subcooled vertical upflow boiling of FC-72

n a 2.5 mm x 5 mm rectangular channel. Experimental flow visu-

lization and temperature results for accompanying pre-CHF cases

ere provided for comparison with predicted results. 

Key outcomes include the important influence of shear-lift force

enerated by velocity gradients towards sidewalls in driving va-

or towards the channel centerline. Strong local variations in heat

ransfer from the heated surface were also observed for cases un-

ergoing the CHF transient. Use of ANSYS-Fluent to elucidate crit-

cal local information not readily available using traditional exper-

mental methods represents another step forward for two-phase

omputational methods. Specific findings from the study are: 

1) The current computational scheme is successful in capturing

key two-phase flow phenomena including nucleation, bubble

sliding and departure, coalescence, and vapor breakup. Use of a
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3-D domain and additional shear-lift force modeling are shown

to provide key benefits for physical prediction of two-phase

flow heat transfer and hydrodynamic behavior. 

2) Shear-lift force acting from channel sidewalls is seen to drive

vapor towards the channel centerline, leading to peak heat

transfer rates near the channel corners (away from vapor accu-

mulation). This outcome shows the potential of two-phase CFD

to elucidate complex local behaviors present in flow boiling not

easily determined using traditional experimental methods. 

3) Lower mass velocity cases investigated here show clear signs of

vapor blanketing heated walls and rapid temperature rise com-

monly associated with onset of CHF. The Highest mass velocity

case indicates flow is still pre-CHF, and although signs of vapor

accumulation are present, the CHF transient is not encountered.

4) Although predicting CHF somewhat earlier than encountered

experimentally, the current computational approach is shown

to be a powerful tool for identifying pre-CHF behavior and

analyzing local behavior during the CHF transient. It is ex-

pected additional refinements to mass transfer modeling will

lead to better agreement between computational and experi-

mental CHF values. 
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