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a b s t r a c t 

This study details the development of a new mechanistic approach to predicting heating wall temperature 

corresponding to the minimum heat flux (MHF) point for saturated pool boiling from a horizontal flat 

surface. The model is constructed by performing a force balance on a unit cell of the wavy liquid-vapor 

interface, incorporating the effects of pressure difference across the interface, surface tension, gravity and 

stagnation pressure. It is shown how, in the film boiling regime, where a continuous vapor film insulates 

the heating surface, a decrease in wall heat flux towards the MHF point causes the liquid to approach 

the surface but without yielding any contact. A further decrease in heat flux triggers the MHF condition 

once the downward forces pushing the interface towards the wall overcome the upward forces lifting the 

interface away from the wall. This causes the wavy liquid-vapor interface to contact and wet the heating 

surface; vigorous bubble nucleation and vapor production ensue, signaling onset of the transition boiling 

regime. To achieve closure, the model adopts a previous relation for film boiling heat transfer coefficient, 

which is used to determine the wall temperature . The new model is shown to provide good agreement 

with MHF-point wall temperature data for many liquids and a broad range of pressures, evidenced by 

a mean absolute error of 9.35%. This study also includes an assessment of previous thermodynamic and 

hydrodynamic MHF models. 

© 2020 Elsevier Ltd. All rights reserved. 
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. Introduction 

.1. Phase change thermal management schemes 

Phase change processes are prevalent in many traditional and

odern industrial applications. The former includes steam power

eneration, refrigeration and air conditioning, food processing,

harmaceuticals, and materials processing [1] ; this is where pre-

ictable and reliable system operation is highly dependent on the

bility to predict both dominant interfacial behavior and corre-

ponding heat transfer performance. As to modern applications,

ost involve the need to dissipate large amounts of heat per

rea while maintaining relatively low surface temperatures; they

nclude computer electronics, data centers, hybrid vehicle power

lectronics, aircraft and spacecraft avionics, and x-ray medical de-

ices, to name a few [1-3] . 
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Much of the emphasis on phase change schemes is the outcome

f their effectiveness at dissipating large amounts of heat, via both

ensible and latent heat content of the cooling fluid. Realizing the

enefits of phase change processes has been a primary focus of

esearch efforts at Purdue University Boiling and Two-Phase Flow

aboratory (PU-BTPFL) spanning over three decades. These effort s

ncompass a variety of schemes, including heat pipes [4] , pool

oiling [5] , falling film [6] , macro-channel flow [ 7 , 8 ], mini/micro-

hannel flow [9] , jet impingement [10] and spray [11] , as well as

ybrid methods combining the merits of different schemes [12] . In

hese studies, three different approaches have been adopted to pre-

ict the heat transfer characteristics: (1) experimental, and through

evelopment of empirical correlations ( e.g. , [ 13 , 14 ]), (2) computa-

ional ( e.g. , [15] ), and (3) theoretical ( e.g. , [16] ). 

Pool boiling, achieved by immersing a heat-dissipating surface

n a stagnant pool of liquid coolant, is highly favored in many ap-

lications because of its relative simplicity and low cost. An impor-

ant example of pool boiling that is closely related to the topic of

he present study is bath quenching of metal parts in water, oils,

olten salt and polymer solutions. 

https://doi.org/10.1016/j.ijheatmasstransfer.2020.119854
http://www.ScienceDirect.com
http://www.elsevier.com/locate/hmt
http://crossmark.crossref.org/dialog/?doi=10.1016/j.ijheatmasstransfer.2020.119854&domain=pdf
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Nomenclature 

A parameter defined in Table 1 

A t atomic number 

A tc transient contact area in Table 2 

A v Avogadro number in Table 2 

a parameter defined in Table 2 

a 1 , a 2 coefficients in cavity size distribution in Table 2 

B parameter defined in Table 1 

b parameter defined in Table 2 

C constant in Table 1 

CHF critical heat flux 

c wave speed 

c p constant-pressure specific heat 

D ‘minimum length’ of heating surface 

D 

′ ratio of surface area to perimeter 

d bubble diameter in Table 2 

F parameter defined in Table 2 

F P pressure difference force 

F G gravity force 

F S stagnant pressure force 

F σ surface tension force 

f bubble departure frequency in Table 2 

f 1 , f 2 parameters defined in Table 3 

Ga Galileo number 

g gravity 

g c gravitational constant 

h heat transfer coefficient; enthalpy 

h fg latent heat of vaporization 

h fg 
′ modified latent heat of vaporization in Table 3 

J nucleation rate 

K parameter defined in Eq. (20) 

k heat conductivity coefficient; wave number 

LFP Leidenfrost point 

M molar mass 

MAE maximum absolute error 

MHF minimum heat flux 

m 1 , m 2 parameters defined in Eq. (19) 

Nu Nusselt number 

n number of data points 

| P | parachor in Table 2 

P pressure 

P R reduced pressure 

Pr Prandtl number 

Q a heat of adsorption 

q ′ ′ heat flux 

Ra Rayleigh number 

R g gas constant 

R q root mean square of surface roughness 

R z average height of surface roughness 

r surface cavity radius in Table 2 

S arc length 

T temperature 

T MS maximum superheat temperature 

T min minimum film boiling temperature 

T sat saturation temperature 

�T min T min - T sat 

t time 

U g,n vapor velocity normal to surface 

V molecular volume 

v specific volume 

W heater width 

X parameter defined in Table 1 

z coordinate parallel to free interface 
p  
Greek symbols 

� surface monolayer coverage fraction 

α thermal diffusivity; contact angle 

β parameter defined in Table 1 

βT coefficient of cubical expansion in Table 3 

χ parameter defined in Eq. (14) 

δ vapor film thickness 

ε evaporation coefficient in Table 2 

η interfacial displacement 

η0 wave amplitude 

�0 number of adsorbed molecules per unit area to 

form a monolayer 

λ wavelength 

λc critical Taylor wavelength 

μ viscosity 

 percent liquid-solid interface coverage by vapor in 

Table 2 

ρ density 

σ surface tension 

τ 0 residence time of molecule in the adsorbed state 

θ inclination angle 

ξ parameter defined in Table 2 

Subscripts 

B based on Berenson’s model 

c critical point 

co zero contact angle 

exp experiment (measured) 

f liquid 

g vapor 

i interface; imaginary component 

max maximum 

min minimum (corresponding to MHF point) 

n normal 

pred predicted 

r real component 

sat saturation 

sub subcooling 

sup superheated in Table 2 

tp triple point 

w wall (heating surface) 

.2. Pool boiling Minimum Heat Flux (MHF) point 

In metal heat treating, great emphasis is placed on post-critical

eat transfer characteristics, which include critical heat flux (CHF)

nd minimum heat flux (MHF) (or Leidenfrost point (LFP)) [17] . A

reat amount of work has been focused on experimental investiga-

ion, numerical modeling, and theoretical analysis of pool boiling

HF, which separates the transition and nucleate boiling regimes.

ummaries of dominant CHF mechanisms and assessments of re-

ated models and correlations are available from recent reviews

 18 , 19 ]. On the contrary, there has been far less emphasis on MHF

r LFP. 

While both MHF and LFP correspond to the minimum film boil-

ng temperature, T min , and demarcate the film and transition boil-

ng regimes, the former is encountered in pool boiling and the later

iscrete droplets. A number of other terms have also been used

nterchangeably to describe the same phenomena (although they

ay not be exactly synonymous). They include film boiling/vapor

lm collapse point, quenching point, rewetting point, foam limit,

eparture from film boiling, lower limit of stable film boiling (for

ituations involving decreasing surface temperature), and incipi-

nce of stable film boiling (for increasing surface temperature). The

resent study is focused entirely on minimum temperature corre-
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Fig. 1. Pool boiling curve and quench curve Fig. 2 . 
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ponding to film pool boiling, for which MHF will be used exclu-

ively. 

As shown in Fig. 1 , pool boiling MHF point is identified with the

id of either the quenching curve (wall temperature versus time),

r the boiling curve (wall heat flux versus wall superheat). In lab-

ratory experiments, transient quenching enables rapid capture of

he complete quenching curve. Here, MHF marks the termination
f the slow film boiling regime and onset of transition boiling. But

his point is more discernable with the aid of the boiling curve,

hich is commonly measured using heat-flux-controlled experi-

ents. Substantial changes in the relationship between heat flux

nd wall superheat above versus below the MHF point tempera-

ure reflect fundamental differences in hydrodynamic and thermal

haracteristics between film boiling and transition boiling. In the

ormer, an insulating vapor film having very low thermal conduc-

ivity fully covers the wall, resulting in very poor heat transfer per-

ormance. Decreasing the heat flux to the MHF point causes par-

ial collapse of the vapor film, which induces appreciable enhance-

ent in heat transfer with commencement of the transition boiling

egime. 

The MHF point is of paramount importance to metal alloy heat

reatment processes. These processes involve preheating the alloy

art to a high temperature approaching the melting point, caus-

ng hardening compounds to dissolve fully into the primary metal

rystals. This is followed by fast quenching of the part to near

oom temperature in an effort to preserve the solution. Subse-

uently, the part is heated to an intermediate temperature (be-

ween preheating and room temperatures) to allow the harden-

ng compounds to coalesce into a fine dispersion within the pri-

ary metal crystals, which is how the alloy achieves desired im-

rovements in both strength and hardness. The importance of the

uench phase of heat treating can be explained as follows. Pre-

erving the solution requires the quench proceed at an infinitely

ast rate, which is impossible given the finite values of both the

eat transfer coefficient and thermal mass of the part. Therefore,

eat treating operations aim to simply accelerate the quench rate.

ecall that the initial preheating is associated with high wall tem-

eratures well within the film boiling regime, where the cooling

ate is quite slow. Because the MHF point marks the instant cool-

ng rate begins to accelerate, any means to achieve earlier occur-

ence of this event would contribute to a faster overall quench rate

nd therefore better mechanical properties. This explains two main

eeds in the heat-treating industry: (1) Accurate prediction of the

HF point, and (2) methods for accelerating MHF occurrence; the

resent study concerns the former. 

.3. Experimental studies on pool boiling MHF point 

Experimental study of pool boiling MHF point has been the fo-

us of numerous studies. Table 1 provides a summary of these

tudies specific to boiling from flat horizontal surfaces. As can be

een from this table, MHF point is influenced by many parameters,

ncluding those associated with the boiling fluid ( e.g., pressure, de-

ree of liquid subcooling, liquid depth, and thermophysical prop-

rties) as well as the boiling surface ( e.g., shape and size, mate-

ial properties, roughness, oxidation, porosity, and wettability). Ig-

oring one or more of these influences may explain the consider-

ble scatter when comparing data from different sources. Despite

his scatter, there is general agreement that increases in liquid sub-

ooling and/or system pressure significantly increase both the heat

ux, q ′ ′ min , and wall temperature, T min , corresponding to the MHF

oint. 

Also included in Table 1 are empirical correlations for key pool

oiling MHF point parameters. Although these correlations provide

atisfactory predictions of heat flux and/or wall temperature, their

alidity is limited to only the ranges of parameters specific to each

orrelation. Additionally, most correlations ignore the influences of

econdary parameters, especially ones associated with surface con-

ition. 

The fluids used in previous MHF point experiments can be cat-

gorized into three types (based mostly on practical use): (1) Nor-

al fluids like water and organic liquids, which are encountered in

umerous boiling applications at or near atmospheric pressure, (2)
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Table 1 

Summary of experimental studies on pool boiling MHF point temperature/heat flux. 

Author(s) Fluid(s) Subcooling System pressure Surface characteristics Main conclusions/Correlations 

Horizontal flat surface 

Berenson [20] (1962) n-pentane, CCl 4 0 0.1 MPa Inconel, copper and nickel (mirror finish, 

milled, slightly oxidized and oxidized), 

D = 50.8 mm 

MHF and T min are independent of surface material and 

roughness for contact angles of commercial importance 

Hosler & Westwater [21] 

(1962) 

water, CCl 3 F - 0.1 MPa Aluminum (polished), 203.2 × 203.2 mm MHF is caused by Taylor hydrodynamic instability. MHF and 

T min are 3.47 W/cm 

2 and 414 K for water, and 1.80 W/cm 

2 

and 344 K for CCl 3 F. 

Cummings & Smith [22] 

(1966) 

liquid helium - 0.1 MPa Copper (various roughnesses), D = 15.24 mm MHF increases by a factor of 15 as the thickness of the H 2 O 

crystal coating increases up to about 1 mm. 

Padilla [23] (1966) potassium 0-10 0.267-40 kPa Stainless steel, D = 76.2 mm MHF = 0.63 W/cm 

2 , T min = 865.5 K @ 0.267 kPa, MHF = 2.84 

W/cm 

2 , T min = 1063.5 K @ 6.67 kPa. 

MHF = 0 . 14 ρg h f g [ 
σ g( ρ f −ρg ) 

( ρ f + ρg ) 
2 ] 1 / 4 

Clark et. al. [24] (1967) liquid nitrogen 0 0.1 MPa Copper, D = 76.2 mm MHF = 1.525 W/cm 

2 , �T min = 34.3 K. 

Kesselring et al. [25] 

(1967) 

R113 0 0.1 MPa Stainless steel (various widths) MHF depends on strip width for small widths less than 2 λd . 

MHF = 

0 . 1612 π
3 5 / 4 

ρg h f g σ g( ρ f −ρg ) 

( ρ f + ρg ) 
2 

Butler et al. [26] (1970) liquid helium - - Copper (roughened, coated, frosted), 50 × 10 

mm 

Roughening has a small effect on MHF, while a thin 

insulating layer has a marked effect. MHF increases by a 

factor of up to about 4 compared to a smooth copper surface. 

Tachibana & Enya [27] 

(1973) 

R113, ethanol, water, oil 0-30 - Copper, D = 18, 50 mm MHF increases significantly with increasing subooling. 

Swanson et al. [28] (1975) liquid nitrogen 0 0.1 MPa Sapphire (polished), D = 12.7 mm MHF = 6.56 W/cm 

2 , �T min = 29.5 K. 

Deev et al. [29] (1977) liquid helium - 0.445 < P R < 0.98 Copper (polished, R z = 0.08 μm), 30 × 30 

mm 

MHF and �T min decrease with increased P R . 

Peyayopanakul & 

Westwater [30] (1978) 

liquid nitrogen - 0.1 MPa Copper, D = 50.8 mm MHF varies from 0.1-0.9 W/cm 

2 , but T min is approximately 

constant at 20 K. 

Ibrahim [31] (1978) liquid helium 0-2.5 0.036-0.197 MPa Copper, D = 25.4 mm Subcooling increases MHF appreciably. MHF = 0.31 W/cm 

2 @ 

0.97 atm. 

Yao & Henry [32] (1978) ethanol, water 0 < 1.5 MPa Stainless steel and copper (with and without 

gold layer) 

T min is determined either by a Taylor instability vapor 

removal limitation or by spontaneous nucleation upon 

contact. 

Kobayashi & Yasuk ̄ochi 

[33] (1980) 

liquid helium - - Nichrome, 6.4 mm 

2 MHF increases and then decreases with increasing liquid 

temperature, and increases with increased immersion depth. 

Scheiwe & Hartmann [34] 

(1982) 

liquid nitrogen - - Copper ( R z = 0.75, 12.6 μm), 264 cm 

2 MHF = 0.6 W/cm 

2 , �T min = 22.7 K. 

Dhuga & Winterton [35] 

(1985) 

water, methanol 0 0.1 MPa Aluminum (anodized) MHF and �T min are, respectively, 2.76-4.15 W/cm 

2 and 68-75 

K for methanol, and 16.14-18.71 W/cm 

2 and 201-212 K for 

water. 

Jung et al. [36] (1987) R11 0.5-1 - Copper (polished, R q = 1.56 μm), steel 

(particle coated, R q = 6.61, 11.7 μm), D = 78 

mm 

MHF and T min increase with increasing pressure, and surface 

treatment causing higher roughness and porosity significantly 

increases T min . 

Shoji & Nagano [37] 

(1987) 

R113 0 0.05-0.90 MPa Copper, D = 62 mm MHF = 0 . 00189 ρg h f g ( 
ρg 

ρ f 
) −0 . 73 [ 

σ g( ρ f −ρg ) 

( ρ f + ρg ) 
2 ] 1 / 4 

ρg 

ρ f 
> 5 × 10 −3 MHF = 

0 . 0212 ρg h f g ( 
ρg 

ρ f 
) −0 . 26 [ 

σ g( ρ f −ρg ) 

( ρ f + ρg ) 
2 ] 1 / 4 

ρg 

ρ f 
< 5 × 10 −3 

Shoji et al. [38] (1987) water 0 0.1 MPa Copper, D = 10-150 mm End effects on MHF can be eliminated with surface size 

larger than 3 λd . 

Ramilison & Lienhard [39] 

(1987) 

R113, acetone, benzene, n-pentane 0 0.1 MPa Copper (roughened, mirror-polished, 

Teflon-coated), D = 63.5 mm 

Vapor film collapse occurs as the extent of surface contact 

increases, which is indicated by the advancing contact angle. 

Nishio & Chandratillek 

[40] (1989) 

liquid helium 0 0.1 MPa Copper ( R a = 0.027, 0.06, 0.46, 1.27, 4.35 

μm), D = 20 mm 

T min is affected by neither surface roughness nor orientation; 

�T min ≈ 2 K. 

Abbassi et al. [41] (1989) water, methanol 0 0.1 MPa Aluminum (anodized), D = 15.5-26.0 mm MHF and T min for a confined surface are independent of 

surface diameter in a range comparable with λd . 

Westwater et al. [42] 

(1989) 

R116, ethane - 0.1 MPa Copper (polished), D = 50 mm For R116: MHF = 1.8 W/cm 

2 , �T min = 40 K. For ethane: 

MHF = 2.2 W/cm 

2 , �T min = 48 K. 

( continued on next page ) 
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Table 1 ( continued ) 

Author(s) Fluid(s) Subcooling System pressure Surface characteristics 

Shoji et. al. [43] (1990) water 0 0.1 MPa Copper (polished, oxidized, R a = 0.045, 0.097, 

0.0500, 0.174 μm), D = 100 mm 

Rajab & Winterton [44] 

(1990) 

water, R113 0 0.1 MPa Aluminum and copper (polished, anodized), 

D = 27 mm 

Chang et al. [45] (1998) FC-72, FC-87 0 0.1 MPa Copper (polished, microporous coated), 

10 × 10 mm 

Takata et al. [46] (2005) water 0 - Copper (bare and coated with TiO 2 ), D = 17 

mm 

Ahn et al. [ 47 , 48 ] (2009) PF-5060 0-30 0.1 MPa Silicon (bare, coated with nanotubes of 

different heights), 58.74 × 31.75 mm 

Zhao et al. [49] (2014) R14 0 0.1 MPa Copper ( R z = 57.3 nm, R a = 46.7 nm), D = 20 

mm 

Li et al. [50] (2018) liquid nitrogen - 0.1 MPa Copper, sandstone (polished, sand coated, 

grooved, oil-covered), D = 80 mm 

Other surface configuration 

Baumeister & Simon [51] 

(1973) 

Various liquid types (using previous 

data for cryogens, water, liquid 

metals, and hydrocarbons) 

0 - Smooth clean surfaces (using previous data 

for both droplet and pool on flat surfaces, 

spheres and cylinders) 

Nishio [52] (1987) Various liquid types (using previous 

data and the author’s own data for 

water, liquid nitrogen) 

0 0.1 MPa Smooth surfaces (using previous data for flat 

surfaces, spheres and cylinders, and the 

author’s own data for horizontal cylinders) 

Klimenko & Snytin [53] 

(1990) 

Various liquid types (using previous 

data and the authors’ own data for 

water, liquid nitrogen) 

Various subcooling Various pressures Smooth surfaces (using previous data for flat 

surfaces, spheres and cylinders, and the 

authors’ own data for spheres) 

Other empirical correlations 

Kalinin et al. [54] (1975) T min = T sat + ( T c − T sat )[ 0 . 16 + 2 . 4 ( 
k f ρ f c p f 

k w ρw c pw 
) 

1 / 4 
] , q ′′ 

min 
= 0 . 18�T min [ 

c pg k 
2 
g 

μg 
ρg g( ρ f − ρg ) ] 1 / 3 

Morozov ∗ (1962) q ′′ 
min 

= 0 . 206 ρg h f g σ [ 
g ρg ( ρ f −ρg ) 

μ2 
g 

] 0 . 4 [ σ
g( ρ f −ρg ) 

] 0 . 1 

Nikolayev & Skripov ∗

(1970) 

Low-pressure region: q ′′ 
min 

= 1 . 67 q ′′ 
min 

∗( P/ P c ) 0 . 24 ( 1 − P/ P c ) 0 . 61 , wher e q ′′ 
min 

∗ = q ′′ min | P ∗=0 . 31 P c . 

Near-critical pressure region: q ′′ 
min 

= 4 . 18 q ′′ 
min 

∗( P/ P c ) 0 . 24 ( 1 − P/ P c ) 0 . 61 , wher e q ′′ 
min 

∗ = q ′′ min | P ∗=0 . 90 P c 

Berlin et al. ∗ (1986) T min −T sat 

T c −T sat 
= [ 0 . 16 + 2 . 5 ( 

k f ρ f c p f 

k w ρw c pw 
) 

1 / 4 + 

k f ρ f c p f 

k w ρw c pw 
]( 1 + 0 . 13 cos θ) 1+ cos α

2 
for ( kρc p ) f / ( kρc p ) w = 10 −6 − 1 , θ = 0-180 °, 

α ≤ 50 °, D > 5 [ g( ρ f − ρg ) /σ ] −1 / 2 and P/ P cr = 0 . 005 − 0 . 63 

∗ As referenced by Klimenko & Snytin [53] (1990) 
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liquid metals, important to high temperature and pressure space

and nuclear power applications, and (3) cryogenic fluids, like he-

lium and nitrogen, which correspond to very low operating tem-

peratures. Overall, it is important to be mindful of the fundamen-

tal differences in thermal-hydraulic characteristics among the three

fluid types. 

A key concern when using published MHF data is that many

authors ignore the effects of secondary parameters, especially sur-

face condition, which compromises the accuracy of any correla-

tions based on individual databases. This issue clearly requires fur-

ther investigation and points to the need to conduct future experi-

ments under broad yet highly controlled conditions, accounting for

all the above-mentioned fluid and surface parameters. 

1.4. Theoretical prediction of pool boiling MHF point 

While pool film boiling has been the subject of numerous theo-

retical studies, because of limited understanding of the MHF point,

modeling attempts for MHF are quite sparse. Available theoreti-

cal works related to pool boiling MHF point for flat horizontal

surfaces are summarized in Table 2 . It shows all prior works are

based on one of two types of mechanistic treatments: thermody-

namic and hydrodynamic . The thermodynamic models are based on

the premise liquid-solid contact will occur when the interfacial

fluid/surface temperature falls below the liquid’s maximum super-

heat temperature, T MS . Different methods have been adopted to

determine this temperature, including the equation of state, homo-

geneous/heterogenous nucleation theory, and wettability hypothe-

ses. And, a few simple formulations for T MS have also been pro-

posed as a function of the critical temperature alone. Overall, the

thermodynamic models ignore altogether surface effects as well as

the influence of many important fluid properties; they also fail

to account for the important effects of interfacial hydrodynamics.

These models therefore serve mostly as first order approximations

for the MHF point wall temperature. 

On the other hand, the more popular hydrodynamic models are

based on a combination of bubble dynamics and interface insta-

bility theory. As will be discussed later, interactions between flow

momentum of individual phases, body force, and surface tension

force are known to trigger instabilities along liquid-vapor inter-

face, which, in turn, have profound influences on both heat and

mass transfer during boiling. One of the earliest theoretical and

mechanistic hydrodynamic models for MHF on a horizontal surface

is proposed by Zuber [55] , who incorporated the Rayleigh-Taylor

instability to describe the shape of the vapor-liquid interface. He

postulated that MHF depends on bubble release frequency, energy

transport to the vapor bubble, and heater area producing a sin-

gle bubble. As indicated in Table 2 , several subsequent pool boiling

MHF models are perturbations to Zuber’s original treatment, which

is evidenced by most of these models having the same functional

form as Zuber’s, except for using a different empirical multiplier. 

Another very popular theoretical model for MHF is one pro-

posed by Berenson [56] , who incorporated the Taylor-Helmholtz

instability theory and suggested a correction to the coefficient

in Zuber’s model to improve the predictive accuracy. Berenson’s

model relies on a semi-analytical expression for the film boiling

heat transfer coefficient to obtain the MHF wall temperature. Al-

though this model showed ±10% agreement with Berenson’s own

data [20] , expressions for key parameters in the model were de-

rived from measurements corresponding to narrow ranges of ex-

perimental conditions. These include such empirical information as

bubble radius and average bubble height above the vapor film. 

Later, Henry [57] showed that the Berenson’s model predicts

wall temperatures lower than those measured. To improve predic-

tions, Henry incorporated the effects of thermal properties (prod-
ct k ρc p ) of both liquid and solid wall into the Berenson’s model.

e proposed that transient surface wetting induces local depres-

ion in the wall temperature, resulting in the vapor film collaps-

ng at a higher wall temperature. Despite these improvements, his

odel, like Berenson’s, employed parameters obtained from mea-

urements corresponding to limited ranges of operating conditions.

his compromises the validity of the model beyond these condi-

ions. 

Gunnerson and Croenenberg [ 58 , 59 ] extended Zuber’s model to

lm boiling on spherical surfaces. Afterwards, they extended their

odel to film boiling on a flat surface by assuming that the va-

or removal mechanism from the latter is similar to that from a

pherical surface for sphere diameters ten times or greater than

he critical Taylor wavelength. Their model incorporates the ef-

ects of transient liquid-solid contact, interfacial wettability, and

iquid subcooling, but also includes empirical correlations for key

arameters to achieve closure. In a subsequent discussion, Dhir

60] pointed out that Gunnerson and Croenenberg’s model predicts

HF values for subcooled water boiling on a sphere much higher

han those measured experimentally, and the predictive accuracy

orsens with increased subcooling. This points to weaknesses of

he model in tackling, not only spherical surfaces, but flat sur-

aces as well, since predictions for the latter are based on those

or spherical surfaces. 

Recently, several Lattice-Boltzmann simulations were conducted

y Cheng and co-workers [61–63] to generate a complete pool

oiling curve for horizontal flat surfaces. Their results showed both

HF and T min are influenced by surface wettability and thermal

onductivities of the heating surface and the vapor. 

To conclude, little theoretical modeling has been conducted to

ate that is robust enough in terms of capturing true interfacial

ehavior and accounting for all dominant parameters. One notable

eficiency from most modeling effort s is the effect of surface con-

ition, a topic worthy of significant attention in any future MHF

tudy. 

.5. Objectives of present study 

As is widely acknowledged, the MHF point is strongly influ-

nced by both surface geometry and orientation, given the impact

f these two parameters on vapor release and interfacial instabil-

ties. Also, as discussed earlier, MHF is influenced by the liquid

ubcooling, however, in many applications, subcooling is avoided

ecause of its tendency to increase residual stress, resulting in

reater stress corrosion, hydrogen cracking and reduced fatigue

trength [84] . 

The present pool boiling MHF-point analysis is dedicated to the

ost fundamental case of a horizontal flat surface with zero liquid

ubcooling. It is intended to serve as a baseline for future models

ddressing other complicating factors, including surface geometry

nd orientation, and liquid subcooling. 

One key consideration in the present study is whether to fo-

us the analysis on wall heat flux or wall temperature correspond-

ng to the MHF point. By carefully reviewing available databases,

he present authors uncovered appreciable scatter of MHF-point

eat flux data from various sources under the same operating con-

itions, Fig. 2 (a), compared to far less scatter for wall temper-

ture data, Fig. 2 (b). This observation is consistent with a con-

lusion drawn by Nishio et al. [85] regarding superiority of the

emperature-controlled hypothesis to the heat-flux-controlled hy-

othesis in defining the MHF point. In other words, wall tempera-

ure is the better and more accurate determining factor. Therefore,

he present study will focus on predicting the MHF-point wall tem-

erature rather than the heat flux. 
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Table 2 

Summary of theoretical models for pool boiling MHF point on horizontal flat surfaces. 

Author(s) Model rationale Relevant formulae/Mechanisms 

Thermodynamic models 

Spiegler et al. [64] (1963) Equation of state T MS = 

27 
32 

T c 

Lienhard [65] (1976) van der Waals equation T MS = T c [ 0 . 905 + 0 . 095 ( T sat / T c ) 
8 
] 

Gunnerson & Cronenberg [66] 

(1978) 

Transient contact T sat < T min ≤ T MS ( 
√ 

k w / ρw c pw + 
√ 

k f / ρ f c p f ) −T MS 

√ 

k f / ρ f c p f √ 

k w / ρw c pw 

Segev & Bankoff [67] (1980) Langmuir monolayer 

adsorption 

� = 

exp ( Q a / R g T ) 

( 2 πM R g T ) 
1 / 2 �0 

P A v τ0 
+ exp ( Q a / R g T ) 

, where �0 = 10 19 molecules/m 

2 

and τ 0 = 10 −13 s, and T min corresponds to � = 0.9. 

Poniewski [68] (1987) Nonequilibrium energy 

dissipation 

T min corresponds to equal equality of local potentials for 

liquid and vapor phases. 

Olek et al. [69] (1988) Zero contact angle 

hypothesis 

cos θ = 1 − C ( T co − T ) 
b/ ( a −b ) 

/ σV f , where C is a constant, a 

and b are temperature-independent coefficients from a 

molecular force balance expression by Adamson [70] . 

Schroeder-Richter & Bartsch [71] 

(1990) 

Thermo-mechanical effect h g ( T g ) − h f ( T min ) = 

0 . 5[ v g ( T g ) − v f ( T min ) ][ P sat ( T min ) − P sat ( T g ) ] 

Avedisian [72] (1985) Homogeneous nucleation J = 1 . 44 × 10 40 ( 
ρ2 

f 
σ

M 3 
) 1 / 2 exp { −1 . 213 ×10 24 σ 3 

T f [ ξP sat ( T f ) −P f ] 
2 } , where 

ξ = exp [ 
P f −P sat ( T f ) 

ρ f T f R g 
] and T MS corresponds to J = 10 12 

m 

−3 s −1 . 

Carey [73] (1992) Heterogenous nucleation J = 1 . 71 × 10 31 1+ cos α
2 F 

( M ρ f 
) 1 / 3 ( 

ρ2 
f 
σ F 

M 3 
) 1 / 2 exp { −1 . 213 ×10 24 F σ 3 

T f [ ξP sat ( T f ) −P f ] 
2 } , 

where F = 

2+3 cos α−cos 2 α
4 

, and T MS corresponds to J = 10 10 

m 

−2 s −1 . 

Gerweck & Yadigaroglu [74] 

(1992) 

Equation of state T MS is the minimum value of the local spinodal 

temperature. 

Bernardin & Mudawar [75] (2002) Bubble dynamics 

combined with surface 

characterization 

 = 0 . 05 π r 2 max (t) a 1 
a 2 

{ exp [ −a 2 r min (t) ] − exp [ −a 2 r max (t) ] } , 
and T min corresponds to �/ �t = 0.05. 

Aursand et al. [76] (2018) Thermocapillary instability T min = 

1 
3 

T sat + 

2 
3 

T sat [ 1 + 

9 σ
4+ μ f / μg 

√ 

2 πR g T sat 

k g f (ε) 
] 1 / 2 , where f ( ε) is a 

function of the evaporation coefficient ε. 

Hydrodynamic models 

Zuber [55] (1959) Rayleigh-Taylor instability MHF = 

π2 

60 
( 4 

3 
) 1 / 4 ρg h f g [ σ g 

ρ f −ρg 

( ρ f + ρg ) 
2 ] 

1 / 4 

Sanders & Colver ∗∗ Corresponding state theory MHF = 

11 . 2( 10 6 ) [ | P| ] 0 . 468 
(P R − P tp /P c ) (1 − P R ) 

0 . 827 
[ P c (R g g c T c /M) 

1 / 2 
] 

Kutateladze ∗∗ [77] (1959) Equations of motion MHF = C h f g ( g ρg 
ρ f + ρg 

ρ f 
) 1 / 2 [ 

σ g c ( ρ f −ρg ) 

g 
] 1 / 4 , where C is a 

constant. 

Berenson [56] (1961) Taylor-Helmholtz 

instability 

MHF = 0 . 09 ρg h f g [ σ g 
ρ f −ρg 

( ρ f + ρg ) 
2 ] 

1 / 4 

T min , B = T sat + 0 . 127 
ρg h f g 

k g 
( g 

ρ f −ρg 

ρ f + ρg 
) 2 / 3 [ σ

g( ρ f −ρg ) 
] 1 / 2 [ 

μg 

g( ρ f −ρg ) 
] 1 / 3 

Morozov ∗∗ [78] (1963) Dimensional analysis MHF = 0 . 0267 ρg h f g ( σ g 
ρ f −ρg 

ρg 
2 ) 1 / 4 

Ruckenstein [79] (1967) Taylor instability & bubble 

growth 

MHF = C ρg h f g [ σ g 
ρ f −ρg 

( ρ f + ρg ) 
2 ] 

1 / 4 , where C is a constant whose 

magnitude depends on initial and final radii of the 

bubble prominence. 

Henry [57] (1974) Modified Berenson’s model T min = T min , B + 0 . 42( T min , B − T f ) ( 
k f ρ f c p f 

k w ρw c pw 
) 3 / 10 [ 

h f g 

c pw ( T min , B −T sat ) 
] 3 / 5 

Lienhard & Dhir [80] (1980) Rayleigh-Taylor instability MHF = 0 . 091 0 . 078 
0 . 104 ρg h f g [ σ g 

ρ f −ρg 

( ρ f + ρg ) 
2 ] 

1 / 4 

Gunnerson & Cronenberg [ 58 , 59 ] 

(1980) 

Transient contact MHF = ρg ( h f g + c pl �T sub + c pg �T sup ) 
πd 3 

6 λ2 f min + 

2 . 3 k f �T sub f 
1 / 2 
min 

( πα f ) 
1 / 2 + 

2 k f ( T i −T f ) t 
1 / 2 
tc A tc f min 

( πα f ) 
1 / 2 λ2 

Sher et al. [81] (2012) Rayleigh-Taylor instability MHF = 

πC 
6 

( 2 
3 
) 1 / 2 ρg h f g [ σ g 

ρ f −ρg 

( ρ f + ρg ) 
2 ] 

1 / 4 , where C is an 

empirical constant. 

Kim et al. [82] (2015) Rayleigh-Taylor instability MHF = [ 2 
1 / 2 πC 
24 

k 3 g �T 3 
min 

ρg ( ρ f −ρg ) 
3 / 2 

g 3 / 2 h f g 

σ 1 / 2 μg 
] 1 / 4 , where C is a 

function of bubble diameter at breakoff, release 

frequency, and bubble spacing. For water, �T min = min 

[150, T MS – T sat ]. 

∗∗ As referenced by Clements & Colver [83] (1970) 
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. Heat transfer coefficient for pool film boiling 

Heat transfer during pool film boiling on a horizontal surface

s highly dependent on the mechanism of vapor release from the

eating wall. This process has been studied extensively in the past

ew decades, with many Nusselt number models and correlations

ecommended, as shown in Table 3 , to determine the heat trans-

er coefficient. It should be noted that different length scales have

een used to define the Nusselt number. To ensure uniformity

hen comparing dimensionless groups, the two-dimensional criti-

al Taylor wavelength is used, i.e., Nu = h λc / k g . Therefore, some of
he relations in this table may be somewhat different from their

riginal form. 

Two of the most widely adopted Nusselt number expressions

re the mechanistic model proposed by Berenson [56] and em-

irical correlations by Klimenko [86] . Both have shown satisfac-

ory agreement against numerical predictions [87] and experimen-

al results [88] . Berenson’s formulation was constructed around the

aylor-Helmholtz hydrodynamic instability for laminar vapor flow

long the surface with a regularly distributed bubble release. Us-

ng the assumption that both the distance between adjacent vapor

ubbles and the departure diameter are proportional to the criti-
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Fig. 2. Deviations of MHF-point’s (a) wall heat flux data and (b) wall temperature data for saturated pool boiling on flat horizontal surfaces at atmospheric pressure. 

 

 

 

 

 

i  

a  

m  

m  

t  

r  
cal Taylor wavelength, he constructed a semi-empirical model for

area-averaged film boiling heat transfer coefficient, which required

fitting the value of an unknown multiplier in his final relation us-

ing his own experimental data. 

Using the same basic physical mechanism as Berenson’s, the

generalized correlations by Klimenko were derived for both lam-
nar and turbulent vapor film flows using Reynolds’ heat transfer

nalogy. Klimenko’s relations have been validated against experi-

ental data from fifteen different sources for a variety of both nor-

al and cryogenic fluids and pressures ranging from atmospheric

o near-critical [ 86 , 89 ]. Extended applicability to different fluids

enders Klimenko’s formulation a more superior choice for predict-
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Table 3 

Heat transfer coefficient relations for saturated pool film boiling on a horizontal upward-facing surface. 

Author(s) Relevant formulae Notes 

Chang [97] (1959) Nu = 0 . 294 ( αR a g ) 
1 / 3 R a g = 

gλ3 
c 

ν2 
g 

Pr g ( ρ f / ρg − 1 ) , α = 

h ′ f g 

c pg �T sup 
, Pr g = μg c pg / k g 

Berenson [56] (1961) Nu = 0 . 673 ( αR a g ) 1 / 4 h ′ 
f g 

= h f g ( 1 + 0 . 50 c pg �T sup / h f g ) 

Brentari & Smith ∗∗∗ (1965) Nu = 0 . 811 ( αR a g ) 1 / 4 h ′ 
f g 

= h f g ( 1 + 0 . 50 c pg �T sup / h f g ) 

Padilla [23] (1966) Nu = 0 . 909 ( αR a g ) 1 / 4 h ′ 
f g 

= h f g ( 1 + 0 . 50 c pg �T sup / h f g ) 

Hamill & Baumeister [98] (1966) Nu = 0 . 649 ( αR a g ) 1 / 4 h ′ 
f g 

= h f g ( 1 + 0 . 95 c pg �T sup / h f g ) 

Frederking et al . [99] (1966) Nu = 0 . 20 ( αR a g ) 
1 / 3 h ′ 

f g 
= h f g ( 1 + 0 . 50 c pg �T sup / h f g ) 

Clark et al. [24] (1967) Nu = 0 . 012 ( αR a g ) 1 / 2 h ′ 
f g 

= h f g ( 1 + 0 . 50 c pg �T sup / h f g ) 

Lao et al. [100] (1970) Nu = 185 Pr g α−0 . 09 h ′ 
f g 

= h f g 

Klimenko [86] (1981) Nu = 

{ 0 . 19 [ G a g ( ρ f / ρg − 1 ) ] 
1 / 3 

Pr 1 / 3 g f 1 7 × 10 4 < G a g ( ρ f / ρg − 1 ) < 10 8 

0 . 0086 [ G a g ( ρ f / ρg − 1 ) ] 
1 / 2 

Pr 1 / 3 g f 2 10 8 < G a g ( ρ f / ρg − 1 ) < 3 × 10 8 

f 1 = { 1 

0 . 89 α1 / 3 

α ≤ 1 . 4 

α > 1 . 4 
, f 2 = { 1 

0 . 71 α1 / 2 

α ≤ 2 . 0 

α > 2 . 0 
, h ′ 

f g 
= h f g 

G a g = gλ3 
c / ν

2 
g , for P/ P c = 0 . 0045 − 0 . 98 , α = 0 . 031 − 7 . 3 and 

Pr g = 0 . 69 − 3 . 45 

Tanaka [101] (1988) Nu = 1 . 822 ( 
ρ f 

ρ f −ρg 
) 2 / 5 ( αR a g ) 1 / 5 h ′ 

f g 
= h f g 

Dhir [102] (2001) Nu = 0 . 42 [ G r g Pr g ( α + 0 . 5 + 1 . 3 α−1 / 4 ) ] 1 / 4 G r g = 

g βT �T sup 

ν2 
g 

( λc 

2 π ) 3 , 

Pr g = 0 . 72 − 420 , α = 0 . 007 − 11 . 1 , G r g = 210 − 2 . 2 × 10 6 , 

h ′ 
f g 

= h f g 

Zhang & Murakami [103] (2005) Nu = ( 0 . 58 + 0 . 07 λc 

D ′ ) ( αR a g ) 1 / 4 h ′ 
f g 

= h f g ( 1 + 0 . 34 c pg �T sup / h f g ) 
2 , D ’ is the ratio of surface 

area to the perimeter. 

∗∗∗ As referenced by Sauer & Ragsdell [104] (1971) 
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ng the heat transfer coefficient for film boiling than the Berenson

odel. Additionally, numerical simulations have shown the Kli-

enko method provides better predictions than Berenson’s [90–

5] , especially for cryogens [96] . 

It is widely acknowledged that the characteristic length of the

eating surface, such as diameter or width, has an appreciable in-

uence on the heat transfer characteristics for very small surfaces.

herefore, a surface size threshold must be exceeded for the Nu

orrelations for an infinite horizontal flat surface to be valid. For

 heating surface with ‘minimum size’ D (diameter for a circular

urface or shortest side length for a rectangular surface), Klimenko

86] proposed using a threshold five times the critical Taylor wave-

ength to demarcate Nusselt number expressions for large (infinite)

ersus small surfaces, 

Nu 

′ 
Nu 

= 

{
1 

2 . 90 ( λc /D ) 
0 . 67 

D > 5 λc 

D ≤ 5 λc 
, (1) 

Accounting for heater size effects represents a key advantage

f the Klimenko method compared to Berenson’s. This is why the

odel presented in this paper will rely on film boiling heat trans-

er coefficient predictions based on the former. 

However, it must be noted that neither Klimenko’s or Beren-

on’s methods account for the spatial and temporal variations

f wall temperature or vapor film thickness. Therefore, neither

ethod can predict local, transient heat transfer characteristics

uring film boiling. 

. Pool boiling MHF-point model development 

For saturated pool film boiling ( i.e., at wall temperatures ex-

eeding the MHF-point temperature) on a horizontal surface, the

apor-liquid interface exhibits a well-defined instability pattern,

ombined with a vapor release mechanism. Analysis of the vapor

lm dynamics in film boiling is an intuitive approach to explain-

ng the MHF point as a limiting condition for film boiling. In the

resent paper, a mechanistic model is developed to describe this

imit. 

.1. Model assumptions 

For horizontal pool film boiling, the liquid phase overlays the

apor phase in a gravitational field. In view of the complexity of
he MHF-point mechanism, the model is based on several simpli-

ying assumptions: 

1) Both the liquid and vapor phases are incompressible. 

2) The surface is flat, horizontal, and infinite. 

3) Liquid temperature is equal to saturation temperature corre-

sponding to the system’s operating pressure. 

4) The heating surface possesses a sufficiently high thermal mass

that its temperature remains constant for a given heat flux. 

5) Phase change occurs only along the liquid-vapor interface. 

6) Radiation effects are negligible. 

7) Thickness of the vapor film is larger than any surface roughness

features. 

Assumption (6) is justified by the fact that most surfaces em-

loyed in MHF experiments are polished and therefore possess

ery low emissivity. Additionally, calculations by the present au-

hors show that the radiation heat flux is less than 3% of the mea-

ured MHF. And, regarding assumption (7), it should be noted that,

lthough vapor film thickness decreases as wall temperature is de-

reased from film boiling to the MHF point, the roughness fea-

ures for flat surfaces for which the present model is intended are

ypically much smaller than the vapor layer thickness. However,

his may not be true for enhanced surfaces having surface ele-

ents traversing the entire vapor layer. The MHF mechanism for

uch enhanced surfaces is beyond the scope of the present baseline

odel. 

.2. Unit cell of vapor film 

Depicted in Fig. 3 is a schematic of the liquid-vapor interface for

table film boiling on an infinite horizontal surface. When the wall

emperature is higher than that corresponding to the MHF-point, a

hin continuous vapor film forms between the bulk saturated liq-

id and the heating surface, which prevents direct liquid contact

ith the surface. Phase change occurs at the liquid-vapor interface

ue to heat conduction from the heating surface across the vapor

lm. Gravity induces instability along the interface, creating a wavy

apor film with valleys and peaks, and causing the vapor accumu-

ated beneath the liquid to flow from the valleys to the peaks. Ap-

reciable vapor formation within the film boiling regime triggers

apor release from the vapor peaks. 
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Fig. 3. Schematic of the liquid-vapor interface during stable pool film boiling on a flat infinite horizontal heating surface. 
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Overall, the vapor generated in the vapor film valley is absorbed

entirely by two adjacent peaks, which points to the formation of a

series of repeated unit cells. This implied vapor formation along

the entire surface may be modeled by focusing on a single repre-

sentative unit cell. 

Previous experiments [21] verified that film boiling from a hor-

izontal surface follows the Taylor instability, which is induced by

gravity along the interface between two low velocity fluids in

which high density liquid resides above low density vapor. Absence

of inertia effects on the interfacial instability in the same experi-

ments points to very low vapor velocities, especially at the MHF

point. 

Within a single unit cell, the distance between adjacent vapor

peaks is assumed to equal the critical Taylor wavelength, 

λc = 2 π

√ 

σ

g 
(
ρ f − ρg 

) , (2)
hich is dominated by a balance between buoyancy and surface

ension. Disturbances with wavelengths greater than the critical

alue will amplify and eventually lead to unstable vapor rupture. 

In the subsequent sections, a force balance will be applied to

he unit cell in a direction normal to the heating surface, including

ffects of pressure difference, surface tension, and normal vapor

omentum flux. 

.2.1. Pressure difference 

According to classical instability theory [105] , an idealized

apor-liquid interface is shown in Fig. 4 as a simple harmonic wave

ith interfacial displacement given by 

( z, t ) = η0 exp [ ik ( z − ct ) ] , (3)

here η0 is the wave amplitude, which is assumed to be equal

o the mean vapor layer thickness δ, and k and c are, respectively,

he wave number ( k = 2 π / λ) and wave speed. The wave speed

as both real and imaginary components ( i.e., c = c r + i c ), with
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Fig. 4. (a) Plots of pressure difference across the interface and interfacial displacement. (b) Force balance for the half wavelength trough region of the unit cell. 
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he former representing the actual interface speed while the latter

roviding a criterion for interfacial stability. 

Assuming the system is inviscid, irrotational and incompress-

ble, instability analysis indicates pressure difference perpendicular

o the interface can be expressed as 

 f − P g = σ

⎧ ⎨ 

⎩ 

[ 

1 + 

(
∂η

∂z 

)2 
] 3 / 2 

/ 
∂ 2 η

∂ z 2 

⎫ ⎬ 

⎭ 

−1 

≈ σ
∂ 2 η

∂ z 2 
= −σ k 2 η . (4) 

With only a real component of wave speed, c r , the interface

volves periodically and is therefore stable. On the other hand,

ith a finite imaginary component, c , an interfacial disturbance
i 
ould grow exponentially with time. At the onset of instability

corresponding to c i = 0), the interfacial curvature can be ex-

ressed as a simple sinusoid, 

( z, t ) = δ cos [ k c ( z − c r t ) ] . (5) 

Substituting Eq. (5) into Eq. (4) and integrating the pressure dif-

erence over the trough region with half wavelength yield the fol-

owing expression for pressure force across the interface: 

 P = 

∫ 3 π/ 2 k c 

π/ 2 k c 

−σ k 2 c δW cos [ k c ( z − c r t ) ] d ( z − c r t ) = 2 σ k c δW, (6) 

here W is the width of the heating wall perpendicular to the

age depicted in Fig. 3 . 
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Fig. 5. Schematic representation of initiation of the MHF condition. 
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3.2.2. Surface tension force 

Surface tension plays a vital role in terms of providing inter-

facial stability. As shown in Fig. 4 , the net surface tension force

acting on the half wavelength trough region of the unit cell in the

direction normal to the heating surface is given by 

F σ = 2 σW sin ( π/ 4 ) . (7)

3.2.3. Gravitational force 

For pool film boiling on a flat horizontal surface, the denser liq-

uid is suspended above much lower density vapor, which is why

buoyancy is both destabilizing to the interface and aids in promot-

ing interfacial contact with the heating surface. The gravitational

force is determined as follows, 

F G = 

∫ 3 π/ 2 k c 

π/ 2 k c 

−
(
ρ f − ρg 

)
gW δ cos [ k c ( z − c r t ) ] d ( z − c r t ) 

= 

2 gW δ

k c 

(
ρ f − ρg 

)
. (8)

3.2.4. Stagnation pressure force 

In the present model development, it is assumed film boiling

is terminated and the MHF condition initiated once liquid begins

contacting the heating wall. This causes sudden vapor formation

normal to the wall. An energy balance is applied to the half wave-

length trough region, in which the wall heat flux q ” converts the

liquid to saturated vapor. 

ρg h f g U g,n SW = 0 . 5 λc q 
′′ W, (9)

where S = 0.5 λc for simplicity, and U g,n is vapor velocity normal to

the interface. 

At the heating surface, the vapor velocity goes to zero and

therefore creates additional stagnation pressure, F S , along the un-

derside of the interface, which can be expressed as 0 . 5 ρg U 

2 
g,n ac-

cording to Bernoulli’s equation. Summation of stagnant pressure

along the vapor trough yields 

F S = 

1 

4 

ρg 

(
q ′′ 

ρg h f g 

)2 

λc W, (10)

3.3. Physical mechanism for MHF point 

As shown in Fig. 5 , in the stable film boiling regime, a contin-

uous vapor film insulates the heating surface. With a decrease in

wall heat flux towards the MHF point, liquid approaches the heat-

ing surface but without wetting. A further decrease in heat flux

triggers the MHF condition as the downward forces pushing the

interface towards the wall overcome the upward forces lifting the
nterface away from the wall. This causes the wavy liquid-vapor

nterface to contact and wet the heating surface; vigorous bubble

ucleation and vapor production ensue, signaling onset of the tran-

ition boiling regime. 

By focusing on the half wavelength trough region of the inter-

ace, it is obvious that the dominant interfacial stabilizing terms

re those associated with surface tension and stagnation pressure

n the underside of the interface, and the destabilizing terms are

hose of gravity and pressure difference across the curved inter-

ace. The interface will maintain separation from the heating wall

 i.e., film boiling) so long as the stabilizing forces exceed the desta-

ilizing ones. The MHF condition is reached when the two sets of

erms are in equilibrium, 

1 

4 

ρg 

(
q ′′ min 

ρg h fg 

)2 

λc W + 2 σW sin 

π

4 

= 2 σ k c δW + 

2 gW δ

k c 

(
ρ f − ρg 

)
. 

(11)

Rearranging terms in Eq. (11) provides the final expression for

HF, 

 

′′ 
min = 2 ρg h f g 

[ 

4 π
σδ

ρg λ2 
c 

+ 

g λc δ
(
ρ f − ρg 

)
−

√ 

2 πσ

πρg λc 

] 1 / 2 

. (12)

.4. Determination of MHF-point wall temperature 

Since the vapor film thickness δ in Eq. (12) exhibits appreciable

emporal and spatial variation along the heating surface, it is quite

ifficult to assign a specific value for use in the MHF model. An

lternative method is adopted to resolve this issue. It is obvious

hat the heat flux corresponding to the MHF point is much smaller

han that for fully developed film boiling. Assuming the value of

eat flux in Eq. (12) is comparatively very small, the vapor film

hickness approaches a clearly defined limit, 

δ| q ′′ → 0 → 

√ 

2 σ

4 πσ
λc 

+ 

g λc ( ρ f −ρg ) 
π

. (13)

It is assumed that, at the MHF point, there is an increase in the

apor film thickness that is proportional to the above limit, 

δ = χ δ| q ′′ → 0 . (14)

That is, the vapor film thickness at the MHF point is given by 

δ| q ′′ = ( 1 + χ) δ| q ′′ → 0 . (15)

min 
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Fig. 6. Correlation of K values to density ratio for different fluids. 
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Substituting Eq. (13) into Eq. (15) yields the following expres-

ion for the minimum heat flux: 

 

′′ 
min = 2 ρg h f g 

(
χ

√ 

2 σ

ρg λc 

)1 / 2 

. (16) 

Introducing the expression in Eq. (2) for the critical Taylor

avelength, Eq. (16) becomes 

 

′′ 
min = 

2 × 2 

1 / 4 

( 2 π) 
1 / 2 

χ1 / 2 ρg h f g 

[ 

σ g 
(
ρ f − ρg 

)
ρ2 

g 

] 1 / 4 

. (17) 

To account for the pressure effect on the MHF condition, it is

ssumed that χ is related to the density ratio of liquid and vapor,

.e., 

∼
(

ρ f 

ρg 

)m 2 

. (18) 

Then, the minimum heat flux in Eq. (17) can be expressed as 

 

′′ 
min = m 1 

(
ρ f 

ρg 

)m 2 / 2 

ρg h f g 

[ 

σ g 
(
ρ f − ρg 

)
ρ2 

g 

] 1 / 4 

, (19) 

here m 1 and m 2 are constants. 

Eq. (19) can finally be rearranged to yield the following non-

imensional form for the minimum heat flux, 

 = 

q ′′ min 

ρg h f g 

[ 
σ g ( ρ f −ρg ) 

ρ2 
g 

] 1 / 4 = m 1 

(
ρ f 

ρg 

)m 2 / 2 

. (20) 

As shown in Fig. 6 , using available experimental data for a large

umber of fluids, the value of K in Eq. (20) can be correlated di-

ectly to density ratio, resulting in the following final expression
or minimum heat flux: 

 

′′ 
min = 0 . 01947 

(
ρ f 

ρg 

)−0 . 2029 

ρg h f g 

[ 

σ g 
(
ρ f − ρg 

)
ρ2 

g 

] 1 / 4 

. (21)

The above model derivation yields an expression for minimum

eat flux rather than wall temperature. However, as shown in

ig. 2 , the measured minimum heat flux values available from dif-

erent sources (and even the same source) under identical condi-

ions exhibit very large scatter. On the other hand, wall tempera-

ure corresponding to the MHF point shows far better consistency

etween different sources. Therefore, by setting 

 

′′ 
min = h ( T min − T sat ) = 

k g 

λc 
Nu g ( T min − T sat ) (22) 

nd using the Nusselt number relations by Klimenko [86] (see

able 3 ), a final expression for MHF-point wall temperature is

chieved, 

 min = T sat + 0 . 1223 

(
ρ f 

ρg 

)−0 . 2029 
ρg h f g 

N u g k g 

[ 

σ 3 

gρ2 
g 

(
ρ f − ρg 

)
] 1 / 4 

. (23)

Lastly, it is important to note that all the above relations are

pplied to a continuous vapor film, i.e. , approaching the MHF-point

ondition from the film boiling regime rather than from transition

oiling. 

. Results and discussion 

.1. Comparison of model predictions with experimental data 

Two primary goals of this section are to (1) assess the predic-

ive accuracy of the present model against experimental data for

inimum wall temperature, and (2) compare the predictive ca-

ability of the model against those of prior models. Both goals
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Fig. 7. Comparison of MHF-point wall temperature predicted by the present model with experimental data. 
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are achieved by comparing predictions to a consolidated minimum

wall temperature database. When conducting these comparisons,

thermos-physical properties for different working fluids are ob-

tained using NIST’s REFPROP 8.0 software [106] , excepting those

for FC-72, FC-87 and PF-5060, which are obtained from 3M Com-

pany. 

For the MHF-point conditions, the previous study found very

little differences between vapor properties estimated at saturation

temperature and those evaluated at the average of saturation and

wall temperatures [82] . Therefore, for simplicity, all vapor and liq-

uid properties are evaluated at saturation temperature correspond-

ing to measured system pressure. 

In the present study, a total of 233 data points of saturated pool

boiling MHF-point wall temperature for a horizontal upward-facing

flat surface are amassed from 27 sources. The data are obtained ei-

ther directly from the original sources or extracted by digitalizing

data plots using commercial software. It should be mentioned that

the data used here are carefully selected based on availability of

all parameters needed to execute the calculations. Therefore, some

data provided by sources in Table 1 are not used in the compari-

son. Examples of excluded data include those of superfluid helium

II [33] , which display peculiar trends ( e.g. , strong depth effects and

appreciable noise in film boiling), and liquid metal potassium [23] ,

for which vapor density values are lacking. 

The overall accuracy of predictions is assessed using mean ab-

solute error (MAE), which is defined as 

MAE = 

1 

n 

∑ 

∣∣T min , exp − T min , pred 

∣∣
T min , pred 

× 100% , (23)

where n is the total number of data points. 

Fig. 7 compares predicted and measured MHF-point wall tem-

peratures for different liquids and pressures. It shows fairly good

predictive accuracy, evidenced by a MAE of 9.35%. Considering data

for only normal fluids ( i.e., neglecting all cryogen data), the MAE

decreases to 6.36%. This provides strong validation support for the

model’s mechanistic approach over the entire range of liquid types

and pressures. Deviations between the predictions and data may

be attributed to a couple of factors: (1) influence of solid wall ther-

mal properties, which are not accounted for in the model, and (2)
nfluence of 3D interfacial wave effects, which are simplified in the

resent model using 2D wave analysis. 

However, although not obvious from Fig. 7 , the calculated re-

ults show poorer agreement (MAE = 43.10%) with the liquid he-

ium data (LHe). Such disagreement is somewhat expected because

oth saturation temperature and measured wall temperature for

iquid helium are extremely low, so is the measured difference be-

ween wall and saturation temperatures. For example, for a differ-

nce between measured and calculated MHF-point wall tempera-

ures of only 1 K, the MAE for LHe is more than 15%, compared to

0.2% for water. In other words, experimental error in liquid he-

ium experiments is often unusually high. Furthermore, wall tem-

erature for the same fluid is higher than the critical point tem-

erature for most cases, and vapor very close to the surface may

xhibit unusual property variations. However, because of much

igher saturation temperature for liquid nitrogen (LN 2 ), predictions

or this cryogen (MAE = 4.98%) are quite satisfactory. 

.2. Assessment of previous models 

In this section, predictive accuracies of 4 previous models in-

ended for the horizontal, upward-facing flat surfaces are also as-

essed. Thermophysical properties of the metallic solid wall used

n the calculations are provided in Table 4 . Fig. 8 compares the

AEs of the 4 models using the same database as in Section 4.1 .

owever, fewer data points are used in specific comparisons. For

xample, some data sources do not include solid wall alloy, ther-

ophysical properties for which are needed when using Henry’s

odel [57] . Additionally, some of the data [107-110] are extracted

rom another source [52] without specifying solid wall material. 

Table 5 lists detailed MAEs of the 4 models alongside those of

he present model. Overall, best predictions are achieved with the

hermodynamic model by Spiegler et al . [64] (MAE = 8.94%), fol-

owed in order by the present model (MAE = 9.35%), Lienhard’s

hermodynamic model [65] (MAE = 13.24%), Berenson’s hydrody-

amic model [56] (MAE = 77.20%), and Henry’s [57] hydrodynamic

odel (MAE = 86.67%). Interestingly, despite being widely used

nd recommended, Berenson’s and Henry’s hydrodynamic mod-
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Table 4 

Representative thermophysical properties of solid metal walls [111] . 

Wall material Density (kg ·m 

−3 ) Thermal conductivity (W ·m 

−1 ·K −1 ); specific heat (J ·kg −1 ·K −1 ) 

300 K 100 K 200 K 300 K 400 K 600 K 

Aluminum 2702 302; 482 237; 798 237; 903 240; 949 231; 1033 

Copper 8933 482; 252 413; 356 401; 385 393; 397 379; 417 

Gold 19300 327; 109 323; 124 317; 129 311; 131 298; 135 

Inconel 8510 10.3; 372 13.5; 473 11.7; 439 20.5; 546 24.0; 626 

Nickel 8900 164; 232 107; 383 90.7; 444 80.2; 485 65.6; 592 

Stainless steel 7900 9.2; 272 12.6; 402 14.9; 477 16.6; 515 19.8; 557 

Fig. 8. Comparison of MHF-point wall temperature data with predictions of previous models by: (a) Berenson [56] , (b) Siegler et al. [64] , (c) Henry [57] , and (d) Lienhard 

[65] . 

e  

g

 

t  

p  

c  

s  

l  

t  

c  

O  

i  
ls show inferior predictions. Furthermore, all the models show

reater discrepancies for cryogens than normal fluids. 

Overall the thermodynamic models [ 64 , 65 ] are able to predict

he MHF-point wall temperature quite well. However, they do not

rovide physical insight into the underlying mechanisms. They also

annot capture the dependence of MHF-point wall temperature on
ystem pressure, showing good results only for pressures well be-

ow critical [64] . As can also be seen in Table 2 , the MHF-point wall

emperature in these two formulae is only related to the liquid’s

ritical temperature, and physical properties are not accounted for.

n the other hand, both Berenson’s and Henry’s models (the latter

s similar to the former excepting for its ability to account for wall
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Table 5 

Mean absolute errors of previous models in predicting pool boiling MHF-point wall temperature. 

Models Overall MAE Overall MAE (excluding LHe) MAE for normal fluids MAE for cryogens MAE for LHe MAE for LN 2 

Present model 9.35% ( n = 233) 7.07% ( n = 214) 6.36% ( n = 151) 13.82% ( n = 82) 43.10% ( n = 19) 4.98% ( n = 63) 

Thermodynamic models 

Spiegler et al. [64] (1963) 8.94% ( n = 233) 7.67% ( n = 214) 8.08% ( n = 151) 10.52% ( n = 82) 23.20% ( n = 19) 6.70% ( n = 63) 

Lienhard [65] (1976) 13.24% ( n = 233) 13.20% ( n = 214) 12.67% ( n = 151) 14.28% ( n = 82) 13.68% ( n = 19) 14.46% ( n = 63) 

Hydrodynamic models 

Berenson [56] (1961) 77.20% ( n = 233) 22.08% ( n = 214) 14.28% ( n = 151) 193.07% ( n = 82) 698.03% ( n = 19) 40.79% ( n = 63) 

Henry [57] (1974) 86.67% ( n = 223) 28.35% ( n = 204) 20.24% ( n = 144) 207.77% ( n = 79) 712.92% ( n = 19) 47.81% ( n = 60) 
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liquid metals and cryogenic fluids. 
properties) show very high error for high pressures, a weakness

also identified in previous studies [ 32 , 37 ]. And, despite having an

MAE slightly inferior to that of Siegler et al. [ 64 ] , the present model

is both hydrodynamic and mechanistically based, and provides far

better accuracy than the other two other hydrodynamic models. 

For cryogenic fluids (liquid helium and liquid nitrogen), predic-

tive accuracy for all models is inferior to that for normal fluids.

This is especially the case for liquid helium when using Beren-

son’s and Henry’s hydrodynamic models, a weakness pointed out

in other studies as well [ 28 , 50 ]. 

Finally, it is important to emphasize that poor predictive capa-

bility of models is not an exclusive measure of accuracy, given the

specificity of models to certain working fluids, heater sizes, and

operating conditions. 

4.3. Discussions on model applicability 

The model developed in the current study constitutes a mech-

anistic approach to predicting the MHF-point wall temperature for

horizontal pool boiling from an infinite flat heating surface, pro-

viding the added benefit of pinpointing a trigger event for MHF.

However, future improvements may be needed to address the fol-

lowing issues for which the present model is not intended: 

1 Low-temperature cryogenic fluids: In general, cryogenic fluids

feature a very low boiling point, large compressibility, small

density difference between the liquid and vapor phases, and

small latent heat of vaporization when compared to normal flu-

ids [112] . These unique properties (especially for liquid helium)

greatly increase uncertainties in heat transfer measurements for

cryogenic fluids, including the inability to accurately account

for heat loss. 

2 Liquid metals: Contrarily, liquid metals feature both very high

boiling point and high thermal conductivity (the latter is gen-

erally more than an order higher than those for normal fluids)

and high liquid density. With conductivity values comparable to

those of the heating wall, the predicted MHF-point wall tem-

perature must be modified to account for effects of the prod-

uct k ρc p of both the wall and liquid metal. Another unique at-

tribute of liquid metals is the large density ratio between the

liquid and vapor phases, which renders the Taylor instability

easier to occur. Liquid metals, particularly alkali metals, also

wet practically all solid surfaces extremely well [113] , a phe-

nomenon that plays a potentially important role in promoting

liquid-solid contact in film boiling and therefore vapor film col-

lapse, leading to higher MHF-point wall temperatures. 

3 Surface topography : It is noteworthy that no information on sur-

face roughness is considered in the present method. In other

words, the model is intended for practical surfaces with rough-

ness features much smaller than the vapor film thickness (~100

μm in stable film boiling for most liquids). Under such con-

ditions, the liquid-vapor interface will remain separated from

the heating surface, precluding premature collapse of film boil-

ing. As shown in Table 1 , several past studies have investigated

the effects of surface topography on the MHF-point using a
variety of surface modification techniques ( e.g. , anodized [ 35 ,

44 ], particle-coated [ 36 , 46 , 50 ], grooved [27] , oxidized [ 20 , 43 ],

nanotube-coated [ 47 , 48 ]). Such artificial micro/nano structures

will alter the surface roughness height, porosity and wettabil-

ity considerably, which, in turn, exert a profound influence on

the MHF-point; such data are therefore excluded for compari-

son with predictions of the present model. 

4 Subcooling: The present model is intended only for saturated

conditions and therefore does not account for condensation

along the interface. Subcooling influences MHF by virtue of for-

mation of a liquid boundary layer above the interface. Both con-

duction and convection effects associated with liquid motion

within this layer are expected to complicate vapor film collapse

at MHF. 

5 Surface size: The present model is intended for infinite horizon-

tal surfaces. As discussed earlier, the infinite size assumption

is valid for surfaces with length scale several multiples of the

critical Taylor wavelength. Although the size effect is accounted

for in Klimenko’s correlation [78] to relate wall temperature to

heat flux, the present MHF model is developed for surface sizes

much larger than the critical wavelength. Some studies have

proposed a critical surface size of 2 
√ 

3 λc [38] or 3 
√ 

3 λc [41] be-

low which the heating surface size begins to affect the MHF

point. 

. Conclusions 

This paper presented a new mechanistic approach to predicting

all temperature corresponding to the minimum heat flux (MHF)

oint for saturated pool boiling from a horizontal flat surface. The

HF condition is shown to commence once the downward forces

ushing the liquid-vapor interface towards the surface overcome

he upward forces lifting the interface away from the surface. This

auses the wavy liquid-vapor interface to contact and wet the sur-

ace; vigorous bubble nucleation and vapor production ensue, sig-

aling onset of the transition boiling regime. To achieve closer, two

dditional parameters are incorporated into the model: (a) A di-

ensionless multiplier addressing pressure effects, which is de-

ived statistically form experimental data, and (b) a previous re-

ation for film boiling heat transfer coefficient, which is used to

etermine the wall temperature. Key conclusions from the study

re as follows: 

1) The new mechanistic approach shows very good accuracy in

predicting the MHF-point wall temperature for many liquids

and a broad range of pressures, evidenced by an overall MAE

of 9.35%. 

2) While previous thermodynamic models of MHF-point wall tem-

perature show fairly good agreement with experimental data,

they do not capture the trigger mechanism for MHF. The hydro-

dynamic models yield high errors for high-pressure conditions. 

3) Application of the new model is carefully addressed, which

points to future research needs to explore effects of liquid sub-

cooling, surface size and topography, and unique properties of
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