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a b s t r a c t 

This study explores experimentally and computationally fluid flow and heat transfer characteristics of 

FC-72 condensation along a cooling module containing multiple 1 mm × 1 mm square channels. The 

module is cooled along its underside by a counterflow of water. The computational portion of the study 

adopts the VOF method and Lee interfacial phase change model, and is executed using ANSYS FLUENT. 

Computed are dominant flow patterns as well as spatial variations of both bottom wall temperature and 

fluid temperature for FC-72 mass velocities ranging from 68 to 367 kg/m 

2 s. The computed flow patterns 

show good agreement with those captured experimentally using high-speed video. Captured correctly are 

dominant smooth-annular, wavy-annular, transition, slug, bubbly, and pure liquid flow patterns. And pre- 

dicted variations of wall temperature show good agreement between computational results, with average 

deviation ranging from 1.46% to 6.81%. The computational method is capable of predicting fluid temper- 

ature, which cannot be measured experimentally in a small channel. Detailed spatial variations of fluid 

temperature are provided both perpendicular to the bottom wall and along the channel. These variations 

show close correspondence with axial spans of the dominant flow patterns. 

© 2019 Elsevier Ltd. All rights reserved. 
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. Introduction 

.1. Significance of two-phase thermal management 

During the mid-1980s, rapid escalation of heat dissipation from

omputer electronics prompted system developers to transition

rom air-cooling schemes to those employing single-phase liquid

ooling. However, continued miniaturization of electronic com-

onents in devices continued to compound the heat dissipation

roblem. And in ensuing decades, this was no longer limited to

omputer electronics, but to many other applications, including

ybrid vehicle power electronics, avionics, lasers, and radar [ 1 –3 ].

nother important application is thermal control systems essential

o next generation space vehicles [ 4 –6 ]. Currently, heat dissipation

emands have already surpassed the capabilities of even the most

romising single-phase liquid cooling technologies, forcing system

esigners to seek alternative schemes that rely on two-phase cool-

ng in order to take full advantage of the coolant’s both sensible

nd latent heat (rather than sensible heat alone for single-phase

iquid cooling technologies). 
∗ Corresponding author. 
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In two-phase systems, heat is first extracted from heat-

issipating devices by boiling and rejected to the ambient by con-

ensation. Given the stringent volume and weight limitations in

ost high-heat-flux applications, both the boiling and condensa-

ion must be tackled using highly compact architectures. In regards

o condensation, the heat in more conventional configurations is

ejected directly to ambient air. However, owing to both compact

ackaging and intense heat removal considerations, several mod-

rn applications rely on use of two cooling loops to remove the

eat. Here, the heat is first transferred to a liquid-cooled heat ex-

hanger in the system’s primary cooling, and then carried away to

 remote heat exchanger via a secondary cooling loop, from which

t is ultimately released to ambient fluid (air, cooling water, seawa-

er, etc. ). 

Clearly, overall performance of a high-heat-flux cooling sys-

em relies on simultaneous enhancement of both boiling and

ondensation. While several boiling configurations are possible,

ncluding pool [7] , channel flow [8] , mini/micro-channel [ 9 , 10 ],

et-impingement [11] , and spray [ 12 , 13 ], recent studies at the

urdue University Boiling and Two-Phase Flow Laboratory (PU-

TPFL) point to the latter three, and combinations thereof [ 14 , 15 ],

s most effective candidates for high-heat-flux applications [3] . 

https://doi.org/10.1016/j.ijheatmasstransfer.2019.119158
http://www.ScienceDirect.com
http://www.elsevier.com/locate/hmt
http://crossmark.crossref.org/dialog/?doi=10.1016/j.ijheatmasstransfer.2019.119158&domain=pdf
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Nomenclature 

a coefficient defined in production of ω 

Bo Bond number 

c p specific heat at constant pressure 

�c grid size 

D h hydraulic diameter 

E energy per unit mass 

F σ surface tension force 

f damping factor 

G mass velocity of FC-72 

G w 

mass velocity of water 

H height of flow channel’s cross-section 

h fg latent heat of vaporization 

I turbulent intensity 

k turbulence kinetic energy 

L channel length 

˙ m total mass flow rate for cooling module 

N number of channels in cooling module 

n normal vector coordinate 

P pressure 

Q energy source term 

q ′′ 
base 

cooling module’s base heat flux 

q ′′ w 

channel wall heat flux 

Re Reynolds number 

S strain rate 

S ω parameter defined in Eq. (20) 

T temperature 

T f fluid temperature 

T in temperature at channel inlet 

T sat saturation temperature 

T w 

channel’s bottom wall temperature 

t time 

�t time step 

u velocity 

u ′ root-mean-square of turbulent velocity 

ū mean velocity 

u τ friction velocity 

W width of flow channel’s cross-section 

W s width of copper walls separating channels 

x vapor quality; coordinate along channel width 

y distance perpendicular to bottom wall 

y + dimensionless distance perpendicular to bottom 

wall 

z stream-wise coordinate 

Greek symbols 

α volume fraction; void fraction 

β parameter in Eq. (20) 

β∗ parameter in Eq. (18) 

γ mass transfer intensity factor 

θ contact angle 

κ interfacial curvature 

λ thermal conductivity 

μ dynamic viscosity 

ν kinematic viscosity 

ρ density 

σ surface tension; turbulent Prandtl number 

τ tangential vector coordinate 

ω specific dissipation rate 

Subscripts 

b bottom thermocouple plane 

c copper 
b  
f liquid 

g vapor 

in flow channel inlet 

i, j x, y coordinate indicators 

s solid (copper) 

sat saturation 

t top thermocouple plane; turbulent 

w channel bottom wall 

water water 

ω specific dissipation rate 

Use of mini/micro-channel devices to augment both flow boil-

ng and flow condensation has received considerable attention in

ecent years. These devices provide several performance benefits,

ncluding high heat transfer coefficients, high heat flux to volume

atio, and greatly reduced coolant inventory. The most common of

ini/micro-channel devices are those employing multiple, parallel

hannels sharing inlet and outlet plenums. High performance with

hese devices is borne mostly out of reduced channel hydraulic

iameter. While the advantage of reducing hydraulic diameter is

eadily apparent with single-phase flow, where heat transfer co-

fficient is inversely proportional to hydraulic diameter [16] , sim-

lar advantages are also realized with two-phase flow. And, like

ow boiling, use of mini/micro-channel condensation devices has

eceived increased attention since the 1990s [ 17 , 18 ]. 

It must be emphasized that condensation in mini/micro-

hannels is fundamentally different from that in macro-channels.

or, while gravity can play a dominant role in macro-channels,

ondensation in mini/micro-channels is influenced far more by sur-

ace tension and axial shear. Those differences mean models and

orrelations derived for macro-channels might not be equally valid

or mini/micro-channels. This explains the recent increase in num-

er of experimental studies dedicated entirely to understanding

ominant fluid flow and heat transfer mechanisms for mini/micro-

hannel condensation. The ultimate objective here is to provide a

asis for developing a variety of predictive tools, including empiri-

al, theoretical and computational. 

.2. Experimental investigations and empirical correlations for flow 

ondensation in mini/micro-channels 

Table 1 provides relevant information concerning recent exper-

mental studies on condensation of pure substances in mini/micro

hannels. Included are details concerning fluid used, channel con-

guration and shape, hydraulic diameter, D h , and length, L , as well

s mass velocity of condensing fluid, G (or mass flow rate ˙ m ), inlet

emperature, T in , inlet pressure, P in , saturation temperature based

n inlet pressure, T sat , wall heat flux, q”w 

, wall temperature, T w 

,

ange of quality, x , and mass velocity of cooling water, G water (or

ass flow rate ˙ m water ). It should be noted that the present study

s focused entirely on condensation in mini/micro-channels. 

Table 1 shows prior studies have focused on different as-

ects of flow condensation, including capture of dominant

wo-phase flow patterns [ 19 –40 ] and measurement of heat

ransfer coefficient [ 18 , 22 , 26 , 27 , 29 , 30 , 33 , 35 , 38 , 39 , 41 –68 ] and pres-

ure drop [ 17 , 18 , 22 , 26 , 27 , 31 , 37 , 41 , 42 , 44 –46 , 48 , 50 , 51 , 54 , 55 , 57 , 59-

1 , 63 , 64 , 66 –71 ]. Some of the listed studies also include empiri-

al correlations for flow pattern transitions [ 3 , 21 , 22 , 34 , 37 , 72 ], heat

ransfer coefficient [ 18 , 26 , 28 , 30 , 33 , 48 , 53 , 54 , 61 , 63 , 65 , 67 ], and pres-

ure drop [ 17 , 18 , 31 , 48 , 63 , 69 ]. 

It must be acknowledged experimental correlations have his-

orically played a vital role in design of condensation hardware.

owever, given their severe limitations in terms of fluid used and

oth geometrical and operating parameters, there is obvious reluc-
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Table 1 

Studies involving experimental investigation and development of empirical correlations for flow condensation in mini/micro-channels. 

Author(s) Fluid(s) Test section a D h (mm) L (mm) Operating conditions Comments 

Yang and Webb 

[17] (1996) 

R12 H, MP, R 1.564-2.637 - G = 400-1400 kg/m 

2 s 

T sat = 25-50 °C 
q’’ w = 4-12 kW/m 

2 

x = 0.12-0.97 

Effects of micro-fins on two-phase pressure 

drop; pressure drop correlation 

Yan and Lin [18] 

(1999) 

R134a H, SP, C 2.00 84 G = 100-200 kg/m 

2 s 

T sat = 25-50 °C 
q’’ w = 10-20 kW/m 

2 

Parametric effects on heat transfer and pressure 

drop; correlations for heat transfer and 

friction factor 

Webb and Ermis 

[41] (2001) 

R134a H, MP, R 0.44-1.56 - G = 300-1000 kg/m 

2 s 

T sat = 65 °C 
q’’ w = 8 kW/m 

2 

x = 0.15-0.9 

Effects of hydraulic diameter on heat transfer 

coefficient and pressure gradient 

Wang et al. [72] 

(2002) 

HFC-134a H, MP, R 1.46 610 G = 75-750 kg/m 

2 s 

T sat = 61.5-66 °C 
x = 0.03-0.94 

Pattern-specific heat transfer correlations; 

combined correlation accounting for effects of 

flow pattern transition 

Koyama et al. [42] 

(2003) 

R134a H, MP, R, 0.80, 1.11 865 G = 100-700 kg/m 

2 s 

T sat = 60.46 °C 
q’’ w = 30 kW/m 

2 

Heat transfer coefficient; pressure drop 

Kim et al. [43] 

(2003) 

R22, 

R410a 

H, MP, R, 1.41 455 G = 200-600 kg/m 

2 s 

T sat = 45 °C 
q’’ w = 5-15 kW/m 

2 

x = 0.1-0.9 

Heat transfer coefficient 

Shin and Kim [44] 

(2004) 

R134a H, SP, C 0.691 171 G = 100-600 kg/m 

2 s 

T sat = 40 °C 
q’’ w = 5-20 kW/m 

2 

x = 0.15-0.85 

Local heat transfer coefficient; pressure drop 

Huai and Koyama 

[45] (2004) 

CO 2 H, MP, C 1.31 500 G = 123-315 kg/m 

2 s 

T sat = 21.63-31.33 °C 
P in = 6.48-7.3 ×10 6 Pa 

q’’ w = 1.10-8.12 kW/m 

2 

x = 0-1 

Local heat transfer coefficient; pressure drop 

Cavallini et al . [46] 

(2005) 

R134a, 

R410a 

H, MP, R, 0.0828 30 G = 150-750 kg/m 

2 s Heat transfer coefficient; pressure drop 

Shin and Kim [47] 

(2005) 

R134a H, SP, C/R 0.493-1.067 211 G = 100-600 kg/m 

2 s 

T sat = 40 °C 
q’’ w = 5-20 kW/m 

2 

Effects of heat flux, mass velocity, quality, 

hydraulic diameter, and channel geometry on 

heat transfer coefficient 

Wu and Cheng 

[19] (2005) 

water H, MP, T 0.0828 30 G = 475-193 kg/m 

2 s 

P in = 4.15-1.25 ×10 5 Pa 

T w = 8 °C 

Flow patterns (fully droplet, 

droplet/annular/injection/slug-bubbly, 

annular/injection/slug-bubbly, fully 

slug-bubbly) 

Louahlia-Gualous 

and Mecheri [20] 

(2007) 

water H, SP, C 0.78 690 G = 330-1360 kg/m 

2 s 

T sat = 96.7-99.1 °C 
P in = 7.36 ×10 4 Pa 

T w = 14 °C 

Flow patterns (annular, slug bubbly, spherical 

bubbly, wavy); local condensate film 

thickness; capillary pressure evolution 

Wu et al. [21] 

(2007) 

water H, MP, T 0.053-0.128 60 P in = 4.15-1.25 ×10 5 Pa 

T w = 8 °C 
Flow patterns (annular, injection, slug/bubbly); 

local wall temperature; correlation for 

location of injection flow to determine 

annular and slug/bubbly zones 

Hu et al. [22] 

(2007) 

water H, MP, T 0.073-0.237 280 G = 5-45 kg/m 

2 s 

q’’ w = 6-40 kW/m 

2 

Flow patterns (droplet, droplet/liquid slug, 

stratified flow with droplets, injection, 

slug-bubbly); heat transfer coefficient; 

pressure drop for slug-bubbly zone; 

correlations for transitions between flow 

patterns 

Quan et al. [23] 

(2008) 

water H, MP, T 0.09-0.136 600 G = 165-243 kg/m 

2 s 

T w = 45-75 °C 
Flow patterns (mist, annular, injection, 

plug/slug, bubbly); effects of mass velocity 

and cooling rate on location of transition from 

annular to plug/slug flow; occurrence 

frequency of injection flow 

Wu et al. [48] 

(2008) 

water H, MP, T 0.0775- 

0.128 

600 ˙ m water = 3.46 g/s 

T in = 22 °C 
P in = 2.8 ×10 5 Pa 

Effects of Reynolds number, condensation 

number and dimensionless hydraulic diameter 

on condensation Nusselt number ( Nu ) and 

two-phase frictional multiplier; correlations 

for heat transfer coefficient and pressure drop 

Zhang et al. [24] 

(2008) 

water H, SP, R 0.03-0.08 5 G = 140-818 kg/m 

2 s 

T in = 102.5-131.1 °C 
P in = 1.15-2.88 ×10 5 Pa 

Flow patterns (elongated bubble, elliptical 

bubble); effect of cooling rate on flow 

patterns; method for controlling size and 

generation frequency of micro-bubbles 

( continued on next page ) 
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Table 1 ( continued ) 

Author(s) Fluid(s) Test section a D h (mm) L (mm) Operating conditions Comments 

Zhang et al. [25] 

(2008) 

water H, MP, R 0.03-0.08 5 G = 109-228 kg/m 

2 s 

T in = 105.6-122.6 °C 
P in = 1.23-2.15 ×10 5 Pa 

Flow patterns (elongated bubble followed by 

detaching or detached miniature bubble, 

annular flow); method for generating 

miniature bubbles in micro-channels 

Dong and Yang 

[26] (2008) 

R141b H, MP, R 0.0667- 

0.117 

40 G = 50-500 kg/m 

2 s 

P in = 1.3-4 ×10 5 Pa 

T w = 4.85 °C 
q’’ w = 8.75-45.6 kW/m 

2 

Flow patterns (annular, slug, bubbly); heat 

transfer coefficient; pressure drop; 

flow-pattern-based heat transfer model 

Matkovic et al. [49] 

(2009) 

R32, 

R134a 

H, SP, C 0.96 230 G = 100-1200 kg/m 

2 s 

T sat = 40 °C 
P in = 1.01-2.47 ×10 6 Pa 

Local heat transfer coefficient 

Park and Hrnjak 

[50] (2009) 

CO 2 H, MP, C 0.89 500 G = 200-800 kg/m 

2 s 

T in = -15 to -25 °C 
q’’ w = 7-30.4 kW/m 

2 

Effects of operating conditions on heat transfer 

coefficient and pressure drop 

Chen et al. [27] 

(2009) 

- H, MP, TRI 0.10-0.25 56.7 T in = 42.1-58.6 °C Flow patterns (droplet, annular, injection, 

slug-bubbly); location and frequency of 

injection flow; wall temperature; total 

pressure drop; average condensation heat 

transfer coefficient and average Nusselt 

number 

Wu et al. [28] 

(2010) 

- H, MP, R 0.906 56.7 T in = 42.1-58.6 °C Flow patterns (droplet-annular, injection, 

slug-bubbly); location and frequency of 

injection flow; Nusselt number correlation 

Del Col et al. [51] 

(2010) 

R1234yf, 

R134a 

H, SP, C 0.96 230 G = 200-1000 kg/m 

2 s 

T sat = 40 °C 
T w = 22-29 °C 

Local heat transfer; pressure drop for adiabatic 

two-phase flow 

Oh and Son [52] 

(2011) 

R22, 

R134a, 

R410a 

H, SP, C 1.70 20 G = 450-1050 kg/m 

2 s 

T sat = 40 °C 
P in = 1.534-2.424 ×10 6 Pa 

T w = 18.9-32.520 °C 

Heat transfer coefficient 

Del Col et al. 

(2011) 

R134a H, SP, S 1.18 230 G = 200-800 kg/m 

2 s 

T sat = 40 °C 
P in = 1.017 ×10 6 Pa 

T w = 18.9-32.5 °C 

Effects of channel shape on heat transfer 

coefficient 

Ma et al. [29] 

(2011) 

water H, MP, T 0.134-0.164 500 G = 90-290 kg/m 

2 s 

T in = 147.8 °C 
T w = 20 °C 
˙ m water = 0.011 g/s 

Flow patterns (annular, droplet, injection, 

intermittent) and transition characteristics; 

flow pattern maps; correlations for flow 

pattern transitions; local heat transfer rate 

Park et al. [53] 

(2011) 

R134a, 

R236fa, 

R1234ze 

V, MP, R 1.45 260 G = 50-260 kg/m 

2 s 

T sat = 25-70 °C 
q’’ w = 1-62 kW/m 

2 

Local heat transfer coefficient; Nusselt number 

correlation 

Bohdal et al. [54] 

(2011) 

R134a, 

R404a 

H, MP, C 0.31-3.3 1000 G = 100-1300 kg/m 

2 s 

T sat = 20-40 °C 
q’’ w = 1-62 kW/m 

2 

Heat transfer coefficient; pressure drop; 

correlation for local heat transfer coefficient 

Kim and Mudawar 

[30] (2012) 

FC-72 H, MP, S 1.0 299 G = 68-186 kg/m 

2 s 

T sat = 57.2-62.3 °C 
P in = 1.040-1.324 ×10 5 Pa 

q’’ w = 4.3-32.1 kW/m 

2 

G water = 69-138 kg/m 

2 s 

x = 0-1.17 

Flow patterns (smooth-annular, wavy-annular, 

transition, slug, bubbly); heat transfer 

coefficient; correlation for heat transfer 

coefficient in annular pattern 

Zhang et al. [55] 

(2012) 

R22, 

R410a, 

R407c 

H, SP, C 1.088-1.289 200 G = 300-600 kg/m 

2 s 

T sat = 30-40 °C 
q’’ w = 5-40 kW/m 

2 

x = 0.1-0.9 

Effects of mass velocity and quality on heat 

transfer coefficient and pressure drop 

Kim et al. [31] 

(2012) 

FC-72 H, MP, S 1.0 299 G = 68-186 kg/m 

2 s 

T sat = 57.2-62.3 °C 
P in = 1.040-1.324 ×10 5 Pa 

q’’ w = 4.3-32.1 kW/m 

2 

G water = 69-138 kg/m 

2 s 

x = 0-1.17 

Flow patterns (smooth-annular, wavy-annular, 

transition, slug, bubbly); pressure drop; model 

for total pressure drop 

Derby et al. [56] 

(2012) 

R134a H, MP, 

S/TRI/SC 

1.0 100 G = 75-450 kg/m 

2 s 

T sat = 35-45 °C 
P in = 0.887-1.176 ×10 6 Pa 

q’’ w = 23.5-46 kW/m 

2 

Effects of mass velocity, average quality, and 

saturation pressure on heat transfer 

coefficient 

Heo et al. [57] 

(2013) 

CO 2 H, MP, R 1.50 450 G = 400-1000 kg/m 

2 s 

T sat = -5 to 5 °C 
Effects of operating conditions on heat transfer 

coefficient and pressure drop 

Goss Jr and Passos 

[58] (2013) 

R134a H, MP, R 0.77 105 G = 230-445 kg/m 

2 s 

P in = 7.3-9.7 ×10 5 Pa 

q’’ w = 17-53 kW/m 

2 

Effects of temperature, heat flux, mass velocity 

and quality on heat transfer coefficient 

( continued on next page ) 
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Table 1 ( continued ) 

Author(s) Fluid(s) Test section a D h (mm) L (mm) Operating conditions Comments 

Al-Hajri et al. [59] 

(2013) 

R134a, 

R245fa 

H, SP, R 0.70 170 G = 50-500 kg/m 

2 s 

T sat = 30-70 °C 
Average heat transfer coefficient; overall 

pressure drop 

Liu et al. [60] 

(2013) 

R152a H, SP, R/C 0.952, 1.152 336, 352 G = 200-800 kg/m 

2 s 

T sat = 40-50 °C 
x = 0.1-0.9 

Effects of mass velocity, quality and channel 

geometry on heat transfer and pressure drop 

El Achkar et al. 

[32] (2013) 

n- 

pentane 

H, MP, S 0.553 208 G = 3-15 kg/m 

2 s 

T sat = 28-36.06 °C 
P in = 1.013 ×10 5 Pa 

T w = 23 °C 

Flow patterns (annular, intermittent, spherical 

bubbles); time-averaged void fraction profile; 

time averaged quality profile; time-averaged 

liquid temperature profile; relationship 

between void fraction and vapor quality in 

spherical bubbles zone; bubbles detachment 

frequency; relationship between bubble 

detachment frequency and mass velocity 

Sakamatapan and 

Wongwises [69] 

(2014) 

R134a H, MP, R 1.1-1.2 170 G = 345-685 kg/m 

2 s 

T sat = 35-45 °C 
q’’ w = 18-25 kW/m 

2 

Pressure drop; correlation for two-phase friction 

factor 

Illan-Gomez et al. 

[61] (2015) 

R1234yf, 

R134a 

H, MP, S 1.16 259 G = 350-940 kg/m 

2 s 

T sat = 30-55 °C 
T w = 25-50 °C 

Effects of saturation temperature, mass velocity, 

quality and fluid properties on pressure 

gradient and heat transfer coefficient; heat 

transfer model 

Goss Jr et al. [70] 

(2015) 

R134a H, MP, C 0.77 105 G = 230-445 kg/m 

2 s 

T sat = 28-38 °C 
P in = 7.3-9.7 ×10 5 Pa 

q’’ w = 17-53 kW/m 

2 

Effects of temperature, heat flux, and mass 

velocity on pressure drop 

Liu and Li [62] 

(2015) 

R32, 

R152a, 

R22 

H, SP, C/S 0.952-1.304 336-358 G = 200-800 kg/m 

2 s 

T sat = 30-50 °C 
T w = 20, 30 °C 
x = 0.1-0.9 

Effects of mass velocity, quality, saturation 

temperature, inlet temperature, channel 

diameter, channel geometry, and 

thermophysical properties on heat transfer 

coefficient 

Kaew-On et al. [33] 

(2016) 

R134a H, SP, C 1.16-3.51 400 G = 350-900 kg/m 

2 s 

P in = 8-12 ×10 5 Pa 

q’’ w = 10-50 kW/m 

2 

x = 0.1-0.9 

Flow patterns (transition, semi-annular, annular, 

annular mist); effects of mass velocity, heat 

flux, quality and channel shape on heat 

transfer; heat transfer correlation 

Jige et al. [63] 

(2016) 

R134a, 

R32, 

R1234ze(E), 

R410A 

H, MP, R 0.76-1.06 600 G = 100-500 kg/m 

2 s 

T sat = 40-60 °C 
q’’ w = 3-15 kW/m 

2 

Effects of mass velocity, quality, saturation 

temperature, thermophysical properties and 

hydraulic diameter on heat transfer coefficient 

and pressure drop; correlation for frictional 

pressure drop; model and correlation for 

condensation heat transfer 

Liu et al. [64] 

(2016) 

propane, 

R1234ze(E), 

R22 

H, SP, C/S 0.952-1.085 400-420 G = 200-800 kg/m 

2 s 

T sat = 40-50 °C 
x = 0.1-0.9 

Effects of mass velocity, quality, saturation 

temperature and channel geometry on heat 

transfer coefficient and pressure drop 

El Mghari and 

Louahlia-Gualous 

[35] (2016) 

- H, SP, R 0.306 50 G = 75-160 kg/m 

2 s Flow patterns (mist, annular, slug, 

injection/bubbly); local and average 

condensation heat transfer; effects of capillary 

number, boiling number, contact angle, heat 

flux, vapor pressure and hydraulic diameter 

on condensate film thickness 

Wang et al. [36] 

(2017) 

R134a, 

R1234ze(E) 

H, MP, R 0.301 50 G = 6-50 kg/m 

2 s 

T sat = 20-25 °C 
Flow patterns (annular, steady injection 

quasi-symmetric wave slug/bubbly); flow 

pattern transition modes (steady injection, 

wave-coalescence injection, liquid bridging); 

length and velocity for bubbles and slugs; 

flow pattern transition locations and 

frequencies 

Liang et al. [37] 

(2017) 

FC-72 H, MP, S 1.0 299 G = 31-61 kg/m 

2 s 

T sat = 57 °C 
P in = 1.01-1.03 ×10 5 Pa 

Flow patterns (liquid slug, elongated bubble); 

pressure drop; use of interfacial instability 

theory to describe transition from annular to 

slug flow; analytical expressions for bubble 

and slug lengths for most upstream unit cell; 

model for axial variations of bubble, slug and 

unit cell lengths 

Ding and Jia [38] 

(2017) 

R410a H, SP, R 0.67 100 G = 109-1042 kg/m 

2 s 

T sat = 36-41 °C 
q’’ w = 38.3-105 kW/m 

2 

x = 0-1 

Flow patterns (annular, wavy-annular, slug, 

bubbly); heat transfer coefficient 

Rahman et al. [65] 

(2018) 

R134a H, MP, R 0.64-0.81 852 G = 50-200 kg/m 

2 s 

T sat = 30-35 °C 
q’’ w = 8 kW/m 

2 

Effects of vapor quality, mass velocity, channel 

geometry, and saturation temperature on heat 

transfer coefficient; condensation heat 

transfer correlation 

( continued on next page ) 
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Table 1 ( continued ) 

Author(s) Fluid(s) Test section a D h (mm) L (mm) Operating conditions Comments 

Kin [66] (2018) R410a H, MP, R 0.78-0.95 50 G = 100-400 kg/m 

2 s 

T sat = 45 °C 
P in = 27 ×10 5 Pa 

q’’ w = 3 kW/m 

2 

Heat transfer; pressure drop 

Jige et al . [34] 

(2018) 

R32 H, MP, R 0.5-1.0 200 G = 30-400 kg/m 

2 s 

T sat = 15 °C 
Effects of mass velocity, quality, and channel 

size on flow patterns (intermittent, transition, 

annular); method for flow pattern prediction 

Guo et al. [67] 

(2018) R1234ze(E), 

R290, 

R161, 

R41 

H, SP, C 2.0 1900 G = 200-400 kg/m 

2 s 

T sat = 35-45 °C 
q’’ w = 8-30 kW/m 

2 

Effects of thermophysical properties on heat 

transfer coefficient and pressure drop at 

different operating conditions; modified 

correlation for condensation heat transfer in 

mini-channels 

Al-Zaidi et al. [39] 

(2018) 

HFE-7100 H, MP, R 0.57 221 G = 48-126 kg/m 

2 s 

T sat = 60 °C 
P in = 0.97-1.17 ×10 5 Pa 

T w = 20-40 °C 

Flow patterns (annular, slug, bubbly); effects of 

mass velocity, local quality, coolant flow rate 

and inlet coolant temperature on local heat 

transfer coefficient 

Wang and Li [40] 

(2018) 

R134a H, MP, O 0.3016 50 G = 60-250 kg/m 

2 s 

T sat = 31 °C 
P in = 8 ×10 5 Pa 

x = 0.1-0.9 

˙ m w = 30 g/s 

Flow patterns (film wavy, corner wavy, slug, 

bubbly); wavelength and velocity in thin 

liquid film and channel corners for different 

mass velocities, qualities, and cooling methods 

Wang and Li [71] 

(2018) 

R134a, 

R1234ze(E) 

H, MP, O 0.3016 50 G = 60-250 kg/m 

2 s 

T sat = 31-45 °C 
T w = 5-15 °C 
x = 0.1-0.9 

Effects of micro-channel array cooling method, 

mass velocity, inlet quality, cooling water inlet 

temperature, and saturation temperature on 

pressure drop 

Knipper et al. [68] 

(2019) 

R134a H, MP, R 0.77-0.91 - G = 200-800 kg/m 

2 s 

T sat = 40 °C 
Heat transfer coefficient; pressure drop 

a H: horizontal, V: vertical, SP: single port, MP: multiport, B: barrel-shaped, C: circular, N: N-shaped, O: oval, R: rectangular, SC: semi-circular, S: square, TRI: triangular, 

T: trapezoidal, W: W-shaped 
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tance to rely on correlations as generalized design tools. To over-

come this limitation, recent efforts have focused on development

of “universal correlations” based on data bases amassed from the

literature for many fluids and broad ranges of all relevant parame-

ters [ 73 –75 ]. 

1.3. Theoretical investigations of flow condensation in 

mini/micro-channels 

Theoretical models constitute another approach to predicting

liquid-vapor behavior in condensing flows. A vast majority of the

modeling effort s center on characterizing fluid flow and heat trans-

fer in the annular flow pattern, which arguably is the simplest

to model (mainly because of separation of the liquid and vapor

phases). Additionally, annular flow both provides the highest heat

transfer coefficients and generally prevails over a large fraction of

the condensation length compared to all other flow patterns com-

bined. Here, conservation relations are applied separately to the

vapor core and liquid film with appropriate boundary conditions

employed at the liquid-vapor interface. 

Table 2 shows modeling effort s have f ocused on different as-

pects of annular condensation, including liquid film distribution

in the cross section [ 76 –80 ], axial liquid film thickness profile

[ 35 , 38 , 80 –86 ], meniscus curvature radius [ 35 , 82 , 85 , 87 , 88 ], conden-

sation length [ 35 , 83 , 87 , 88 ], quality [ 76 , 77 , 80 ], void fraction [86] ,

liquid and vapor flow fields [ 38 , 81 , 82 , 85 ], local and average heat

transfer coefficient [ 35 , 38 , 76 –78 , 80 –86 , 89 –94 ], and pressure drop

[ 77 , 81 ]. Aside from annular flow models, a comparatively small

number of modeling effort s have addressed determination of two-

phase flow patterns and transitions between patterns [ 40 , 79 ]. 

1.4. Computational simulations of flow condensation in 

mini/micro-Channels 

Computational fluid dynamics (CFD) has become the method of

choice for predicting spatial and temporal characteristics of tur-
ulent single-phase fluid flow and heat transfer. This attribute is

he direct result of both improved accuracy of available computa-

ional models and enhanced computing speed. However, CFD use

o model two-phase systems has lagged significantly behind, given

he high complexity of flows involving moving interfaces, let alone

ery long computing time [95] . This is the reason why recent two-

hase CFD effort s have f ocused on improving predictive accuracy

s well as accelerating computing time. 

Currently, the vast majority of multi-phase CFD models involve

ne of two approaches: Euler-Lagrange and Euler-Euler. The Euler-

agrange approach provides high accuracy in tracking liquid-vapor

nterfaces and ease of applying interfacial boundary conditions.

ut despite its ability to accurately predict fluid flow within each

hase, the need to mesh moving interfaces greatly complicates ap-

lication of grid topologies, which is why this approach is limited

o rather simple two-phase situations. 

The Euler-Euler approach is a comparatively simple means to

redicting two-phase flows in which the two phases are treated as

nterpenetrating media and volume fraction as continuous function

f space and time. The Euler-Euler approach is implemented us-

ng three types of models: Volume of Fluid (VOF) model, Mixture

odel, and Eulerian Model, of which VOF is by far the most popu-

ar in recent two-phase CFD studies. The VOF method is applied to

 fixed Eulerian mesh in which the interface between two phases

s captured using a volume function with a value between 0 and 1,

here 0 implies the cell is completely occupied by one phase, and

 by the other. This model employs a single set of momentum and

nergy equations to the entire domain. 

Regardless of the CFD method used, condensing flows are gen-

rally very time consuming since condensation processes of prac-

ical interest occur in long channels and at relatively high veloc-

ty, let alone the temporal fluctuations of the liquid-vapor interface.

hat is the reason why most CFD condensation studies have been

ocused on the annular flow pattern. Table 3 provides a summary

f recent studies involving CFD modeling of flow condensation in
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Table 2 

Studies involving theoretical modeling of flow condensation in mini/micro-channels. 

Author(s) Fluid(s) Geometrical model b Operating conditions Comments 

Liao and Zhao [119] 

(2002) 

Steam V, SP, TRI (3D) 

D h = 0.58-1.16 mm 

T sat = 100 °C 
T w = 94-96 °C 

Liquid film thickness profile; heat transfer coefficient; 

pressure drop 

Wang e t al. [76] (2004) R134a H, SP, S/TRI (3D) 

D h = 1.0 mm 

L = 600 mm 

G = 500 kg/m 

2 s 

T sat = 50 °C 
T w = 44 °C 

Flow patterns (spanwise and streamwise profiles of 

condensate film), streamwise variation of quality; local 

and average heat transfer coefficients 

Wang and Rose [80] 

(2005) 

R134a, R22, R410a H, SP, S/TRI/R (3D) 

D h = 0.5-5 mm 

L = 600 mm 

G = 100-1300 kg/m 

2 s 

T sat = 50 °C 
T w = 44 °C 

Flow patterns (spanwise and streamwise profiles of 

condensate film), streamwise variation of quality; local 

and average heat transfer coefficients 

Wang and Rose [77] 

(2006) 

R134a, R22, R410a H, SP, S/TRI/R (3D) 

D h = 0.5-5 mm 

L = 600 mm 

G = 100-1300 kg/m 

2 s 

T sat = 50 °C 
T w = 44 °C 

Flow patterns (spanwise and streamwise profiles of 

condensate film), streamwise variation of quality; local 

and average heat transfer coefficients 

Nebuloni & Thome [86] 

(2007) 

R134a H, SP, C/TRI/S (2D) 

D h = 0.577-1 mm 

T sat = 24 °C 
T w = 23.5 °C 

Local and mean heat transfer coefficients, liquid film 

thickness distribution; void fraction 

Chen et al. [88] (2008) - H, SP, TRI (3D) 

D h = 0.1-0.45 mm 

P in = 2-3 ×10 5 Pa 

q’’ w = 50-250 kW/m 

2 

Condensation length; meniscus curvature radius 

distribution 

Chen et al. [87] (2009) - H, SP, R/S/TRI (3D) 

D h = 0.1 mm 

P in = 2 ×10 5 Pa 

q’’ w = 100 kW/m 

2 

Condensation length; distributions of curvature radius, 

pressure and velocity 

Agarwal et al. (2010) R134a H, MP, B/N/R/S/TRI/W 

D h = 0.424-0.839 mm 

L = 406.8 mm 

G = 150-750 kg/m 

2 s 

T sat = 55 °C 
P in = 1.017 ×10 6 Pa 

T w = 18.9-32.5 °C 

Annular flow heat transfer coefficient model 

Bandhauer et al. (2006) R134a H, MP, C 

D h = 0.506-1.524 mm 

L = 406.8 mm 

G = 150-750 kg/m 

2 s 

T sat = 55 °C 
P in = 1.017 ×10 6 Pa 

T w = 18.9-32.5 °C 

Heat transfer coefficient 

Wu et al. [82] (2009) - H, SP, R (3D) 

D h = 0.1 mm 

T sat = 120 °C 
P in = 2 ×10 5 Pa 

q’’ w = 300 kW/m 

2 

Distributions of meniscus curvature radius, film thickness, 

heat transfer coefficient, and wall temperature 

Nebuloni and Thome [90] 

(2010) 

R134a, ammonia H, SP, C/E/FL/F (3D) 

D h = 0.01-3.0 mm 

T sat = 100 °C Local and perimeter averaged heat transfer coefficients; 

film thickness distribution; void fraction; mean vapor 

quality 

Wang and Rose [78] 

(2011) 

R134a, R410a, R32, 

R152a, ammonia, 

propane 

H, SP, S/TRI (3D) 

D h = 1 mm 

G = 100-1300 kg/m 

2 s 

T sat = 50 °C 
T w = 40-48 °C 

Condensate film distribution; heat transfer coefficient 

Kim and Mudawar [81] 

(2012) 

FC-72 H, MP, S (3D) 

D h = 1 mm 

G = 248-367 kg/m 

2 s 

T sat = 57.2-62.3 °C 
˙ m w = 3-6 g/s 

x = 0.23-1.0 

Effects of turbulent damping term on eddy momentum 

diffusivity; velocity and temperature distributions 

across film; effects of mass flux on liquid film Reynolds 

number, vapor core Reynolds number, interfacial shear 

stress, liquid film thickness, local heat transfer 

coefficient and pressure drop 

Hao et al. [79] (2013) R134a H, SP, R/S/T/TRI (3D) 

D h = 0.1-0.333 mm 

L = 50-56.7 mm 

G = 25-300 kg/m 

2 s 

T sat = 50 °C 
q’’ w = 25-60 kW/m 

2 

Liquid distribution along micro-channels; location for 

transition from annular to intermittent flow 

El Mghari et al. [83] 

(2014) 

R134a, R22, R410a H, SP, S/TRI (2D) 

D h = 0.08-0.25 mm 

L = 1500 mm 

G = 80-160 kg/m 

2 s Effects of hydraulic diameter on average heat transfer 

coefficient and condensate film thickness; Influence of 

contact angle and micro-channel shape on Nusselt 

number and condensation length 

Shah [92] (2016) 13 fluids SP/MP, C/S/R/SC/TRI/B 

D h = 0.1-2.8 mm 

G = 20-1400 kg/m 

2 s Correlation for heat transfer coefficient 

Shah [91] (2016) 33 fluids All orientations 

D h = 0.1-249 mm 

G = 1.1-1400 kg/m 

2 s Two correlations for heat transfer coefficient 

El Mghari and 

Louahlia-Gualous [35] 

(2016) 

H, SP, R (2D) 

D h = 0.305 mm 

L = 50 mm 

G = 75-160 kg/m 

2 s Flow pattern-based model for condensation heat transfer; 

distributions of meniscus curvature radius, 

condensation length and film thickness 

Ding and Jia [38] (2017) R410a H, SP, R D h = 0.367 mm 

L = 100 mm 

G = 109-1042 kg/m 

2 s 

T sat = 36-41 °C 
q’’ w = 38.3-105 kW/m 

2 

Condensate film thickness; dimensionless liquid flow 

velocity; local and average heat transfer coefficients 

Wang and Li [40] (2018) R134a D h = 0.3016 mm 

L = 50 mm 

G = 60-250 kg/m 

2 s 

T sat = 31 °C 
P in = 8 ×10 5 Pa 

˙ m w = 30 g/s 

x = 0.1-0.9 

System instability response to various perturbation 

wavelengths 

Wang et al. [84] (2018) R1234ze(E), R134a H, SP, O (2D) G = 300-1500 kg/m 

2 s 

T sat = 25 °C 
T w = 10 °C 

Local heat transfer coefficient; circumferential mean heat 

transfer coefficient; film thickness 

Ding et al. [85] (2019) R410a H, SP, R (3D) 

D h = 0.67 mm 

G = 100-1000 kg/m 

2 s 

T sat = 36 °C 
P in = 2.19 ×10 6 Pa 

T w = 28.5-32.4 °C 

Liquid film thickness; mass flow rate along sidewall; 

liquid flow velocity in meniscus region; local and 

average heat transfer coefficients 

Shah [93] (2019) 33 fluids H/V D h = 0.10-249 mm G = 1.1-1400 kg/m 

2 s Improved correlation for heat transfer coefficient 

b H: horizontal, V: vertical, SP: single port, MP: multiport, B: barrel-shaped, C: circular, E: elliptical, FL: flower, F: flattened, N: N-shaped, R: rectangular, SC: semi-circular, 

S: square, TRI: triangular, T: trapezoidal, W: W-shaped 
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Table 3 

Studies involving computational simulation of flow condensation in mini/micro-channels. 

Authors Fluid(s) Computational domain c Operating conditions Method Comments 

Da Riva and Del 

Col [96] (2011) 

R134a H/V, SP, C (3D) 

D h = 1 mm 

L = 375 mm 

G = 100-800 kg/m 

2 s 

T sat = 40 °C 
T w = 30 °C 

VOF, CSF, 

SST k- ω, 

Lee model 

Effects of gravity and surface tension on liquid 

film thickness and local heat transfer 

coefficients in horizontal and vertical 

downflow orientations; zero-gravity flow 

Ganapathy et al. 

[103] (2013) 

R134a H, SP (2D) 

D h = 0.1 mm 

L = 30 mm 

G = 245-615 kg/m 

2 s 

T sat = 40 °C 
q’’ w = 200-800 kW/m 

2 

VOF, CSF, 

Sharp interface 

model 

Flow patterns (annular, transition, intermittent); 

Nusselt number; pressure drop 

Bortolin et al. [97] 

(2013) 

R134a H, SP, C/S (3D) 

D h = 1 mm 

L = 130-390 mm 

G = 400-800 kg/m 

2 s 

T sat = 40 °C 
T w = 30 °C 

VOF, CSF, SST k- ω, 

Lee model 

Effects of mass velocity, cross sectional shape, 

surface tension, and gravity on vapor-liquid 

interface and heat transfer coefficient 

Chen et al. [102] 

(2014) 

FC-72 H, SP, R (3D) 

D h = 1 mm 

L = 0.3 m 

G = 68-150 kg/m 

2 s 

T sat = 40 °C 
q’’ w = 10-30 kW/m 

2 

VOF, CSF, 

Lee model 

Effects of mass velocity and heat flux on flow 

patterns (smooth/wavy annular, transition, 

slug, bubbly), flow and temperature fields, 

and bubble volume and velocity 

Sun et al. [105] 

(2014) 

water H, SP, C (2D) 

D h = 0.5 mm 

L = 5 mm 

u in = 0.2-0.8 m/s 

T sat = 100 °C 
T w = 80-97 °C 

VOF, CSF, 

Sharp interface 

model 

Effects of inlet velocity and wall temperature on 

flow patterns (stable/periodic annular, 

flow/slug flow/bubble flow), condensation 

length and vapor volume 

Zhang et al. [99] 

(2016) 

R410a, R134a H, SP, C/F (3D) 

D h = 2.39-3.78 mm 

L = 400 mm 

G = 300-600 kg/m 

2 s 

T sat = 47 °C 
T w = 37 °C 

VOF, CSF, SST k- ω, 

Lee model 

Effects of mass velocity, quality and aspect ratio 

on liquid-vapor interface, stream traces, film 

thickness, local heat transfer coefficient and 

pressure gradient 

Gu et al. [100] 

(2018) 

R1234ze(E) 

R134a 

H, SP, C (2D) 

D h = 0.493-4.57 mm 

L = 30 mm 

G = 400-800 kg/m 

2 s 

T sat = 40 °C 
T w = 30 °C 

VOF, CSF, SST k- ω, 

Lee model 

Effects of mass velocity, vapor quality, and tube 

diameter on local film thickness, velocity 

field, heat transfer coefficient, and pressure 

gradient; new pressure drop correlation 

Wu and Li [104] 

(2018) 

R32 H, SP, C (3D) 

D h = 0.1 mm 

L = 30 mm 

G = 100-200 kg/m 

2 s 

T sat = 40-50 °C 
T w = 30-40 °C 

VOF, CSF, 

SST k- ω, 

Lee model 

Effects of mass velocity, saturation temperature 

and wall temperature on flow patterns 

(annular, injection, slug, bubbly), local heat 

flux and wall shear stress 

Wen et al. [98] 

(2018) 

R1234ze(E) H, SP, C (3D) 

D h = 0.493-4.57 mm 

G = 400-800 kg/m 

2 s 

T sat = 40 °C 
T w = 30 °C 

VOF, CSF, 

SST k- ω, 

Lee model 

Effects of mass velocity, quality and diameter 

on heat transfer coefficient; Relative roles of 

surface tension, gravity and shear stress in 

mini/macro-channels and turbulence in liquid 

phase 

Gu et al. [101] 

(2019) 

R1234ze(E) H, SP, C/S/TRI (3D) 

D h = 1.21-2 mm 

L = 150-300 mm 

G = 400-800 kg/m 

2 s 

T sat = 40 °C 
T w = 30 °C 

VOF, CSF, 

SST k- ω, 

Lee model 

Effect of tube shape on liquid-vapor interface, 

local film thickness and stream traces, axial 

velocity, heat transfer coefficient, pressure 

drop 

Present study FC-72 H, SP, S (3D) 

D h = 1 mm 

L = 300 mm 

G = 68-367 kg/m 

2 s 

T sat = 57.2-62.3 °C 
˙ m w = 3-6 g/s 

x = 0-1 

VOF, CSF, 

SST k- ω, 

Lee model 

Effects of mass velocity, heat flux and 

saturation temperature on flow patterns 

(smooth annular, wavy annular, injection, 

slug, bubbly), wall temperature, quality and 

local heat transfer coefficient 

c H: horizontal, V: vertical, SP: single port, C: circular, F: flattened, R: rectangular, S: square, TRI: triangular 
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mini/micro-channels. Focus topics include relative significance of

surface tension and gravity [ 96 –98 ], turbulence effects [98] , effects

of operating conditions [ 96 –99 ], channel’s cross-sectional shape

[ 97 –101 ], and channel orientation [96] on liquid and vapor flow

fields [ 100 , 101 ], liquid-vapor interface profile [ 97 , 99 –101 ], liquid

film thickness [ 96 , 99 –101 ], heat transfer coefficient [ 96 –101 ], and

pressure drop [ 99 –101 ]. 

But, depending on working fluid, geometrical parameters and

operating conditions, condensation in channels involves one or

multiple flow patterns (pure vapor, smooth-annular, wavy-annular,

transition, injection, slug, bubbly, and pure liquid), and both heat

transfer and pressure drop characteristics are strongly influenced

by these flow patterns. For example, slug flow involves alternat-

ing appearance of vapor and liquid phases, complicated by tem-

poral fluctuations in frequency and dimensions of the oblong bub-

ble, as well as appreciable flow field fluctuations in each phase.

A few studies have addressed prediction of transient flow pat-

terns [102-105] , heat transfer [ 103 , 105 ] and pressure drop char-
cteristics [102] corresponding to flow patterns other than just

nnular. 

.5. Objectives of study 

The primary objective of the present study is to construct a CFD

odel for condensation in parallel rectangular micro-channels hav-

ng three-sided cooling walls and corresponding to different values

f wall heat flux. Included are detailed formulations of the mod-

ls and numerical schemes used, along with predictions of time-

ependent variations of condensation flow patterns along the flow

irection at different operating conditions. In particular, the study

etails the characteristics of ‘injection flow’ as a distinctive flow

attern during condensation. The model predictions are validated

sing experimental results for FC-72, including dominant flow pat-

erns and channel bottom wall temperatures. After the validation,

ariations of both wall and fluid temperatures both along the flow
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Fig. 1. (a) Schematic diagram of the two-phase system, and photos of (a) micro-channel condensation module and (c) main part of test rig. 
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irection and across the channel width are presented for different

perating conditions. 

. Experimental methods 

The experimental portion of this study centers on determina-

ion of dominant flow patterns and measurement of local bot-

om channel wall temperatures for flow condensation along paral-

el micro-channels sharing inlet and outlet plenums. Findings from

he experimental study will be compared to predictions of the

omputational model as basis for model validation. A brief descrip-

ion of the experimental methods used is provided below. 

Fig. 1 (a)–1(c) illustrate overall construction of the test facility.

hown in Fig. 1 (a) is a schematic of the two-phase system, which

s comprised of two sub-loops: a primary FC-72 cooling loop and

 secondary water loop. In the primary loop, a gear pump is used

o supply the FC-72 from a reservoir, passing successively through

ne of two parallel flow meters and in-line electric heater, before

ntering the main condensation module. The in-line electric heater

erves to bring the FC-72 to slightly superheated state at the inlet

o the condensation module. Exiting the condensation module, the

C-72 is condensed further to desired temperature using a water-

ooled plate-type heat exchanger. 

Cooling water from the secondary loop is supplied through the

ondensation module in counter-flow direction relative to the FC-

2. The water absorbs heat from the condensing FC-72, and is

ooled back to desired temperature using a Lytron modular cool-

ng system containing a water pump and a finned-tube water-to-

ir heat exchanger. Notice in Fig. 1 (a) that the Lytron system is also

sed to cool the FC-72 in the plate-type heat exchanger. 
Fig. 1 (b) and 1(c) provide photos of the micro-channel conden-

ation module and associated instrumentation. Details of this mod-

le are shown schematically in Fig. 2 (a) and 2(b), which include

 cover plate, insulating housing, condensation copper block, and

ater channels. Constructed of transparent polycarbonate (Lexan)

lastic, the top cover plate both seals the tops of individual micro-

hannels and provides optical access to the condensing flow. Ten of

 ×1 mm 

2 square micro-channels are machined into the top surface

f the 2 cm wide by 29.9 cm long oxygen-free copper block. The

ooling water is supplied through three parallel brass channels sol-

ered to the copper block’s underside. Sixteen pairs of type-E ther-

ocouples are embedded at 19-mm intervals along the length of

he copper block. The copper block is mounted within a rectangu-

ar G-10 plastic housing featuring inlet and outlet plenums, FC-72

nlet and outlet ports, and both pressure and temperature mea-

urement ports. The plenums provide flow area over one order of

agnitude larger than the total cross-sectional areas of the parallel

icro-channels. Each plenum also features a streamlined ramp to

nsure both smooth communication with individual channels and

qual distribution of flow rate among the channels. 

Experimental data are extracted using parameters indicated in

he unit cell depicted in Fig. 2 (c), which includes a single micro-

hannel and half of surrounding copper walls separating micro-

hannels. Shown are details of the channel: width W and height

 (both equal to 1 mm) and copper sidewall width W s (also equal

o 1 mm), which all fall in the range micro-channel flows [10] . The

op of the channel is insulated with Lexan plastic, while heat from

he channel’s side and bottom walls is routed through the cop-

er block beneath and rejected to the cooling water. The micro-

hannel contains fluid at local axial temperature T f , and T w 

rep-
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Fig. 2. (a) Exploded view of micro-channel condensation module. (b) Cross-sectional view of module. (c) Unit cell containing a single micro-channel. 

 

 

 

d

q  
resents the channel’s bottom wall temperature. Heat transfer from

the channel’s three cooling walls is represented by q ′′ w 

. 

The local heat flux q ′′ 
base 

supplied to the bottom of the unit cell

is determined using the assumption of one-dimensional heat con-
uction between the two thermocouple planes, 

 

′′ 
base = 

λc ( T t − T b ) 

H 

, (1)

b 
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here λc , T t , T b and H b are, respectively, thermal conductivity of

opper, temperature measured by the top thermocouple, tempera-

ure measured by the bottom thermocouple, and vertical distance

etween the two thermocouples. Use of the assumption of one-

imensional heat conduction is justified by the fact that H b ( =
.62 mm) and H t ( = 9.65 mm) are much larger than the overall

idth of the unit cell. The bottom heat flux is used to calculate

he channel’s bottom wall temperature, T w 

, also using the assump-

ion of one-dimensional heat conduction over distance H t between

he planes of T t and T w 

, 

 w,b = T t + 

q ′′ base H t 

λc 
. (2) 

The local rates of sensible heat loss in the short upstream su-

erheated vapor region and latent heat loss in the two-phase con-

ensing region are calculated, respectively, using the energy bal-

nces 

˙ m 

N 

c p,g �T f = q ′′ base ( W + W s ) �z (3a) 

nd 

˙ m 

N 

h f g �x = q ′′ base ( W + W s ) �z, (3b) 

here ˙ m , N, c p,g , �T f , �z, h fg , and �x are, respectively, total mass

ow rate of FC-72, number of parallel channels, specific heat of va-

or, incremental axial temperature rise in vapor, differential axial

istance, latent heat of vaporization, and incremental axial change

n vapor quality. The superheated region maintains single-phase

apor state until the axial location of zero thermodynamic equi-

ibrium quality, therefore 

 = 1 + 

c p,g 

(
T f − T sat 

)
h f g 

, (4)

here T sat is saturation temperature based on local saturation

ressure. It is important to emphasize that, in all the present ex-

eriments, axial span of the upstream superheated region is rather

mall. This issue will be discussed in more detail in relation to the

FD model development. 

Measurement uncertainties of the pressure transducers and

ow meters are ±0.5% and ±2.0%, respectively. The thermocouples

mbedded in the copper block are carefully calibrated to uncer-

ainties below ±0.03 °C (see [ 30 , 31 ] for further details). Heat loss

hrough the cover plate is estimated at less than 2% of the heat

ow through the micro-channel base plane. For the highest FC-72

ass velocity of G = 367 kg/m 

2 s, derived average uncertainty of

ase heat is ±4.6%, while, for the worst case corresponding to the

owest mass velocity of G = 68 kg/m 

2 s, the uncertainty increases

o ±10.7%. 

. Numerical methods 

.1. Mathematical representation and numerical details 

The present study employs the transient Volume of Fluid (VOF)

odel in ANSYS FLUENT [106] for tracking interfacial behavior dur-

ng flow condensation, accounting for mass transfer between the

wo phases. Tracking of interface throughout the computational

omain is accomplished by solving continuity equation for volume

raction. 

In the present study, major assumptions adopted in the VOF

odel are as following: 

a) The fluid is incompressible. 

b) Thermal properties of each phase (density, viscosity, thermal

conductivity and specific heat) are constant. 

c) Both surface tension and latent heat are constant. 
d) Gravity effects are neglected. 

e) Mass is transferred at the interface between the vapor and liq-

uid phases. 

f) The interface is maintained at saturation temperature of the va-

por. 

It is important to comment about neglect of gravity effects. This

ssumption has been verified by many prior micro-channel con-

ensation studies. A key reason for this assumption is that micro-

hannels greatly increase flow velocity for a given flow rate, ren-

ering gravity effects (which are important for macro-channels)

uite insignificant compared to both flow inertia and surface ten-

ion. It is for these reasons that many prior investigators opted

o neglect gravity effects altogether in their simulations of micro-

hannel condensation [ 79 , 81 , 87 , 88 , 104 , 105 ]. 

The VOF model tracks volume fractions of the liquid and vapor

hases in each computational cell and solves conservation equa-

ions for both phases. The sum of volume fractions of liquid and

apor in each control volume is equal to unity, 

f + αg = 1 , (5) 

nd αf = 1 and αg = 1 in the interior of the liquid and vapor re-

ions, respectively. Properties in transport equations are shared by

oth phases in each cell. The density, viscosity and thermal con-

uctivity in each cell are defined, respectively, according to 

= α f ρ f + 

(
1 − α f 

)
ρg , (6a) 

= α f μ f + 

(
1 − α f 

)
μg , (6b) 

nd 

= α f λ f + 

(
1 − α f 

)
λg . (6c) 

The continuity equations for the liquid and vapor phases are

xpressed, respectively, as 

∂ 

∂t 

(
α f ρ f 

)
+ ∇ ·

(
α f ρ f � u f 

)
= S f (7a) 

nd 

∂ 

∂t 
( αg ρg ) + ∇ · ( αg ρg � u g ) = S g , (7b) 

here � u f and 

�
 u g are the liquid velocity and vapor velocity, re-

pectively. S f and S g are mass source terms (associated with phase

hange) for the liquid and vapor phases, respectively. The momen-

um and energy equations are solved for the entire system (includ-

ng both the liquid and vapor phases) using, respectively, 

∂ 

∂t 
( ρ�

 u ) + ∇ · ( ρ�
 u 

�
 u ) = − ∇P + ∇ ·

[
μ

(∇ 

�
 u + ∇ 

�
 u 

T 
)]

+ 

�
 F σ (8)

nd 

∂ 

∂t 
( ρE ) + ∇ · ( � u ( ρE + P ) ) = ∇ · ( λ∇T ) + Q . (9)

In the above equations, P , � F σ , E and Q are local pressure, surface

ension force, specific internal energy (energy per unit mass), and

nergy source term (associated with phase change), respectively.

he energy source term and specific internal energy are expressed,

espectively, as 

 = h f g S f (10) 

nd 

 = 

α f ρ f E f + αg ρg E g 

α f ρ f + αg ρg 
. (11) 

Because of small hydraulic diameter, surface tension force

lays an especially important role during condensation in micro-

hannels. In the present study, this term is calculated using the
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Table 4 

Operating conditions of present experimental study and computational simu- 

lations. 

Cases G (kg/m 

2 s) G water (kg/m 

2 s) T sat ( °C) Re g Re f 

1 68 138 57.32 5787.23 161.16 

2 68 69 57.32 5787.23 161.16 

3 118 69 57.78 10031.45 281.40 

4 248 69 59.65 20999.15 606.31 

5 367 69 61.96 30881.85 924.87 
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Continuum Surface Force (CSF) model proposed by Brackbill et al .

[107] , 

−→ 

F σ = σ
ρκ∇ α f 

1 
2 

(
ρ f + ρg 

) , (12)

where κ is the interfacial curvature, which is calculated according

to 

κ = ∇ · ∇ α f ∣∣∇ α f 

∣∣ . (13)

In the VOF model, the liquid-vapor interface normal for a cell

near the wall is obtained by specifying contact angle at the wall.

The interface normal is given by 

ˆ n = 

ˆ n w 

cos θw 

+ ˆ τw 

sin θw 

, (14)

where θw 

is the contact angle; a static contact angle value of 10

degrees is used in the present model. ˆ n w 

and 

ˆ t w 

are unit vectors

normal and tangential to the wall, respectively. 

As shown in Table 4 , which details the operating conditions of

the present experimental study, the vapor flow is exclusively tur-

bulent and liquid flow laminar. This fact is reflected by values of

all-liquid and all-vapor Reynolds numbers, which are defined, re-

spectively, as 

R e f = 

G D h 

μ f 

(15a)

and 

R e g = 

G D h 

μg 
, (15b)

where G is the mass velocity of FC-72 and D h the hydraulic diame-

ter. Therefore, an appropriate turbulent model is required to tackle

the vapor flow. 

Previous investigators adopted a variety of turbulence mod-

els in two-phase CFD simulations, which are summarized in

Table 3 . Many [ 96–98 , 100 , 108 , 109 ] demonstrated that the Shear-

Stress Transport (SST) k- ω turbulence model [94] (where k and

ω are the turbulence kinetic energy and specific dissipation rate,

respectively) provides favorable predictions for fluid flow and

heat transfer during condensation in micro-channels. The SST k-

ω model is a two-equation eddy-viscosity model which is based

on the Bradshaw assumption of proportional relationship between

turbulent kinetic energy and Reynolds shear stress in the bound-

ary layer [89] . It is crucial to tackle turbulent damping at the in-

terface, which is available only in the k- ω turbulent model. In the

SST k- ω model, turbulent viscosity is modified by introducing a

limiter to tackle the transport of turbulent shear stress. Following

are low-Reynolds number form SST k- ω turbulence model relations

adopted in the present simulation, 

∂ 

∂t 
( ρ k ) + 

∂ 

∂ x i 
( ρ k u i ) = 

∂ 

∂ x j 

((
μ + 

μt 

Pr t, k 

)
∂k 

∂ x j 

)
+ μt S 

2 − ρ β∗k ω 

(16)

and 
∂ 

∂t 
( ρ ω ) + 

∂ 

∂ x j 

(
ρω u j 

)
= 

∂ 

∂ x j 

((
μ + 

μt 

P r t,ω 

)
∂ω 

∂ x j 

)
+ 

a 

v t 
μt S 

2 

−ρβω 

2 + 2 ( 1 − F 1 ) ρ
1 

1 . 168 ω 

∂k 

∂ x j 

∂ω 

∂ x j 
+ S ω , (17)

here Pr t,k and Pr t, ω are turbulent Prandtl numbers for k and ω,

espectively, μt turbulent viscosity, S strain rate, a coefficient asso-

iated with production of ω, and νt kinematic viscosity. In Eq. (17) ,
∗ and S ω are defined as follows: 

∗= 0 . 09 

(
4 / 15 + ( R e t / 8 ) 

4 

1 + ( R e t / 8 ) 
4 

)
[ 1 + 1 . 5 F ( M t ) ] , (18)

here F ( M t ) is compressibility function, and turbulent Reynolds

umber defined as 

 e t = 

ρ k 

μ ω 

, (19)

nd 

 ω = 2 αi | ∇ αi | �nβρi 

(
f 6 μi 

βρi �n 

2 

)2 

. (20)

In Eq. (20) , αi is volume fraction of phase i , | ∇αi | magnitude of

radient of volume fraction, ∇n cell height normal to interface, f

amping factor, and β = 0.075; μi and ρ i are viscosity and density

f phase i , respectively, 

.2. Phase change model 

Different phase change models have been used in CFD simula-

ions of condensation processes. The Sharp Interface Model [110] ,

here latent heat is assumed to account for all the heat trans-

erred at the liquid-vapor interface, has been used for simulat-

ng interfacial phase change. Ganapathy et al. [103] successfully

imulated flow condensation in micro-channels using this model.

un et al. [105] simplified the Sharp Interface Model by lineariz-

ng fluid temperature distribution near the interface and neglecting

eat conduction in the vapor core region. Schrage [111] proposed

 phase change model where both vapor and liquid cores are in

aturated states, but allowed for temperature and pressure jumps

cross the interface. Tanasawa [112] simplified the Schrage model

y assuming interfacial mass flux is linearly dependent on temper-

ture jump between the interface and the vapor phase. 

But the phase change model most widely used to determine

ondensation mass and heat transfer in VOF simulations is the Lee

odel [113] . The key premise of this model is that phase change is

riven by deviation of interfacial temperature from saturation tem-

erature, and phase change rate is proportional to this deviation.

sing the Lee model, interfacial mass source terms for the liquid

nd vapor phases for condensation (different formulation is used

or evaporation) is given by 

 g = −S f = γαg ρg 
( T − T sat ) 

T sat 
forcondensation ( T < T sat ) (21a)

 g = −S f = γα f ρ f 
( T − T sat ) 

T sat 
forevaporation ( T > T sat ) , (21b)

here γ is called the mass transfer intensity factor , the magnitude

f which will be addressed later. Eq. (21a) and ( 21b ) indicate, for

 given value of γ , that magnitudes of the mass source terms are

ependent mainly on void fraction and temperature difference be-

ween the cell and interface. For a cell containing vapor ( αg > 0),

nd whose temperature is lower than saturation temperature, the

apor will be transferred to liquid. While, for a cell that is filled

ith liquid ( αg = 0), no mass transfer will occur. 
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Fig. 3. (a) 3D representation of computational domain. (b) Longitudinal and cross sections of computational domain along with boundary conditions. 
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Past studies have shown that, when using the Lee model, the

alue of coefficient γ needs to be carefully adjusted based on sys-

em geometry, meshes in computational domain, and operating

onditions. Table 5 provides a comprehensive summary of the dif-

erent values of coefficient γ adopted in prior condensation sim-

lations. Overall, most investigators point out very large γ values

end to produce convergence problems, while very small values re-

ult in unrealistically large temperature difference between inter-

ace and saturated vapor. This issue will be explored in detail later.

.3. Computational domain 

In present study, a single full channel is used to simulate con-

ensation in parallel micro- channels, with the aim of saving com-

utational time. Fig. 2 (c) shows the channel and surrounding ma-

erial, along with nomenclature for key parameters. Fig. 3 (a) shows

 3D representation of the computational domain, which is fur-

her detailed in terms of boundary conditions and grid density in

ig. 3 (b). The computational domain consists of a horizontal chan-

el having width W = 1 mm, height H = 1 mm, hydraulic diam-

ter D h = 1 mm, and length L = 300 mm, which are actual di-

ensions of the experimental flow condensation module. To de-

ne heat transfer boundary conditions for the channel’s cooling

alls, the base heat flux q”base is first calculated from the tempera-

ure measurements using Eq. (1) as depicted in Fig. 2 (c). Piecewise

olynomials are then used to fit the variation of q”base with dis-

ance z along the channel. This axial variation of q” is then used
base 
o determine local values of the channel’s wall heat flux q”w 

. The

ottom-wall and sidewall cooling boundaries indicated in Fig. 3 (b)

re assumed to incur constant heat flux equal to q”w 

at each axial

ocation. The channel wall and base heat fluxes are related accord-

ng to 

 

′′ 
w 

= q ′′ base 

W s + W 

2 H + W 

. (22) 

In the same manner, local channel bottom wall temperature T w 

s calculated from the temperature measurements using Eq. (2) as

hown in Fig. 2 (c). Thereafter, piecewise polynomials are used to fit

he variation of experimental T w 

with distance z along the channel.

The primary measure for accuracy of the present computational

odel is ability to match predicted axial ( z -direction) variation of

he channel bottom wall’s temperature T w 

(averaged along x direc-

ion) to the experimentally measured variation. To do so, several

ombinations of computational adjustments are attempted, most

mportant of which are (1) determining optimum damping factors

n the k- ω turbulence model, (2) defining an appropriate value for

ass transfer intensity factor γ of the Lee model specific to the

resent condensation configuration, and (3) ensuring grid indepen-

ence. 

.4. Damping factor in turbulence model 

Fig. 4 shows effects of magnitude of turbulent damping factor

 in the k- ω turbulence model on wall temperature predictions for

C-72 and water mass velocities of G = 248 kg/m 

2 s and G water = 69
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Table 5 

Summary of different values of coefficient γ of the Lee model used in simulation of condensation in channels. 

Authors Fluid(s) Geometry Operating conditions Mesh Model Solutions γ (s −1 ) 

Da Riva and Del Col 

[96] (2011) 

R134a H/V, C (3D) 

D h = 1 mm 

L = 375 mm 

G = 100, 800 kg/m 

2 s 

T sat = 40 °C 
T w = 30 °C 

H FL: 0.8 μm 

C: 15 μm 

Laminar, SST k- ω, CSF Steady, SIMPLE 7.5 ×10 5 -1 ×10 7 

Liu et al. [120] (2012) Water (2D) D h = 4 mm 

L = 400 mm 

u in = 1-3 m/s 

T sat = 100 °C 
T w = 25-80 °C 

Q, 200 ×50 μm Laminar, CSF Transient, Explicit PISO 5000 

Bortolin et al. [97] 

(2013) 

R134a H, SP, C/S (3D) 

D h = 1 mm 

L = 130-390 mm 

G = 400-800 kg/m 

2 s 

T sat = 40 °C 
T w = 30 °C 

H FL: 0.8-1 μm 

C: 385-450 nodes 

Laminar, SST k- ω, CSF 1 ×10 6 -5 ×10 6 

Chen et al. [102] 

(2014) 

FC-72 H, R (3D) 

D h = 1 mm 

L = 300 mm 

G = 68-150 kg/m 

2 s 

T sat = 60 °C 
q’’ w = 8.5-30 kW/m 

2 

H, uniform Realizable k- ε, CSF Transient, Explicit PISO 33000 

Lee et al. [118] 

(2015) 

FC-72 V (2D) 

D h = 11.89 mm 

L = 800 mm 

G = 184.4-459 kg/m 

2 s 

T sat = 63.5-86.6 °C 
P in = 1.086-2.099 ×10 5 Pa 

q’’ w = 21.1-90.2 kW/m 

2 

Q FL: 1.3 μm 

C: 10.3 μm 

SST k- ω, CSF Transient, Explicit PISO 10000 

Li et al. [108] (2016) R410a (3D) 

D h = 3.79 mm 

L = 400 mm 

G = 426-1026 kg/m 

2 s 

T sat = 47 °C 
T w = 37 °C 

H SST k- ω, CSF Transient 1.5 ×10 6 

Li et al. [109] (2017) R410a (3D) D h = 3.79 mm 

L = 400 mm 

G = 426-1026 kg/m 

2 s 

T sat = 47 °C 
T w = 37 °C 

H SST k- ω, CSF Transient 1.5 ×10 6 

Zhang et al. [99] 

(2016) 

R410a, R134a H, C/F (3D) 

D h = 2.39-3.78 mm 

L = 400 mm 

G = 300-600 kg/m 

2 s 

T sat = 47 °C 
T w = 37 °C 

H SST k- ω, CSF Steady 1.5 ×10 6 

Kharangate et al. 

[117] (2016) 

FC-72 V (2D) D h = 11.89 mm 

L = 800 mm 

G = 58.4-271.5 kg/m 

2 s 

T sat = 69.05-74.55 °C 
P in = 1.045-1.246 ×10 5 Pa 

q’’ w = 21.5-52.3 kW/m 

2 

Q FL: 2 μm 

C: 10 μm 

SST k- ω, CSF Transient, Explicit VOF, PISO 10000 

Wu and Li [104] 

(2018) 

R32 H, SP, C (3D) 

D h = 0.1 mm 

L = 30 mm 

G = 100-200 kg/m 

2 s 

T sat = 40-50 °C 
T w = 30-40 °C 

Q, uniform 

C: 5 μm 

SST k- ω, CSF 3.33 ×10 9 

Gu et al. [100] (2018) R134a, R1234ze(E) H, C (3D) 

D h = 0.493-4.57 mm 

G = 400-800 kg/m 

2 s 

T sat = 40 °C 
T w = 30 °C 

H FL: 0.8 μm SST k- ω, CSF Steady, SIMPLE 3 ×10 5 -1.5 ×10 6 

Wen et al. [98] (2018) R134a, R1234ze(E) H, C (3D) 

D h = 0.493-4.57 mm 

G = 400-800 kg/m 

2 s 

T sat = 40 °C 
T w = 30 °C 

H FL: 0.8 μm SST k- ω, CSF Steady, SIMPLE 3 ×10 5 -1.5 ×10 6 

Yu et al. [121] (2018) methane, propane (3D) D h = 10 mm 

L = 1400 mm 

G = 100-400 kg/m 

2 s 

P in = 2-4 ×10 6 Pa 

q’’ w = 3.5-6.5 kW/m 

2 

RS, CSF Transient, PISO 1 ×10 4 

Gu et al. [101] (2019) R1234ze(E) H, C/S/TRI (3D) 

D h = 1.21-2 mm 

L = 150-300 mm 

G = 400-800 kg/m 

2 s 

T sat = 40 °C 
T w = 30 °C 

H FL: 0.5 μm SST k- ω, CSF Steady, SIMPLE 8 ×10 5 -3 ×10 6 

Present study FC-72 H, SP, S (3D) 

D h = 1 mm 

L = 300 mm 

G = 68-367 kg/m 

2 s 

T w = 57.2-62.3 °C 
˙ m w = 3-6 g/s 

x = 0-1 

H FL: 0.8 μm 

C: 80 μm 

SST k- ω, CSF Transient, Explicit VOF, PISO 33000 

d C: core region, FL: first layer, F: flattened, H: hexahedral, Q: quadrilateral 
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Fig. 4. Determination of optimum damping factor in SST k- ω turbulence model. 

Wall temperature in this plot is averaged over width W of the channel. 
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Fig. 5. (a) Determination of optimum mass transfer intensity factor in Lee phase 

change model (wall temperature in this plot is averaged over width W of the chan- 

nel). (b) Interfacial temperature predictions corresponding to different values of γ . 
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2 s, respectively. Values from 1 to 10 are attempted, and f = 10

s shown to provide best predictions. This is also the case for all

ass velocities considered, G = 68 to 367 kg/m 

2 s. This value is

herefore used throughout the present study. 

.5. Mass transfer intensity factor 

As shown in Table 5 , prior investigators adopted different val-

es for mass transfer intensity factor γ in the Lee model in pur-

uit of best predictions of experimental data. To determine opti-

um value for γ , different values are attempted to achieve best

greement with experimentally determined T w 

. Fig. 5 (a) shows, for

he same operating conditions as Fig. 4 , T w 

predictions correspond-

ng to different values of γ , while Fig. 5 (b) illustrates correspond-

ng interfacial temperature predictions. Clearly, the difference be-

ween saturation and interfacial temperatures decreases with in-

reasing value of γ . Notice how lower γ values of 300 and 30 0 0

 

−1 yield clear deviations from experiment. Far better predictions

re achieved as γ is increased to 30,0 0 0 s −1 . After careful addi-

ional adjustment, the value of γ = 33,0 0 0 s −1 (within a tempera-

ure difference of about 1.5K) proved most effective, and this value

s therefore maintained throughout the present study. 

.6. Grid independence 

Mesh quality can have profound influence on accuracy of com-

uted fluid flow and heat transfer characteristics, and it is there-

ore essential to ensure independence of predictions from grid size.

o do so, different cell sizes are attempted in GAMBIT software

114] , and local bottom wall temperatures are numerically pre-

icted and compared with experiment. A non-uniform mesh is

uilt with gradually refined boundary layer mesh near the wall,

nd further refinement is attempted in ANSYS FLUENT [106] . 

Fig. 6 (a) compares, for G = 367 kg/m 

2 s and G water = 69 kg/m 

2 s,

redicted versus measured spatially averaged T w 

corresponding to

ifferent near-wall cell sizes. Gradual convergence is achieved with

ecreasing cell size, with �c = 1 μm providing excellent conver-

ence. Therefore, cell sizes from 1 and 80 μm are used for wall and

ore regions throughout the study. This resulted in a computational

omain consisting of 867,0 0 0 hexahedral cells with corresponding

72,324 nodes. 

It is also important to ensure that the first near-wall grid is suf-

ciently small to accurately capture fluid flow and heat transfer in

he wall boundary layer. To do so, mesh refinement near the wall
s evaluated using non-dimensional distance y + , which is defined

s 

 

+ = 

y u τ

ν f 

, (23) 

here y is distance normal to the wall, u τ friction velocity, and

f local kinematic viscosity of the fluid. Fig. 6 (b) shows, for same

onditions as Fig. 6 (a), axial variation of average y + corresponding

o the near wall �c of 1 μm. In the present simulations, the aver-

ge and maximum values of y + near the wall are 1.329 and 1.775,

espectively, which meet requirements for accurate boundary layer

apture. 

.7. Complete model formulation for simulations 

All experimental and computational results of the present study

oncern FC-72. This 3M Company Fluorinert electronic cooling fluid

s thermally stable, nonflammable, nontoxic, compatible with most

olid materials, and has excellent dielectric properties. It is also

ery popular as coolant in recent studies on thermal manage-

ent of electronics, similar to the present. The thermophysical

roperties of FC-72 are obtained from the NIST Standard Refer-

nce Database 23 [115] with representative values listed in Table 6 .

hermal properties of the copper wall [116] used in the simula-

ions are provided in Table 7 . As indicated earlier, operating condi-

ions for both simulation and experiment are provided in Table 4 . 
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Table 6 

Thermophysical properties of FC-72 used in the present simulations. 

T sat P sat ρ f ρg μf μg λf λg c p.f c p.g h fg σ

( ◦C) (MPa) (kg/m 

3 ) (kg/m 

3 ) ( μPa.s) ( μPa.s) (mW/m 

•K) (mW/m 

•K) (kJ/kg •K) (kJ/kg •K) (kJ/kg) (mN/m) 

57.32 0.102 1577.8 13.38 421.93 11.750 62.579 13.026 1.098 0.878 84.420 8.1776 

57.78 0.103 1576.3 13.59 419.33 11.763 62.535 13.052 1.099 0.878 84.288 8.1326 

59.65 0.110 1570.3 14.43 409.03 11.81 62.357 13.160 1.102 0.882 83.750 7.9521 

61.96 0.119 1562.8 15.53 396.81 11.884 62.137 13.292 1.106 0.886 83.084 7.7341 

Fig. 6. (a) Grid independent test based on predicted wall temperature (averaged 

over entire base area of channel). (b) Axial variation of y + (averaged over width W 

of the channel) for near wall �c = 1 μm. 

Table 7 

Thermal properties of copper used in 

the present study. 

ρc c p.c λc 

(kg/m 

3 ) (J/kg •K) (W/m 

•K) 

8954 383.1 386 
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It should be emphasized that in the experiments the fluid en-

ters the condensation module in slightly superheated vapor sate,

with thermodynamic equilibrium quality from 1.08 to 1.17. Care-

ful assessment of the short upstream superheated region (4-19%

of total channel length, depending on operating conditions) proved

exceedingly difficult to model because of difficulty capturing initia-

tion of the annular liquid film in this region. Therefore, all present
imulations are on the assumption that the upstream region con-

ists of vapor at saturation temperature from the inlet to the ax-

al location where x = 1, at which location the annular film is as-

umed to begin forming. 

In order to reproduce conditions similar to those from the ex-

eriments, an adiabatic development length is assumed over the

uperheated region, which allows the vapor to be maintained at

aturation temperature in the same region, while the experimen-

ally determined polynomial curve fit to the wall heat flux is ap-

lied from the x = 1 location to the end of the channel. 

After applying this assumption, simulations were tested corre-

ponding to saturated vapor inlet temperatures of T sat = 57.2 -

2.3 °C and FC-72 mass velocities of G = 68 - 367 kg/m 

2 s. A con-

tant velocity profile is assumed at the inlet with turbulent inten-

ity calculated using 

 = 

u 

′ 
ū 

= 0 . 16 Re −1 / 8 
D h 

, (24)

here u ′ is root-mean-square of turbulent velocity fluctuation, ū

ean velocity, and Re D h Reynolds number based on the channel’s

ydraulic diameter . The temperature and pressure at the outlet are

pecified from experimental data. The default no-slip condition is

pplied to all solid walls of the micro-channel. The channel’s top

all is treated as adiabatic, and the cooling walls are assumed to

aintain constant heat flux q”w 

at each axial location, while axial

ariations of q”w 

are determined from polynomial fits to experi-

ental values, as shown in Fig. 7 . 

The condensation process is simulated using ANSYS FLUENT

oftware, with the VOF model selected and pressure-based ap-

roach set as default. A transient solution is sought to capture

ime dependent variations of flow patterns and heat transfer pa-

ameters. Adopted in the time discretization is Explicit Scheme of

he VOF model with default factor values for Courant number and

olume fraction cutoff, and Geometric Reconstruction Scheme is

elected to interpolate face flux. Also employed is the Pressure-

mplicit with Splitting of Operators (PISO) pressure-velocity cou-

ling scheme, and the neighbor and skewness corrections are used

o improve efficiency. Gradients of variables in the flow conser-

ation equations are computed in accordance with Green-Gauss

ell-Based Gradient Evaluation. The Pressure Staggering Option

PRESTO) is used for interpolating pressure values at the faces. The

overning equations are discretized using Implicit Time Integration.

lso selected for simulations is Second-Order Upwind Scheme for

omentum and energy discretization, First-Order Upwind Scheme

or specific dissipation rate and turbulent kinetic energy discretiza-

ion. A summary of the under-relaxation factors used is provided

n Table 8 , and convergence criteria for the equation residuals are

hown in Table 9 . 

. Results and discussion 

.1. Validation of predicted flow characteristics 

.1.1. Flow patterns 

Fig. 8 compares condensation flow patterns captured using

igh-speed video [31] to those predicted by the CFD model. The
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Fig. 7. Experimental and curve fitted axial variations of q”w for Gwater = 69 kg/m2s and (a) G = 68 kg/m2s, (b) G = 118 kg/m2s, (c) G = 248 kg/m2s, and (d) G = 367 

kg/m2s. 

Table 8 

Under-relaxation factors used in the present study. 

Pressure Density Body force Momentum Turbulent kinetic energy Turbulent dissipation rate Turbulent viscosity Energy 

0.3 1 1 0.7 0.8 0.8 1 1 

Table 9 

Convergence criteria for the equation residuals. 

Continuity x -velocity y -velocity z -velocity Energy k ω 

1 ×10 −5 1 ×10 −3 1 ×10 −3 1 ×10 −5 1 ×10 −6 1 ×10 −5 1 ×10 −5 

d  

k  

s  

b  

p  

e  

c  

fl  

a  

e

 

t  

c  

k  

p  

t  

s  

s  

c  

w  
ifferent patterns correspond to G = 68 kg/m 

2 s, G water = 138

g/m 

2 s and different axial locations in the y = 0 plane. Four repre-

entative flow patterns are shown: annular, transition, slug and bub-

ly , which correspond to monotonically decreasing values of va-

or quality. The transition pattern corresponds to the downstream

nd of the annular region where the annular film becomes signifi-

antly thicker and wavier, and within which both annular and slug

ows occur at the same axial location but different times. Over-

ll, computed interfacial behavior agrees well with experiment for

ach flow pattern. 
Fig. 9 (a) provides a more detailed presentation of flow pat-

erns and in-between transitions occurring at different axial lo-

ation, which are predicted for G = 68 kg/m 

2 s and G water = 138

g/m 

2 s. Once again, the y = 0 plane is chosen to present the com-

uted flow patterns. Starting with pure vapor flow at the inlet,

he condensation process is shown commencing upstream with a

mooth-annular flow pattern, which is characterized by a relatively

mooth interface between the cooling wall’s condensate film and

entral vapor core. The condensate film in this region is very thin,

hich is why it is difficult to distinguish its interface from the solid
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Fig. 8. Comparison of condensation flow patterns captured using high speed video [31] with CFD predictions for G = 68 kg/m2s and Gwater = 138 kg/m2s and different 

axial locations. The CFD predictions correspond to the y = 0 plane along the channel and indicated z -location corresponds to axial center of the video frame. 

Fig. 9. (a) Predicted flow patterns and (b) process of injection flow for G = 68 kg/m2s and Gwater = 138 kg/m2s. The patterns shown correspond to the y = 0 plane. 
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Fig. 10. (a) Predicted flow patterns and (b) process of injection flow for G = 118 kg/m2s and Gwater = 69 kg/m2s. The patterns shown correspond to the y = 0 plane. 
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all. The next flow pattern is wavy-annular (~ z = 20-112 mm)

hich, unlike the smooth-annular pattern, features a thicker annu-

ar film whose interface is marred by discernable interfacial wavi-

ess. Combined, the smooth-annular and wavy-annular patterns

ominate a significant fraction of the two-phase condensation re-

ion. Notice how, with continued cooling/condensation along the

hannel, the annular liquid film grows even thicker and its interfa-

ial waves more pronounced. Slug flow begins to form at ~ z = 112

m as wave crests of the annular liquid film from opposite walls

egin to consolidate, forming discrete liquid slugs separating ob-

ong vapor bubbles whose diameter approaches the channel width

nd whose length is greater than the channel width. Further ax-

al condensation causes the oblong bubbles to shrink in size until

heir length approaches the channel width at ~ z = 130.4 mm; this

s where the bubbly flow pattern is initiated. The bubbles continue

o grow smaller along the channel (as shown for z = 139.6 – 158

m) and eventually condense fully into liquid, signaling onset of

ure liquid flow . 

Fig. 9 (b) provides, for same G and G water values as Fig. 9 (a),

he temporal process of injection flow , where, starting with wavy-

nnular flow, interfacial wave peaks from opposite sides of the

hannel approach each other, eventually pinching off oblong bub-

les downstream and signaling transition from wavy-annular to

lug flows. 
t  
Fig. 10 (a) shows flow patterns predicted in the y = 0 plane at

ifferent axial positions for a higher FC-72 mass velocity of G = 118

g/m 

2 s, and lower water mass velocity of G water = 69 kg/m 

2 s. In

his case, it takes larger axial span for the vapor to condense,

hich is evidenced in Fig. 10 (a) by the combined smooth-annular

nd wavy-annular flow patterns extending farther downstream the

hannel to ~ z = 214 mm (compared to ~ z = 112 mm for G = 68

g/m 

2 s, Fig. 9 (a)). Also evident in Fig. 10 (a) is how the injection

ow commences farther downstream compared to the lower G

ase. This is also why slug flow is encountered farther downstream.

Fig. 10 (b) shows, for the same FC-72 and water mass velocities

s Fig. 10 (a), the temporal process of injection flow, which is mech-

nistically similar to that of the lower G case, except that it occurs

uch farther downstream. 

.1.2. Flow pattern map 

Flow pattern maps are quite popular in two-phase literature be-

ause of their ease of use by designers. These maps capture both

ominant flow patterns and transition boundaries between pat-

erns for different operating conditions, using a variety of coordi-

ates to demarcate the different patterns. In the present study, a

ow pattern map developed in ref. [31] , based entirely on high

peed video imaging of the condensing flow, is used for valida-

ion purposes. Fig. 11 shows this map plotted in an FC-72 mass
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Fig. 11. Comparison of predicted flow pattern transitions with experiment [31] . 
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velocity-quality plane. Superimposed on the original map are both

computational predictions (open symbols) from the present study

and experimental flow pattern data (solid symbols) for the same

operating conditions. It should be noted that the experimental

boundary lines are based on a much broader database, much of

which is purposely excluded from Fig. 11 to focus only on the op-

erating conditions addressed in the present study. Most obvious

in this map is that occurrence of smooth-laminar, wavy-laminar,

transition, and slug flow patterns appears to follow a monotonic

trend with simultaneous decreases in G and x . Overall, taking into

consideration both measurement uncertainties of video capture (as

different flow patterns sometimes occur at the same axial location

but different times) and assumptions adopted in the present com-

putational method, Fig. 11 shows reasonable agreement with ex-

periment, with most of the departure corresponding to the low G

and low x corner of the map. 

4.2. Validation of Heat Transfer Characteristics 

Accurate prediction of experimental wall temperatures is the

primary measure used in the present study for assessment of pre-

dictive accuracy of the computational method used. Fig. 12 (a)–

12(d) compare axial variations of experimental and computed wall

temperatures for FC-72 mass velocities of G = 6 8, 118, 24 8 and 367

kg/m 

2 s, respectively, all corresponding to the same water mass ve-

locity of G water = 69 kg/m 

2 s. Here, the computed values are aver-

aged over the channel width as well as time after reaching steady

state. For all four cases, both experimental and computed values

show T w 

decreasing monotonically along the channel because of

the water cooling. For the case of G = 68 kg/m 

2 s, Fig. 12 (a) shows

both the data and predictions limited to a relatively smaller frac-

tion of the condensation length, which can be explained by com-

plete condensation to liquid occurring farther upstream than for

higher G values. On the other hand, for the cases of G = 248

and 367 kg/m 

2 s, Fig. 12 (c) and 12(d), respectively, both data and

computed results persist to the end of the channel. An observ-

able difference between experiment and predictions is manifest in

Fig. 12 (a) for the lowest G value, with a smoother declining trend

with z for the former, compared to more fluctuating trend for the

latter. This aspect of computed values can be attributed to tem-

poral fluctuations in the form of several flow patterns compressed

into a rather smaller axial span of the condensation length. Notice

how the fluctuations diminish significantly with increasing G , as

individual flow patterns begin to dominate over larger portions of

the condensation length. Average deviations of axial wall temper-
ture between computational results and experimental data range

rom 6.81% to 1.46%, corresponding to FC-72 mass velocities be-

ween 68 and 367 kg/m 

2 s. For larger mass velocities, annular flow

ccupies a large fraction of the channel length, leading to smoother

all temperature predictions. For smaller mass velocities, annu-

ar flow appears mostly in the upstream portion of the channel,

ith transitions between different flow patterns prevailing from

bout 120 mm, Fig. 9 (a), which leads to more discrete changes in

all temperature coupled with relatively higher deviation between

omputational predictions and experiment. Overall, Fig. 12 shows

he present computational method provides good agreement with

xperimental data in both trend and magnitude. This is further ev-

dence of the effectiveness of computational methods at predict-

ng condensing flows as discussed in other recent references ( e.g.,

 117 , 118 ]). 

.3. Further predictions of heat transfer characteristics 

One of the primary advantages of computational methods is

bility to predict certain parameters and details commonly either

mpossible or very difficult to obtain experimentally. Shown below

re such predictions, which include spatial variations of both wall

nd fluid temperatures. 

.3.1. Spatial distributions of wall temperature 

Fig. 13 (a)–13(d) show predicted contour plots of the channel’s

ottom wall temperature for G = 6 8, 118, 24 8 and 367 kg/m 

2 s, re-

pectively. These plots span the entire x-z plane at y = -0.5 mm

f the computational domain. As discussed earlier, since the F-72

nters the channel in superheated vapor state, a short upstream

egion of the channel is subjected to zero heat flux up the loca-

ion of x = 1 from experiments, and vapor within the upstream

egion is assumed to maintain saturation temperature. The exper-

mentally determined wall heat flux is applied between the axial

ocation of x = 1 and the outlet. Fig. 13 (a) – 13(d) all show the

emperature contours are fairly symmetrical around the x = 0 cen-

erline, excepting slight variations resulting from time dependent

ariations in the predicted values. The wall temperatures decrease

onotonically along the channel for all cases due to the cooling

ffect. The lowest mass velocity ( G = 68 kg/m 

2 s) shows compar-

tively large z -direction gradients, because of faster succession of

ow patterns occurring over a smaller upstream portion of the

hannel length. The apparent downstream increase in wall temper-

ture in Fig. 13 (a) must be carefully explained. Recall that the wall

eat flux boundary condition used in the computational method

s obtained from the experiments. For low G , the wall heat flux

ecreases sharply in the outlet region as the condensation pro-

ess ceases and all the fluid is converted into liquid well upstream

f the outlet. On the other hand, for the higher mass velocities

 G = 248 and 367 kg/m 

2 s), the wall heat flux increases in the

utlet region as the condensation process persists all the way to

he outlet. This effect is captured Fig. 13 (c) and 13(d) in the form

f wall temperature decreasing to the outlet. Overall, z -direction

ariations of both the experimental wall heat flux and computed

all temperatures point to a close relationship between tempera-

ure trends and transitions between flow patterns along the chan-

el. 

.3.2. Spatial distributions of fluid temperature 

Ability to predict spatial variations of fluid temperature repre-

ents another important advantage of using computational meth-

ds when modeling flow condensation in channels. Fig. 14 (a)–14(d)

how, for G = 6 8, 118, 24 8 and 367 kg/m 

2 s, respectively, side-by-

ide plots of fluid temperature ( T f ) variations across the channel

idth and normal to the wall at different axial locations along

he channel. The horizontal solid line in each figure represents the
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Fig. 12. Comparison of computed axial variation of wall temperature (averaged over channel width W and time) with experiment for Gwater = 69 kg/m2s and (a) G = 68 

kg/m2s, (b) G = 118 kg/m2s, (c) G = 248 kg/m2s, and (d) G = 367 kg/m2s. 
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uid’s saturation temperature. For G = 68 kg/m 

2 s, Fig. 14 (a) shows

omparatively appreciable changes in T f along the 150-mm up-

tream portion of the channel length, with fairly noticeable bound-

ry layers along the cooled sidewalls. No further temperature pre-

ictions are provided for the downstream region as the entire

ow has already been converted to liquid around z = 150 mm.

or G = 118 kg/m 

2 s, Fig. 14 (b) shows similar trends but relatively

maller axial temperature gradient. Here, predictions are available

or z = 250 mm as well because of larger extent of the conden-

ation region. For G = 248 kg/m 

2 s and G = 367 kg/m 

2 s, Fig. 14 (c)

nd 14(d), respectively, T f predictions are also available for z = 100,

50 and 250 mm. For these high G conditions, axial temperature

ariations are much smaller than for G = 68 kg/m 

2 s, so are the

hicknesses of thermal boundary layers along the sidewalls. 

Fig. 15 (a)–15(d) show for G = 68, 118, 248 and 367 kg/m 

2 s,

espectively, variations of T f in the x-z plane and y = 0 (halfway

long the height of the channel). In each case, as discussed ear-

ier, fluid in the upstream inlet region is shown maintaining sat-

ration temperature before the condensation process commences.

he contour plots show fairly symmetrical temperature around the
 = 0 centerline, marred only by small differences resulting from

ime dependent variations in the predicted values. And all four

ases show T f is lower along the cooled sidewalls and decreases

onotonically along the condensation length. The rather uniform

ontours for G = 248 and 367 kg/m 

2 s ( Fig. 15 (c) and 15(d), respec-

ively) reflect prevalence of the smooth-annular and wavy-annular

ow patterns over much of the condensation length. 

Fig. 16 (a)–16(d) show T f contour plots for G = 6 8, 118, 24 8 and

67 kg/m 

2 s, respectively, in the y-z plane and x = 0 (channel’s cen-

er plane). For G = 68 kg/m 

2 s, Fig. 16 (a) shows T f gradients con-

entrated along the channel’s bottom wall ( y = -0.5 mm), with no

radient along the top insulated wall. Also obvious in the same

ontour plot is a fairly uniform gradient pattern extending until

z = 130 mm; this is the region dominated mostly by smooth-

nnular and wavy-annular flow patterns. Notice how, downstream

rom this location, the gradients perpendicular to the bottom wall

enetrate deeper away from the wall, as slug and bubbly flow pat-

erns emerge. Then ~ z = 220 mm, gradient penetration subsides

ppreciably as virtually complete conversion into liquid takes ef-

ect. Fig. 16 (b) shows similar trends for G = 118 kg/m 

2 s, albeit
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Fig. 13. Contour plots of channel’s bottom wall temperature ( y = -0.5 mm) for Gwater = 69 kg/m2s and (a) G = 68 kg/m2s, (b) G = 118 kg/m2s, (c) G = 248 kg/m2s, and 

(d) G = 367 kg/m2s. 
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Fig. 14. Variations of computed fluid temperature across width of channel ( Tf versus x, y = 0 plane) and height ( Tf versus y, x = 0 plane) at different axial z locations for 

Gwater = 69 kg/m2s and (a) G = 68 kg/m2s, (b) G = 118 kg/m2s, (c) G = 248 kg/m2s, and (d) G = 367 kg/m2s. 
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Fig. 15. Contour plots of fluid temperature at y = 0 for Gwater = 69 kg/m2s and (a) G = 68 kg/m2s, (b) G = 118 kg/m2s, (c) G = 248 kg/m2s, and (d) G = 367 kg/m2s. 
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Fig. 16. Contour plots of fluid temperature in centerline plane ( x = 0) for Gwater = 69 kg/m2s and (a) G = 68 kg/m2s, (b) G = 118 kg/m2s, (c) G = 248 kg/m2s, and (d) 

G = 367 kg/m2s 
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with the regions of high gradient penetration and full downstream

conversion to liquid shifted farther downstream in response to the

downstream shift in flow patterns. For G = 248 and 367 kg/m 

2 s,

Fig. 15 (c) and 15(d), respectively, show the upstream fairly uni-

form gradient covering the entire condensation length because of

smooth-annular and wavy-annular flow over the same length, with

no significant penetration away from the bottom wall in the ab-

sence of slug or bubbly flow patterns. 

4.3.3. Comments about parallel channel effects and flow instabilities 

A 2003 study by Qu and Mudawar [122] showed how heat sinks

containing multiple parallel channels are prone to complex flow

instabilities and maldistribution problems. Subsequently, PU-BTPFL

investigators performed a series of additional studies on the same

phenomena and provided recommendations for their mitigation

[10,123–125] . The two most common forms of instability in micro-

channel heat sinks are Pressure Drop Oscillation (PDO) and Parallel

Channel Instability (PCI). The former takes the form of boundaries

between flow patterns oscillating in unison between the inlet and

outlet plenums, and results in relatively large pressure drop oscil-

lations. On the other hard, PCI is characterized by relatively mild

but random flow pattern fluctuations among the parallel channels,

and is associated with relatively mild pressure drop oscillations. As

demonstrated by Qu and Mudawar [122] , PDO can be mitigated by

proper flow control, while PCI can be mostly tolerated. It is im-

portant to emphasize that maldistribution of flow among micro-

channels can occur even in the absence of instabilities, and re-

sult mostly from improper design of upstream and downstream

plenums. The issues of both flow instabilities and maldistribution

are prevalent in many recent studies on two-phase micro-channel

heat sinks ( e.g., [ 126 –128 ]). 

Given these prior findings concerning flow instabilities and

maldistribution, several strategies are adopted both in terms of de-

sign of the test module used in the present study and the flow

control. First, the module features enlarged upstream and down-

stream plenums with flow area over one order of magnitude larger

than the total cross-sectional areas of the parallel micro-channels.

Each plenum also features a streamlined ramp to ensure both

smooth communication with individual channels and equal distri-

bution of flow rate among the channels. In addition, extreme care

was exercised when fabricating the individual channels in terms

of both tooling and machining. More importantly, while flow pat-

terns do vary slightly among channels, those variations are quite

minor as reported in [ 30 , 31 ]. This observation also proves micro-

channel condensation modules are far less prone to instabilities

than micro-channel boiling modules. 

It is for all these reasons that the present flow visualization

studies are performed using only one of the two central micro-

channels. This also provides a basis for simulating a single channel

to model the multi-channel test module, obviously taking advan-

tage of the savings in computing time. 

5. Conclusions 

This study explored experimentally and computationally flow

condensation of FC-72 along a horizontal 1-mm × 1-mm square

channel representing a multi-channel cooling module. The chan-

nel is cooled along its bottom wall and sidewalls and insulated

atop. Wall heat flux is obtained from polynomial curve fits to mea-

sured values. The computational portion of the study adopts the

VOF method and the Lee interfacial phase change model, which are

executed using ANSYS FLUENT. Computed for different operating

conditions are dominant time-dependent flow patterns as well as

spatial variations of both bottom wall temperature and fluid tem-

perature. Key findings from the study are as following: 
(1) The mass transfer intensity factor, γ , in the Lee model has

appreciable impact on computational accuracy, with rela-

tively low values producing large deviations from experi-

ment. Good overall agreement is achieved using γ = 33,0 0 0

s −1 . 

(2) The computed flow patterns show good agreement with

those captured experimentally using high-speed video.

Predicted correctly are dominant smooth-annular, wavy-

annular, transition, slug, bubbly, and pure liquid flow pat-

terns, though only a subset of these patterns is prevalent

at high FC-72 mass velocities. Also captured computation-

ally for different operating conditions are the expansion and

disappearance of injection flow. 

(3) A computed flow pattern map, which captures both domi-

nant flow patterns and transition boundaries between flow

patterns, matches well a previously developed experimental

flow pattern map. 

(4) The simulations show good agreement with measured axial

variations of bottom wall temperature, evidenced by average

deviations ranging from 1.46% to 6.81%. Comparatively larger

z -direction gradients are predicted for the lowest mass ve-

locity ( G = 68 kg/m 

2 s) due to succession of flow patterns

occurring over relatively smaller portions of the channel

length. 

(5) The computational method provides the capability of pre-

dicting fluid temperature, which cannot be measured ex-

perimentally in a small channel. Detailed spatial variations

of fluid temperature are provided both perpendicular to the

bottom wall and along the channel. These variations show

close correspondence with axial spans of dominant flow

patterns. Predicted for the lowest mass velocity ( G = 68

kg/m 

2 s) are comparatively appreciable temperature changes

along the 150-mm upstream portion of the channel as well

as the boundary layers along the cooled sidewalls. 
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