Experimental and computational investigation on two-phase flow and heat transfer of highly subcooled flow boiling in vertical upflow
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ABSTRACT

This study explores subcooled nucleate flow boiling of FC-72 in a rectangular channel having two opposite heating walls at different mass velocities and wall heat fluxes ranging from 42% to 45% of CHF. Experiments are performed in which constant and equal heat fluxes are supplied from the heating walls, with local wall temperatures measured at several axial locations and used to determine axial variations of local heat transfer coefficient. Additionally, detailed information on flow pattern and phase distribution is captured by high-speed video through the channel’s transparent sidewalls. Experimental values for key fluid flow and thermal parameters are compared to predictions of 2D computational simulations using ANSYS FLUENT. The computations are based on the multi-phase volume of fluid (VOF) model combined with an appropriate phase change model, and account for conjugate heat transfer along the heating walls. Computed transverse profiles and stream-wise variations of void fraction, flow velocity, and wall temperature are examined. The computed results show reasonable agreement with experimentally captured interfacial behavior as well as heat transfer parameters. Computed cross-sectional temperature profiles for the mixture show non-equilibrium subcooled boiling with steep temperature gradients near the heating walls and low temperature liquid in the core region. This study is concluded by exploring limitations of the 2D model used.

1. Introduction

1.1. Emergence of two-phase thermal management schemes

For many decades, single-phase cooling methods, using air or liquid, have dominated a vast number of industrial applications. Because of relatively low to moderate heat fluxes encountered in these applications, single-phase methods have satisfied cooling demands while maintaining acceptable temperatures of heat dissipating surfaces. As heat loads continued to increase, however, efforts became focused on improving heat conduction and convection by enhancing coolant thermal conductivity [1,2], modifying flow geometry [3,4], and better optimizing cooling system design [5]. Despite these advances, developments in many industries have resulted in unprecedented escalation in heat load from relatively compact system packages, especially in more recent electronic and power applications, including electronic data centers, hybrid vehicle power electronics, aircraft and spacecraft avionics, X-ray medical devices, advanced radar, and directed energy laser and microwave electronics [6,7]. Increased heat fluxes and high sensitivity to operating temperature are strong evidence single-phase schemes can no longer fulfill cooling requirements.

To cope with these trends, interest has recently shifted to use of two-phase thermal management schemes where device heat is acquired by boiling and rejected by condensation. These two-phase schemes provide improved heat transfer coefficients, which is rooted in their ability to utilize the coolant’s both sensible and latent heat. In most of these systems, boiling is used to dissipate the heat from high-flux surfaces, and the liquid-vapor mixture is routed to a condenser, wherein the heat is rejected to the ambient, returning the vapor to liquid state.

With intense interest in two-phase systems came an urgent need to develop accurate and robust predictive design tools. Key among design parameters crucial to implementation of two-phase thermal management systems are pressure drop, heat transfer coefficient, and, most importantly, critical heat flux (CHF). Exceeding CHF amounts to catastrophic failure of the heat-dissipating device, as it triggers unsteady and often drastic
increase in device temperature, which may lead to device overheating or physical burnout. This explains the emphasis that has been placed on CHF prediction [8–13].

Another challenge to the development of two-phase thermal management systems is the large variety of possible boiling configurations, the choice of which is highly dependent on operational environment. They include several schemes that have been target of studies at the Purdue University Boiling and Two-Phase Flow Laboratory (PU-BTPFL) and other organizations, and include pool boiling [14–16], falling film [17,18], macro-channel [19] and micro-channel [20–22] flow boiling, spray cooling [23–25], and jet impingement [26–28], as well as hybrid cooling schemes [29].

1.2. Mechanisms and predictive methods for subcooled flow boiling in channels

The present study concerns two-phase flow and heat transfer characteristics along a channel into which liquid coolant is supplied in subcooled state (well below saturation temperature). A key heat transfer merit of subcooled boiling is ability to capitalize upon relatively large sensible heat content in addition to latent heat to achieve superior heat transfer performance. Another merit is its ability to maintain low void fraction along the flow channel, especially at high mass velocities, which both prevents escalation in pressure drop commonly encountered in most flow boiling systems, and delays the onset of CHF. Despite these important attributes, heat transfer mechanisms of subcooled flow boiling are less fully understood than those of saturated flow boiling. Much of the difficulty in modeling subcooled boiling stems from high non-equilibrium between the liquid and vapor phases.

Extensive research efforts have focused on measuring and predicting key transitional parameters of subcooled flow boiling, including onset of nucleate boiling (ONB) [30,31], onset of significant void (OSV) [32–34], and onset of flow instability (OFI) [35,36]. Other important aspects are variations of both wall temperature and heat transfer coefficient along the channel. Key to understanding these spatial variations is relating heat transfer characteristics to development of the near-wall bubble layer along the heated wall, which is often far too thin in subcooled flow to capture experimentally with sufficient resolution. Gradual axial development of this layer by combination of bubble growth and coalescence may also culminate in a fairly continuous vapor layer along the downstream regions of the channel wall, which is a precursor to CHF [11].

In general, subcooled flow boiling is initiated with a single-phase liquid region at the channel inlet. Gradual warming of liquid along the channel wall causes the wall to exceed saturation temperature, triggering bubble formation at the heated wall. With the bulk liquid well below saturation temperature, the bubbles incur appreciable condensation, which greatly limits penetration of the bubble layer into the bulk (core) region. As bulk liquid further downstream gets warmer, condensation is suppressed, and bubble layer growth leads to OSV, which is accompanied by observable penetration into the bulk flow. Depending on combination of channel hydraulic diameter and length, inlet pressure, inlet quality, mass velocity, and heat flux, the bubble layer may exhibit significant coalescence and growth downstream, and the boiling flow may even transition from subcooled to saturated.

Investigators have employed several methods to predict heat transfer behavior in subcooled flow boiling. They include purely
empirical correlations with relatively narrow application range, analytical (including semi-empirical) models, and computational models. Recently, another method that has gained popularity for design of two-phase thermal management systems is use of 'universal correlations' (e.g., [37–39]), which rely on massive databases obtained from many sources for large variety of fluids, and which encompass broad variations of inlet pressure, inlet quality, mass velocity, channel diameter, channel length, and wall heat flux.

1.3. Predictions of two-phase flow and heat transfer using computational methods

Starting in the 1980s, computational methods have shown unprecedented success in predicting single-phase fluid flow and heat transfer, evidenced by good agreement with experimental data for a broad variety of flow configurations. Over time, significant improvements have been made to single-phase predictions using a variety of commercial software packages, and, with greatly enhanced computation speed, these tools are becoming increasingly more user friendly and more robust.

Compared to single-phase flows, however, computing tools have lagged significantly behind in their ability to predict two-phase flow, especially in the presence of phase-change. While computing tools have lessened reliance on empirical correlations and costly experimental work for single-phase applications, the same cannot be said of two-phase applications. As indicated in a recent review article by Kharangate and Mudawar [40], successes in computational modeling of two-phase flows have thus far been limited to simple configurations such as pool boiling and single droplet impact on heated walls. Another important limitation of most two-phase computing tools is unusually long computing time, and reliance on high performance computing resources even when tackling relatively simple two-phase configurations. For example, computational flow boiling studies have been limited mostly to modeling a single bubble or few bubbles, showing some successes in capturing bubble growth, deformation, and rise, as well as flow field around the bubble [41–43]. But the same modeling tools are not yet capable of predicting growth, coalescence, and/or breakup of a large number of bubbles in more realistic flow boiling situations.

Given the complexity of phase change mechanisms encountered in many modern applications, there is an urgent need to greatly enhance the capabilities of computing tools to tackle relevant phenomena. This includes important interfacial dynamics and heat transfer phenomena such as bubble growth, departure and coalescence, interfacial waviness, and turbulence, as well as ability to predict ONB and CHF, especially for complicated flow geometries. As suggested by Kharangate and Mudawar, several important research tasks must be undertaken before investigators can achieve the long-term objective of developing a unified, physically based, accurate, and computationally efficient methodology.

Two main challenges to improving the effectiveness of two-phase computational models are accurate interfacial tracking and phase change modeling. Two popular approaches to modeling two-phase flows are the Lagrangian and Eulerian methods. By employing boundary-fitted grids, the former provides high accuracy in interface capture by solving governing equations separately for each phase and matching interfacial conditions iteratively. But, because of very fine mesh size, Lagrangian methods require considerable computing time, which is why they have been applied only to very basic two-phase configurations.

The most popular of Eulerian methods to track liquid-gas or liquid-vapor interfaces are the Level-Set (LS) method [44] and Volume-of-Fluid (VOF) method [45]. Of the two, the LS method provides superior capture of curvature and sharp interfaces, but suffers numerical issues associated with instability in mass conservation when tackling two-phase flows with phase change. The VOF method involves tracking the interface using phase volume fraction inside a cell, and, while it is less accurate in predicting interface topography than LS, it is comparatively simpler, less time-consuming, and more accurate in tackling mass conservation. The shortcomings in predicting interface topography with the VOF method are reduced with application of a geometric-reconstruction (piecewise-linear) scheme. This is the reason the present study will utilize the VOF method with piecewise-linear scheme.

Recent literature has included several studies involving use of the VOF method to model two-phase flow situations with heat transfer. For example, Da Riva and Del Col [46] and Bortolin et al. [47] used the VOF method in 3D simulations of condensation along a mini-channel and showed good agreement with experimental results. Lee et al. [48] and Kharangate et al. [49] also used the VOF method to simulate 2D axisymmetric condensation along a vertical tube. Yang et al. [50] adopted the VOF method to simulate different flow regimes (bubbly, churn, slug, stratified, annular, and mist) in complicated geometries. Other flow boiling simulations involving a variety of boundary conditions (e.g., uniform and non-uniform heat flux, conjugate heat transfer) [51–54] have also been undertaken and show reasonable predictions.

1.4. Objectives of study

This work is part of a collaborative effort between PU-BTPFL and NASA Glenn Research Center (GRC) to develop the Flow Boiling and Condensation Experiment (FBCE) for the International Space Station (ISS) [55,56]. The primary goals of this ISS facility will be to obtain long-duration flow boiling and flow condensation data in reduced gravity, which will later be used to develop empirical, analytical, and computational predictive tools for pressure drop and heat transfer associated with flow boiling and condensation in straight channels. The present study concerns the flow boiling portion of FBCE, and aims to provide a foundation for computational prediction of flow boiling with subcooled inlet conditions. Video records from prior experiments at PU-BTPFL, conducted in both Earth gravity [11,12,57–63] and microgravity [64,65], provide overwhelming evidence of bubble coalescence promoting the formation of a wavy vapor layer along the heated wall. This layer acts as precursor to CHF, which is arguably the most important design and safety parameter for most terrestrial and space applications involving heat flux controlled surfaces.

The present study will address the fluid flow and heat transfer characteristics for vertical upflow boiling of FC-72 in a rectangular channel, including initiation of the wavy vapor layer. Conditions for three mass velocities and different wall heat fluxes are examined both experimentally and computationally. Measured bubble size and vapor void fraction are used to validate the phase change model incorporated in the computational analysis. Choice of vertical upflow orientation is based on its ability to ensure flow symmetry for a channel that is heated along two opposite sides, in addition to its popularity in many engineering applications. Temporal and spatial averaging methods are employed to predict both the wall temperature and heat transfer coefficient. Aside from validating the model predictions against experimental measurements, this study will explore computationally important characteristics of flow boiling including void fraction, slip ratio, and velocity and temperature distributions, both across and along the flow channel.

2. Experimental methods

The present work is primarily computational in nature, but, to offer careful assessment of the ability of the computational scheme to accurately represent the physical processes in play, comparisons
with experimental results are also provided. Towards this end, a brief overview of experimental methods used to gather data presented herein is provided below.

The test section used in the present set of experiments is the Flow Boiling Module (FBM), part of NASA's ongoing Flow Boiling and Condensation Experiment (FBCE). The module is constructed by clamping three polycarbonate plates between two aluminum support plates, with the central polycarbonate plate having a portion milled out to create a flow channel. The central plate is then polished to optical grade, allowing flow visualization images to be captured through the channel's adiabatic sidewalls.

Fig. 1(a) provides schematics of the 2.5-mm by 5-mm flow channel milled into the central polycarbonate plate, which possesses a 327.9-mm development length (downstream of a honeycomb flow straightener), a 114.6-mm heated length, and a 60.9-mm exit length. The heated length features two oxygen-free copper slabs recessed into opposite walls with six resistive heaters connected electrically in parallel on the back of each.

Fig. 1(b) shows photos of the FBM with key features identified. Of particular note are the inlet and outlet fluid type-E thermocouples (inserted directly into the flow), opposite heated wall thermocouples (seven of which embedded into each heated wall between and on either end of the resistive heaters), and five pressure measurement points, with three corresponding to adiabatic measurement points and two used to measure pressure drop over the heated length.

Fig. 1(c) and (d) show schematics and images of Flow Boiling Module (FBM) with key components labeled. The flow loop used to supply the working fluid, dielectric FC-72, to the FBM and control inlet conditions is depicted schematically in Fig. 1(c) and a photo with key components labeled is shown in Fig. 1(d). The loop consists of an Ismatech MCP-z magnetically coupled gear pump to circulate the working fluid, which first enters a filter to remove any particulates before passing through a turbine flow meter for flow rate measurement. Downstream of the flow meter, the fluid enters a bulk heater, with power supplied by a variac used to control thermodynamic conditions at the inlet of the FBM. Upon leaving the bulk heater, the fluid enters the FBM, which is mounted on a rotating platform to allow tests in multiple orientations; only results gathered in vertical upflow are examined in the present study. Electrical power supplied to heated walls of the flow channel is provided by the FBM heater control module and measured using current transducers. Exiting the FBM, the fluid passes through an air-cooled condenser to return the flow to single-phase liquid state. It then continues past an accumulator, which is included to allow for fluid volume changes resulting from phase change, before returning to the pump.
Data from temperature, pressure, flow rate, and power measurements throughout the system are obtained using an NI SCXI-1000 data acquisition system controlled by a LabVIEW code. Images are captured at a rate of 2000 frames per second (fps) with a pixel resolution of 2040 × 174 covering the entire 114.6-mm heated length of the channel. Illumination is provided from the opposite sides of the flow channel using blue LEDs, passing through a light shaping diffuser (LSD) to enhance illumination uniformity.

Type-E thermocouples with an accuracy of ±0.5 °C are used to measure fluid and heated wall temperatures throughout the system. Pressure measurements are made using transducers with an accuracy of ±0.1% and pressure drop accuracy of ±0.2%. The turbine flow meter has an accuracy of ±0.1%, and wall heat input is measured with an accuracy of ±0.5 W. Overall uncertainty in determining the heat transfer coefficient is ±8%.

For additional details on fluid components used, measurement techniques employed, and operating conditions tested, the reader is advised to consult a prior experimental study [66].

3. Numerical methods

3.1. Mathematical representation and numerical details

The present study employs the transient VOF method in ANSYS FLUENT for tracking interfacial behavior during flow boiling and accounting for mass transfer between the two phases. In the VOF model, volume fractions of each phase in a cell are calculated. Volume fraction is numerically defined as fraction of each phase occupying a cell, and the sum of volume fractions for the two phases is always equal to unity. It is assumed that the flow is incompressible, so density variations are not considered. Tracking of interface throughout the computational domain is accomplished by solving continuity equation for volume fraction [67].

For liquid phase,
\[ \frac{\partial X_g}{\partial t} + \nabla \cdot (X_g \vec{u}_g) = \frac{1}{\rho_g} \sum (\dot{m}_{lg} - \dot{m}_{lg}), \]  

and vapor phase,
\[ \frac{\partial X_g}{\partial t} + \nabla \cdot (X_g \vec{u}_g) = \frac{1}{\rho_g} \sum (\dot{m}_{lg} - \dot{m}_{lg}). \]

where \( X_g, \rho_g, \vec{u}_g, \dot{m}_{lg}, \) and \( \dot{m}_{lg} \) are, respectively, volume fraction of liquid, volume fraction of vapor, liquid velocity, vapor velocity, mass transfer from vapor to liquid, and mass transfer from liquid to vapor.

The combined phase momentum and energy equations are given by
\[ \frac{\partial}{\partial t} \left( \rho \vec{u} \right) + \nabla \cdot (\rho \vec{u} \vec{u}) = -\nabla P + \nabla \cdot \left[ \mu \left( \nabla \vec{u} + \nabla \vec{u}^T \right) \right] + \vec{F}, \]

and
\[ \frac{\partial (\rho E)}{\partial t} + \nabla \cdot (\vec{u} (\rho E + P)) = \nabla \cdot \left( k_{eff} \nabla T \right) + S_h, \]

where \( E \) (J/kg) is energy per mass. In the above equations, \( \rho, \mu, \) and \( k_{eff} \) are density, dynamic viscosity, and effective thermal conductivity, which are determined according to
\[ \phi = \sum X_i \phi_i, \]

where \( \phi \) is the property being evaluated using a phase-weighted average of its liquid and vapor values. Implicit body force formulation is used since it is important for detachment of vapor and replenishment of liquid into the wall region. Surface tension force \( \vec{F} \) with wall adhesion is modeled using the Continuum Surface Force (CSF) method proposed by Brackbill [68]. The extra heat transfer involved in boiling and condensation is accounted for with a source term in the energy equation by multiplying the rate of mass transfer and latent heat,
\[ S_h = h_g \dot{m} \]  

To account for turbulence effects, the two-equation Shear-Stress Transport (SST) k-\( \omega \) turbulence model with a turbulence damping factor of 10 is used. The alternative k-\( \varepsilon \) model was avoided due to its tendency to produce appreciable disturbances to interfacial temperature, with temperatures dropping below \( T_{sat} \) when employing low mass transfer intensity factor in the phase change model [48]. Also used in the present analysis is Low-Reynolds-Number correction for turbulent viscosity damping.

3.2. Computational domain and grid independence test

The computational geometry of the problem examined in this study is illustrated in Fig. 2. It consists of a two-dimensional flow channel with 5-mm × 144.6-mm fluid region, and two 1.04-mm × 114.6-mm solid walls. Here, actual dimensions of the experimental flow boiling module are used, excepting length of the fluid domain, which 30-mm longer than the heated length of the experimental module to prevent any outlet effects. This added fluid length is adiabatic, and does not include solid meshes through which thermal energy can be transferred. The computational domain includes two 1.04-mm thick solid meshes representing the copper heating walls, which allow for analysis of conjugate heat transfer from solid to fluid. A quadrilateral mesh is adopted for the entire domain. The mesh is non-uniform, gradually refined toward the walls to capture very small bubbles, as well as accurately account for fluid interactions in the viscous sublayers. The mesh is generated by ANSYS ICEM CFD [69], with additional mesh refinement conducted in ANSYS FLUENT.

Grid independence testing is conducted for a test case corresponding to an intermediate mass velocity of \( G = 836.64 \) kg/m²s. Five mesh types with different cell size near the wall are

![](http://image.png)  

Fig. 2. Schematic of computational domain.
constructed, and spatially averaged wall temperature at each measurement point (\(z = 5.4, 22.7, 40, 57.3, 74.6, 91.9,\) and \(109.2 \text{ mm}\)) is computed after steady-state is reached, and compared with experimental data. Fig. 3(a) shows that asymptotic convergence of averaged wall temperature is achieved for near-wall cell size below about 14 \(\mu\)m. In this study, a cell size of \(\Delta c = 60 \mu\text{m}\) is used in the bulk flow region, with a minimum of \(\Delta c = 4 \mu\text{m}\) near the wall. It is important in turbulence modeling to determine suitable cell size near wall using non-dimensional distance \(y^+\) from the wall, which is defined as

\[ y^+ = \frac{y u_f}{v}, \tag{7} \]

where \(y, u_f,\) and \(v\) are, respectively, distance from the wall, friction velocity, and kinematic viscosity. This parameter is used to describe how coarse or fine a mesh should be for the relevant flow pattern. In addition, capturing heat transfer with fluid interaction in the viscous sublayer is essential to predicting phase change. As shown in Fig. 3(b), the smaller cell size yields \(y^+ < 5\) along the heated wall, which provides adequate resolution in capturing fluid interactions in the viscous sublayer. As indicated by Eq. (5), local properties, namely density and viscosity, which are used to define friction velocity and \(y^+\), are computed using a phase-weighted average of liquid and vapor content using void fraction, \(\alpha\). Because of phase change along the channel, local value of volume of fluid (void fraction), and, therefore, values of both friction velocity and \(y^+\), fluctuate along the channel.

### 3.3. Initial and boundary conditions

In this study, three different mass velocities and different wall heat fluxes are considered. As shown in Fig. 2, the computational domain does not include the adiabatic development length upstream of the heated portion of the channel. Instead, fully developed velocity profile and accompanying turbulent properties are employed in the inlet to the heated section. Turbulent intensity for the inlet boundary of each single-phase case is estimated from the empirical correlation for pipe flow [70]

\[ I = \frac{u'}{u} = 0.16Re_D^{-1/8}. \tag{8} \]

No-slip boundary conditions are applied to the solid walls for which roughness height, roughness constant, and contact angle are set to 0, 0.5, and \(5^\circ\), respectively.

Table 1 provides operating conditions and thermophysical properties used in the analysis. They include mass velocities of \(G = 445.8, 836.6,\) and \(2432.5 \text{ kg/m}^2\text{s}\) with inlet temperatures of \(T_{in} = 300.97, 304.54,\) and \(309.02 \text{ K}\) and wall heat flux of \(q_w = 146,301, 191,553,\) and \(194,873 \text{ W/m}^2\) (corresponding to \(\sim 42-45\%\) of \(\text{CHF}\), respectively, which are identical to those measured experimentally. Properties of FC-72 for each case are saturated values calculated at the measured inlet pressure. All cases considered correspond to subcooled inlet conditions, and, according to experimental data, specific pressure values are employed to the outlet boundary. For numerical stability, the global Courant number (\(\Delta u \Delta t/\Delta x\)) and time-step size are set to less than 0.7 and \(8 \times 10^{-6} \text{ s}\), respectively. Table 2 provides details of the numerical schemes adopted in the computations.

### 3.4. Phase change model

Using an appropriate phase change model is paramount to the ability to achieve accurate predictions of heat and mass transfer. A few popular models, including those by Schrage [70], Tanasawa [71], and Lee [72], were considered at first. Schrage’s is a physics-based model developed from kinetic theory of gases, and

<table>
<thead>
<tr>
<th>Case</th>
<th>(G \text{ (kg/m}^2\text{s)})</th>
<th>(T_{in} \text{ (K)})</th>
<th>(h_f \text{ (J/kg mol)})</th>
<th>(\rho_f \text{ (kg/m}^3)</th>
<th>(c_f \text{ (J/kg K)})</th>
<th>(k_f \text{ (W/m K)})</th>
<th>(\mu_f \text{ (kg/m}^2\text{s)})</th>
<th>(\rho_g \text{ (kg/m}^3)</th>
<th>(c_g \text{ (J/kg K)})</th>
<th>(k_g \text{ (W/m K)})</th>
<th>(\mu_g \text{ (kg/m}^2\text{s)})</th>
<th>(\alpha \text{ (N/m)})</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>333.31</td>
<td>2.7608 \times 10^7</td>
<td>1605.2</td>
<td>1120.1</td>
<td>0.0534</td>
<td>3.786 \times 10^{-4}</td>
<td>16.591</td>
<td>946.91</td>
<td>0.0143</td>
<td>1.215 \times 10^{-5}</td>
<td>0.0079</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>353.35</td>
<td>2.9744 \times 10^7</td>
<td>1608.2</td>
<td>1171.7</td>
<td>0.0536</td>
<td>3.846 \times 10^{-4}</td>
<td>15.992</td>
<td>942.87</td>
<td>0.0142</td>
<td>1.210 \times 10^{-5}</td>
<td>0.0080</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>342.52</td>
<td>2.7008 \times 10^7</td>
<td>1589.6</td>
<td>1133.1</td>
<td>0.0527</td>
<td>3.497 \times 10^{-4}</td>
<td>19.953</td>
<td>967.97</td>
<td>0.0149</td>
<td>1.243 \times 10^{-5}</td>
<td>0.0073</td>
<td></td>
</tr>
</tbody>
</table>
considered generally quite accurate. However, it is not suitable for the present computations where only liquid initially occupies the entire channel, and phase change in Schrage’s model requires existence of an interface between the two phases. Tanasawa’s model is a modified form of the original Schrage model that accounts for small deviations of interface temperature from saturation temperature and assumes an interfacial mass flux linearly dependent on interface superheat. However, like the Schrage model, it is not applicable to this study since the present simulations starts from single-phase liquid, where no interface exists between the phases.

The Lee model, on the other hand, is quite effective at predicting phase change in the bulk flow at any location where fluid temperature exceeds saturation, allowing the model to predict spatial evolution of flow boiling along a channel from a single-phase liquid state at the inlet. The Lee model is therefore chosen for calculating mass transfer by phase change. The mass transfer rate per unit volume is given by

\[
\dot{m}_{fg} = r_i a \frac{(T_f - T_{sat})/C_0}{T_{sat}/C_1}
\]

for evaporation \((T_f > T_{sat})\)

\begin{table}
<table>
<thead>
<tr>
<th>Pressure-velocity coupling</th>
<th>Pressure-implicit with splitting of operators (PISO)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gradient</td>
<td>Least squares cell based</td>
</tr>
<tr>
<td>Pressure</td>
<td>PRESTO!</td>
</tr>
<tr>
<td>Momentum</td>
<td>Third-order monotonically upstream-centered scheme for conservation laws (MUSCL)</td>
</tr>
<tr>
<td>Volume fraction</td>
<td>Geo-reconstruct</td>
</tr>
<tr>
<td>Turbulent kinetic energy</td>
<td>First-order upwind</td>
</tr>
<tr>
<td>Specific dissipation rate</td>
<td>First-order upwind</td>
</tr>
<tr>
<td>Energy</td>
<td>Second-order upwind</td>
</tr>
<tr>
<td>Transient formulation</td>
<td>First-order implicit</td>
</tr>
</tbody>
</table>
\end{table}

Fig. 4. (a) Variation of computed time-averaged wall temperature at two downstream locations of heated channel with \(r_i\) value, and predicted bubble behavior in the downstream region for (b) \(r_i = 5\), (c) \(r_i = 10\), and (d) \(r_i = 80\).
and
\[ m_g = r_i \alpha_i \rho_i \left( T_{sat} - T_g \right) \frac{T}{T_{sat}} \]
for condensation \( (T_s < T_{sat}) \), \( (9b) \)

where \( r_i \) is an empirical coefficient called mass transfer intensity factor, different values of which can be assigned to different evaporation and condensation configurations. A major challenge when implementing the Lee model is assigning an appropriate value for \( r_i \), since this value can have a profound impact on wall temperature predictions. The value of \( r_i \) also influences all details of interfacial behavior (bubble diameters, interfacial area, and portion of one phase’s molecules going to the surface of the other phase) along the flow channel. While the appropriate value for \( r_i \) in a given situation is generally not known in advance, an excessively high value can result in appreciable discrepancy between interfacial and saturation temperatures.

To determine an appropriate value for \( r_i \) for the present flow boiling configuration, several computational tests corresponding to intermediate values of mass velocity and wall heat flux of \( G = 836.6 \text{ kg/m}^2 \text{s} \) and \( q^* = 191,553 \text{ W/m}^2 \), respectively, are performed in which different values of \( r_i \) are attempted in pursuit of optimum value yielding good agreement between predictions and experiment. Fig. 4(a) shows the dependence of predicted time-averaged wall temperature at two axial locations \((z = 91.9 \text{ and } 109.2 \text{ mm})\) on \( r_i \) value, while Fig. 4(b)–(d) depict predicted bubble behavior along the heated portion of the channel for \( r_i = 5, 10, \) and 80, respectively. Notice that the wall temperature predictions in Fig. 4(a) correspond to the downstream region of the channel where Fig. 4(b)–(d) show the greatest sensitivity of bubble behavior to \( r_i \) value. Fig. 4(a) shows wall temperature decreases with increasing \( r_i \) down to \( r_i = 10 \) and gradually increases thereafter. This trend can be explained by the interfacial behavior depicted in Fig. 4(b)–(d). On one extreme, Fig. 4(b) shows \( r_i = 5 \) yields small overall vapor void fraction in the form of tiny wall bubbles, which is much smaller than the vapor behavior and void fractions observed experimentally. The behavior captured in this figure points to this low \( r_i \) value yielding predictions of heat removal from the wall by phase change that are comparatively quite small. On the other extreme, Fig. 4(d) shows \( r_i = 80 \) causes inordinate vapor growth and excessive bubble coalescence into a fairly continuous vapor blanket along the wall, conditions typically observed just before CHF and not at the heat flux used in the computations \((q^* = 191,553 \text{ W/m}^2)\), which is only 43.7% of measured CHF. The wall temperature trends in Fig. 4(a) are closely associated with the vapor void patterns depicted in Fig. 4(b)–(d). Below \( r_i = 10 \), a gradual increase in bubble generation at the wall with increasing \( r_i \) enhances heat transfer from the wall, which decreases wall temperature. On the other hand, increasing \( r_i \) value above \( r_i = 10 \) triggers gradual formation of an insulating vapor layer, which both compromises cooling effectiveness and increases wall temperature. Given that values below and above \( r_i = 10 \) produce interfacial behaviors different from those observed experimentally, all computations presented hereafter are performed using \( r_i = 10 \). Further validation of the effectiveness of this value will be provided later.

4. Results and discussion

4.1. Flow characteristics in subcooled boiling

4.1.1. Flow visualization results

Side-by-side experimental and computational visualizations of flow boiling along the entire heated length are depicted in Fig. 5 (a)–(c) for vertical upflow boiling with highly subcooled inlet conditions with \( G = 445.8, 836.6, \) and 2432.5 kg/m² s, respectively. Individual images in each sequence are \( \Delta t = 10 \text{ ms} \) apart, which allows gradual temporal tracking of the interfacial behavior. Notice that the heat fluxes used with both the middle and high mass velocities and in both computations and experiment are fairly similar, however, a somewhat lower heat flux (31% of CHF) is used with the lowest mass velocity to also match available experimental results.

Overall, experimental patterns of vapor bubble generation and evolution of interfacial behavior along the heated portion of the channel are predicted with good accuracy. The cases corresponding to the lowest and middle values of mass velocity, Fig. 5(a) and (b), show similar behavior along the channel, though bubbles for \( G = 445.8 \text{ kg/m}^2 \text{s} \) are slightly larger than for \( G = 2432.5 \text{ kg/m}^2 \text{s} \). For both mass velocities, experiment and computation show the flow entering the heated portion of the channel as pure liquid, and bubbles begin to form along the heated walls at locations downstream from, but close to the inlet. Because of high inlet subcooling, bubbles are quite small at locations of bubble initiation. However, the bubbles grow axially because of both coalescence and diminishing condensation, the later resulting from gradual warming of the bulk liquid along the channel. Vapor bubbles in the downstream region are seen coalescing with incoming vapor.
and finally detaching from the wall to the liquid core. There is also appreciable deformation of vapor bubbles resulting from a variety of effects, including liquid drag, buoyancy, bubble collision, and bubble coalescence. Notice that, while vapor behavior along the walls appears in the computations predominantly symmetrical, there are some differences between the two walls, likely due to small-scale turbulence effects, as identical boundary conditions are assigned to both walls.

For the highest mass velocity of $G = 2432.5$ kg/m² s, Fig. 5(c) shows a vapor formation pattern distinctly different from that for the two lower mass velocities. Given both the high liquid inertia and ability of bulk liquid to better retain its subcooling along the channel, bubbles remain fairly small even toward the outlet. There is also a marked decrease in overall vapor void fraction. These conditions point to only a few cells in the computational domain satisfying saturation condition for phase change. This issue will be discussed again later by examining thermal boundary profiles across the channel.

To better understand the effects of mass velocity on interfacial behavior along the channel, axial variations of cross-section averaged vapor void fraction are examined. Fig. 6(a)–(c) compare predicted void fractions for $G = 445.8$, 836.6, and 2432.5 kg/m² s, respectively, with those measured experimentally and obtained from published correlations. Each plot shows void fractions corresponding to four axial measurement locations, with the entrance and exit locations purposely omitted, the former because of lack of observable vapor formation, and latter due to inability to distinguish bubble outlines from shadows in the experimental images. Calculation of void fraction from simulations is made by averaging 100 instantaneous results corresponding to 1.5 s of steady-state simulation time. Standard deviations for each set of 100 measurements corresponding to each case are also included in the plots, shown as error bars associated with each computed value of void fraction.

For the experimental data, a few images are carefully selected, with image segmentation conducted by Fuzzy C-means clustering [73] to identify bubble outlines. And calculation of the experimental void fraction is done through image processing and based on the assumption bubble shape is spherical, truncated hemispherical, or truncated ellipsoidal. Fig. 6(a)–(c) also include void fraction predictions based on empirical correlations by Zivi [74] and bases on the drift flux model [75]. In order to use these void fraction methods, vapor quality, $x$, should be computed first. Notice that $x$ is different from thermodynamic equilibrium quality, $x_{e}$, especially for subcooled boiling, where $x$ has finite positive value while $x_{e}$ is negative. Vapor quality is obtained from experimental thermodynamic equilibrium quality according to a relation by Saha and Zuber, and Kroeger and Zuber [76,77],

$$x = \frac{x_{e} - x_{d}\exp(x_{e}/x_{d} - 1)}{1 - x_{d}\exp(x_{e}/x_{d} - 1)}$$

(10)

where $x_{e}$ is local thermodynamic equilibrium quality (obtained from a simple energy balance), and $x_{d}$ is thermodynamic equilibrium quality at the point of net vapor generation (NVG). Based on analysis of video images, NVG points are seen at $z = 14.05$, 14.05 and 2.7 mm for $G = 445.8$, 836.6, and 2432.5 kg/m² s, respectively.

Fig. 6(a) and (b) show void fraction starts from a low value of $\sim$1–2% at the first axial location and increases gradually. Notice that the measured void fraction begins to increase more rapidly in Fig. 5(a) and (b). Overall, the computed results match experiment quite well, but, expectedly, over-predict experiment by a small amount since the shape of vapor bubbles in 2D domain is treated as cylindrical rather than spherical. In addition, the empirical correlations provide somewhat different predictions, but fair agree-
flux model is less than ideal for highly subcooled boiling conditions. Fig. 6(c) shows high mass velocity suppresses bubble growth appreciably, resulting in very small void fractions in the range of ~0–2%.

4.1.2. Void and velocity profiles across and along the channel

Also important to understanding interfacial behavior within the channel are distributions of void fraction and flow velocity across the channel. It is important here to emphasize the symmetries in both inlet velocity profile and heat flux applied to the two heated walls. This implies that any asymmetry captured by the simulations is the result of local vapor generation within the channel. Profile predictions are provided in Fig. 7(a) and (b). Fig. 7(a) shows plots for transient void profile for each of the three mass velocities at different axial locations along the channel, while Fig. 7(b) provides corresponding plots for time-averaged velocity profile of the mixture; time-averages for both void fraction and velocity are achieved over a period of one second. Notice how the void fraction profiles resemble those typical of bubbly flow with a subcooled liquid core. It starts with zero distribution at the upstream location, meaning no vapor has yet been generated. This is followed at the second axial location with peak void in close proximity to the wall, in contrast with greatly reduced void near the centerline. This is indicative of a bubble layer residing in close proximity to the wall, with liquid occupying most of the channel core. For the lowest and middle mass velocities, Fig. 7(a) shows further penetration of the vapor layer towards the centerline at the third and fourth axial locations, which is the outcome of bubble growth and coalescence promoted by gradual warming of core liquid. There are important differences between the void distributions for the lowest and middle mass velocities on one hand and those for the highest mass velocity. For the highest mass velocity ($G = 2432.51 \text{ kg/m}^2\text{s}$), near-wall peaks in the void profile increase while maintaining zero value across much of the core, the latter is the result of greater sensible energy content in the subcooled liquid at high mass velocities. Confinement of the bubble layer to the wall region is also the result of greater liquid inertia for the highest mass velocity.

For the wall-normal velocity profiles, Fig. 7(b) shows fluid acceleration along the channel, which is the outcome of gradual axial increase in void fraction and reduction in mixture density. Notice for $G = 445.75$ and 836.64 $\text{kg/m}^2\text{s}$ how velocities at $z = 74.6 \text{ mm}$ are slightly higher near the wall compared to the core. This is the result of vapor accumulation near wall with core velocity lagging in response to localized growth in void fraction. Eventually, the effect of the vapor generation is felt even within the core region at $z = 109.2 \text{ mm}$ because of migration of vapor bubbles towards the centerline. For the highest mass velocity ($G = 2432.51 \text{ kg/m}^2\text{s}$), however, miniscule void fraction precipitates little acceleration along the flow channel, evidenced by only minute axial changes in velocity profile.

Vapor growth, detachment, entrainment, and coalescence are innate features of bubbly flow boiling. Fig. 8(a)–(c) show, for $G = 445.8$, 836.6, and 2432.5 $\text{kg/m}^2\text{s}$, respectively, enlargements of instantaneous vapor formation obtained from the simulations, along with plots for stream-wise and wall-normal velocities across the dashed planes indicated in each respective contour. Fig. 8(a) depicts behavior at the moment of coalescence of vapor bubbles and formation of extended vapor ligament. The stream-wise velocity plot in Fig. 8(a) shows the vapor ligament, aided by buoyancy, associated with an appreciable increase in local velocity relative to surrounding liquid. Transverse velocity of the vapor ligament is positive, indicating tendency of the ligament to move toward the centerline. Fig. 8(b) captures one bubble detaching from the wall as well as a larger bubble entrained within the bulk liquid flow. Here too, bubbles are associated with higher axial velocity than surrounding liquid and a tendency to migrate towards the centerline. Both Fig. 8(a) and (b) show stream-wise velocity is an order of magnitude greater than transverse velocity, meaning $z$-momentum is much stronger than $y$-momentum and bubbles migrate towards the centerline at a comparatively slow rate. It is interesting to note that transverse velocity of liquid between the wall and detaching bubble is negative, which points to liquid replenishment of the wall. Turbulent mixing can enhance both bubble detachment and liquid replenishment. Notice how the cells occupied by liquid exist near wall even where temperature is equal to or slightly higher than saturation temperature. This can be explained by the fast fluctuations in cell temperature with each time step. The time-step used in this study is about $10^{-6} \text{s}$, which is far too small to enable transformation from liquid to vapor numerically.

Fig. 8(c) elucidates local flow characteristics around an elongated bubble near the wall at the highest mass velocity. As discussed earlier, both vapor bubble formation and penetration into the core are suppressed at this high mass velocity because of high liquid inertia and high sensible heat content. No considerable fluctuation of $z$-velocity of the mixture is detected in the core region, and the $z$-velocity close to the wall shows elongated vapor obeying the no-slip condition, different from the other cases. Transverse velocity of vapor is negative, indicating the elongated vapor bubble is being squeezed towards the wall. One important distinction between the two lower mass velocities, Fig. 8(a) and (b), and the highest, Fig. 8(c), is a far greater (two orders of magnitude) ratio of axial to transverse velocity for the latter, evidence of inability of smaller bubbles to migrate away from the wall for the highest mass velocity.

Based on the local velocities profiles presented in Fig. 8(a)–(c), values of slip ratio, defined as vapor-to-liquid velocity ratio, are computed for the three mass velocities investigated. Fig. 9 shows computed slip ratios along with those predicted according to relations by Zivi [74] and Smith [78]. For the computed slip ratio, interfacial cells with volume fractions in the range of $0 < \alpha < 1$ are excluded from consideration, and only cells filled completely with liquid or vapor are used. The Zivi relation (also known as Zivi kinetic energy model 1) is based entirely on density ratio,

$$S = \frac{u_y}{u_f} = \left( \frac{\rho_l}{\rho_g} \right)^{1/3},$$

while the Smith model is based on the assumption of separated flow with equal momentum fluxes in the two phases,

$$S = \frac{u_y}{u_f} = e + (1 - e) \left[ \left( \frac{\rho_l}{\rho_g} + e \left( \frac{\mu_l}{\mu_g} \right) \right)^{1/2} \right],$$

where $e = 0.4$ and $x$ represents vapor quality computed by Eq. (9).

Fig. 9 shows simulation results exhibit much closer agreement with predictions based on the Smith model than the Zivi model. However, even with the Smith model, there is some deviation from computed slip ratio for the highest mass velocity of $G = 2432.51 \text{ kg/m}^2\text{s}$, which can be explained by departure of flow regime for this mass velocity from the annular flow assumption of the Smith model.

4.2. Heat transfer characteristics in subcooled boiling

Fig. 10(a)–(c) show computed instantaneous temperature contours of both fluid and solid regions for $G = 445.8$, 836.6, and 2432.5 $\text{kg/m}^2\text{s}$, respectively, with heat flux conditions corresponding to ~42–45% of CHF for each case. In these figures, regions of high temperature correspond to vapor and those of low temperature to liquid, while the liquid-vapor interfaces are maintained near saturation. As expected, operating conditions, vapor generation,
and phase distribution significantly influence temperature profile within the channel, and the solid walls exhibit the expected axial temperature increase.

Fig. 10 shows heat dissipation for the lowest mass velocity of $G = 445.75 \text{ kg/m}^2\text{s}$ in the entrance region dominated by single-phase liquid convection. With initiation of bubble nucleation, thermal boundary layer characteristics change, as heat from solid to fluid begins to be dissipated by nucleate boiling. As bubbles grow and detach from the wall, high temperature regions penetrate farther towards the channel centerline. In the downstream region,
heat is transferred mostly by nucleate boiling; large bubbles frequently detach from the wall and newly-generated vapor bubbles absorb thermal energy. A disordered temperature field downstream is clearly observed due to turbulent effects stemming from high mixing caused by motion of bubbles, indicating convective heat transfer is increased. Similar to the lowest mass velocity case, temperature field for the intermediate mass velocity of $G = 836.64 \text{ kg/m}^2\text{s}$ in the entrance region is dominated by solid-liquid sensible heating, which is followed a short distance downstream by nucleate boiling. Here too, temperature field is fairly chaotic downstream, but slightly less so than with the lowest mass velocity because of reduced bubble detachment and penetration into the bulk liquid region. Temperature field for the highest mass velocity of $G = 2432.51 \text{ kg/m}^2\text{s}$ is distinctly different for those for the two lower mass velocities. Here, a large upstream fraction of the channel is dominated by solid-liquid sensible heating, as core liquid is better able to sustain subcooled state, and measurable nucleate boiling and phase change are delayed farther downstream. Relatively high temperature regions are observed only near the wall where the vapor generation is confined.

**Fig. 8.** Enlarged instantaneous vapor formation in downstream region and corresponding stream-wise and transverse velocity profiles for (a) $G = 445.75 \text{ kg/m}^2\text{s}$, $q^* = 143,246 \text{ W/m}^2$, $x_{e,in} = -0.39$, (b) $G = 836.64 \text{ kg/m}^2\text{s}$, $q^* = 191,533 \text{ W/m}^2$, $x_{e,in} = -0.41$, and (c) $G = 2432.51 \text{ kg/m}^2\text{s}$, $q^* = 194,886 \text{ W/m}^2$, $x_{e,in} = -0.57$.

**Fig. 9.** Comparison of computed slip ratio to predictions of prior models for three different mass velocities.
Accurate estimation of wall temperature is important to preventing thermal system failure, and allows adjustment of system parameters to improve performance. Fig. 11(a)–(c) compare predicted and measured wall temperatures along the channel for $G = 445.75$, 836.64, and 2432.51 kg/m²s, respectively. Here, predicted wall temperature is time-averaged over a period of one second of steady-state simulations. Notice that because temperature measurements are obtained in both walls, these plots include these measurements separately. For the lowest mass velocity, $G = 445.75$ kg/m²s, Fig. 11(a) shows wall temperature increases in the entrance region in response to axial liquid warming since this is where single-phase heat transfer is most appreciable. But within the nucleate boiling region, wall temperature is maintained fairly constant, between 345 and 350 K. Despite about a 7 K overprediction compared to the measurements, the model shows good accuracy along the entire heated portion of the channel. For the intermediate mass velocity of $G = 836.64$ kg/m²s, Fig. 11(b) shows axial variations of predicted wall temperature similar to those in Fig. 11(a), with reasonable accuracy in predicting the temperature data. However, the predictions in Fig. 11(c) for the highest mass velocity of $G = 836.64$ kg/m²s show appreciable departure from the data, which grows steadily along the channel. And, while predicted temperature increases monotonically in the axial direction, the data increase in the entrance region but decrease slightly thereafter. Reasons behind deviation of predictions from measurements will be addressed later.

Fig. 12(a)–(c) show axial variations of local heat transfer coefficient, $h$, with distance for $G = 445.75$, 836.64, and 2432.51 kg/m²s, respectively, and heat fluxes raging from ~42–45% of CHF. Like the wall temperatures, the predicted values of $h$ are time-averaged over a period of one second of steady-state simulations. In addition, an area-weighted temperature for the fluid mixture is used.
to compute temperature differences. Since it is difficult to measure fluid temperature experimentally at each axial measurement location, experimental fluid temperatures presented in Fig. 12(a)-(c) are calculated from a simple control-volume energy balance.

Overall, computed heat transfer coefficients under-predict experimental values to various degrees depending on mass velocity. The measured $h$ decreases in the upstream region, becomes rather flat in the middle region, and increases again in the exit region. The upstream decline in measured $h$ is attributed to thermal boundary layer development in predominantly liquid flow. On the other hand, the downstream increase in measured $h$ is
the outcome of axial acceleration of the flow along the channel resulting from increased void fraction as discussed earlier in conjunction with Fig. 6. Notice that the acceleration is more pronounced for the lower two mass velocities, and are reflected by larger downstream increases in \( h \) compared to the highest mass velocity. Overall, the predicted \( h \) does reflect the inlet reduction in the heat transfer coefficient for all three mass velocities. Fig. 12(a) shows predictions for \( G = 445.75 \text{ kg/m}^2 \text{s} \) are in good agreement with measurements, and capture both profile flattening in the middle region and downstream enhancement. Fig. 12(b) shows predictions for \( G = 836.64 \text{ kg/m}^2 \text{s} \) do capture the inlet decrease in \( h \) and flat profile in the middle, but show the flat profile persisting to the outlet rather than capturing the downstream enhancement; the \( h \) values are also somewhat under-predicted by the simulations. Fig. 12(c) shows simulations for \( G = 2432.51 \text{ kg/m}^2 \text{s} \) under-predict the measured values for the entire heated length and are not able to predict the measured middle flatness or downstream enhancement.

Overall, the computational model shows reasonable success in predicting wall temperatures and heat transfer coefficients, but with the deviation between predicted and measured values increasing with increasing mass velocity. One reason for these deviations is limitations of the 2D domain employed in the present simulations. Compared to the physical boiling process, the 2D approach cannot predict actual shape of bubbles. Instead, bubbles in 2D appear cylindrical or truncated cylindrical, as opposed to spherical or semi-spherical in 3D, resulting in less predicted area in contact with the liquid phase. In addition, 3D turbulence effects that undoubtedly influence fluid mixing and vapor bubble motion are not accounted for in the simulations. Another reason that is related to the use of 2D simulations is absence of shear stress produced by the adiabatic sidewalls. This shear stress becomes increasing more significant with increasing mass velocity, and its absence from computations may explain the higher deviations when predicting fluid flow and heat transfer parameters for the highest mass velocity of \( G = 2432.51 \text{ kg/m}^2 \text{s} \). Further, the VOF model solves a single momentum equation that does not account properly for drag or lift forces relating to bubble detachment.

Fig. 13 shows variations of computed local time-averaged temperature profiles across the channel for \( G = 445.75, 836.64, \) and \( 2432.51 \text{ kg/m}^2 \text{s} \), respectively, corresponding to four axial locations. Here, time averaging is conducted over one second after reaching steady state. The area-weighted temperature average for the fluid mixture is computed as was done in Fig. 12(a)–(c). For all three cases, the thermal boundary layer is not fully developed at \( z = 5.7 \text{ mm} \), but gradually develops with distance. For the lowest flow rate of \( G = 445.75 \text{ kg/m}^2 \text{s} \), Fig. 13(a) shows the cross-section at \( z = 5.7 \text{ mm} \) filled with mostly subcooled liquid at approximately \( T = 301 \text{ K} \), with a large temperature gradient near the walls. Moving along the channel, there are appreciable increases in core temperature and decreases in temperature gradient near the wall. After \( z = 40.0 \text{ mm} \), mixture temperature near the wall is superheated (\( T_{\text{sat}} = 333.31 \text{ K} \)), and the superheated region becomes thicker with distance. At \( z = 109.2 \text{ mm} \), the thickness of the superheated region is around 200 \( \mu \text{m} \). The downstream temperature profiles show some fluctuation, which is attributed to vapor bubbles with high temperature in the liquid core. For the intermediate mass velocity of \( G = 836.64 \text{ kg/m}^2 \text{s} \), Fig. 13(b) shows similar trends of mixture temperature across the channel, likely due to the flow regime being somewhat similar to that for the lowest mass velocity. However, the axial increase in core temperature is less significant and wall temperature gradients more pronounced compared to the lowest mass velocity. For \( G = 2432.51 \text{ kg/m}^2 \text{s} \), Fig. 13(c) shows temperature profile is flat in the core region for all four axial locations, indicating highly subcooled liquid is present along the entire heated region, and vapor bubbles are too small to drift into the core region. Considerable temperature gradient near the wall is observed, and this points to difficulty using equilibrium analysis when modeling subcooled flow boiling. Because of vapor accumulation near the wall in the downstream region, the fluid mixture is superheated to a maximum of 359 K (much higher than the saturation temperature of \( T_{\text{sat}} = 342.5 \text{ K} \)).

Near the exit (\( z = 109.2 \text{ mm} \)), the superheated region for this high
mass velocity case is thinner by 100 µm compared to that of the lowest mass velocity.

4.3. Future work

Several methods are being adopted to predict fluid flow and heat transfer behavior of vapor-liquid system. Aside from computational methods, three other methods are commonly used: (1) theoretical models, few of which are available in the heat transfer literature, (2) semi-empirical models, which are based on theoretical mechanistic premises but fitted with empirical constants derived from experiments for closure, and (3) experimental correlations.

Today, thermal engineers rely almost exclusively on experimental correlations for both performance assessment and system design. Two important categories of correlations are (a) narrow range correlations and (b) ‘universal correlations’, the later being the method of choice where available. Universal correlations (see [37–39,79–83]) have benefitted greatly in recent years from studies amassing world databases for many fluids, and vary broad ranges of pressure, quality, mass velocity, and hydraulic diameter.

Looking ahead, computational work, like the one presented here, represents an important step towards achieving the ultimate goal of developing 3D codes that are experimentally validated, computationally efficient, and sufficiently robust for design purposes. Until such goal is reached, it is unlikely that the engineering community would transition from reliance on experimental correlations.

5. Conclusions

This study explored subcooled nucleate flow boiling of FC-72 for three different mass velocities with heat fluxes of ~42–45% of CHF applied to opposite heated walls of a rectangular channel in vertical upflow. Detailed presentations of both computational and experimental methods were provided. Predictions generated by 2D simulations incorporating multi-phase volume of fluid (VOF) model with an appropriate phase change model (Lee model) in ANSYS FLUENT were compared to experimental results. Computed results were also compared with predictions of prior correlations to provide basis for physicality of local results. Various phenomena that are difficult to measure experimentally were also examined, including void fraction, velocity profile, and local mixture temperature. Worthy findings from the present study are as follows:

(1) Mass transfer intensity factor $r_i$ must be carefully set in the computational model for prediction of flow boiling, as it influences wall temperature and bubble formation at the wall. Very low $r_i$ values yield a small amount of phase change, resulting in an increase in wall temperature. On the other hand, very high $r_i$ values produce a vapor blanket at the wall inducing abnormally high wall temperature by blocking liquid replenishment of the wall. Both extreme values result in interfacial behavior along the channel vastly different from that observed experimentally using high speed video. A value of $r_i = 10$ is deemed optimum for the present combination of operating conditions and working fluid.

(2) Predicted flow patterns involving vapor generation, coalescence, detachment, and bubble deformation within the entire heated portion of the channel show good agreement with video images. Axial void fraction is numerically calculated and matches well experimental values as well as predictions of prior correlations. Detailed analysis of velocity and void fraction profiles across the channel demonstrate effectiveness of the computational model at providing detailed local information.

(3) Local mixture velocities around bubbles are investigated to assess ability of the computational scheme to provide accurate local predictions. Predicted local velocities show agreement with expected fluid behavior. Slip ratio is calculated for three different operating conditions and compared to correlations, showing good agreement with the Smith model except in the case with the highest mass velocity.

(4) Overall, the computational methodology presented here exhibits strong capability to represent the physical flow boiling processes observed experimentally. Accuracy of predictions decreases for high mass velocity, however, due largely to limitations associated with treating the nucleate flow boiling as a 2D process. Future work conducted using additional computational resources allowing for a 3D domain is likely to alleviate this shortcoming.
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