Enhanced model for annular flow in micro-channel heat sinks, including effects of droplet entrainment/deposition and core turbulence
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A B S T R A C T

This study investigates pressured drop and heat transfer characteristics for saturated flow boiling in a micro-channel heat sink specific to the annular flow regime. A theoretical control-volume-based model is presented, which relies on new relations for liquid droplet entrainment and deposition. While prior models have been attempted for annular flow, these models were based on simplified depictions of the vapor core based on average velocity. On the other hand, the present model provides detailed assessment of turbulence effects in the core, enabling the development of detailed cross-sectional profiles for momentum diffusivity, velocity, and shear stress. Predictive accuracy of the model is assessed against experimental data for R134a using a 609.6-mm long and 203.2-mm wide micro-channel heat sink containing 100 of 1/32-mm flow channels. The model shows good accuracy against 69 experimental pressure drop data points, with mean absolute error (MAE) of 16.22%, and 97.10% and 100.0% of the data predicted within 30% and 50%, respectively. It also shows very good accuracy against 388 data points for local two-phase heat transfer coefficient, evidenced by a MAE of 8.35%, and with 98.45% and 99.74% of the data predicted within 30% and 50%, respectively.

1. Introduction

1.1. Implementation of two-phase mini/micro-channel cooling schemes

Recent efforts to cope with rising heat fluxes at device, module, and system levels in many modern applications have yielded an unprecedented number of published studies concerning both theory and implementation of two-phase cooling schemes [1–4]. During a period spanning over three decades, researchers at the Purdue University Boiling and Two-Phase Flow Laboratory (PU-BTPFL) have conducted extensive work concerning both fundamental mechanisms and applications of two-phase cooling schemes. They include investigations into pool boiling [5,6], falling film [7,8], macro-channel [9,10], micro-channel [11,12], jet impingement [13,14], and spray [15,16], as well as hybrid cooling schemes [17] combining the benefits of two or more of the aforementioned schemes.

A recent review article [18] showed how three of these two-phase cooling schemes have become the most serious contenders for very high flux applications: micro-channel, jet, and spray. While all three provide distinct advantages and drawbacks relative to one another, two-phase micro-channel cooling has received the most attention, especially during the past decade. This interest is the result of a number of intrinsic advantages of micro-channel heat sinks: compact, light-weight design, high cooling area to volume ratio, and small coolant inventory, let alone the ability to produce very high heat transfer coefficients [19]. Initial interest in implementing micro-channel cooling was focused on single-phase heat sinks [20–23]. But, despite their ability to achieve very high heat transfer coefficients, single-phase heat sinks suffer a fundamental drawback: large stream-wise increases in both fluid and device temperatures [19]. Two-phase micro-channel heat sinks can greatly reduce temperature gradients by relying on both latent and sensible heat (rather than sensible heat alone for the case of single-phase heat sinks), thereby maintaining temperatures close to the coolant's saturation temperature.

But two-phase micro-channel heat sinks are not without shortcomings. In 1994, Bowers and Mudawar [24] launched the first effort to predict both pressure drop and critical heat flux (CHF) for two-phase heat sinks, and provide a comprehensive assessment of practical concerns associated with implementing these devices in very high heat flux applications [25,26]. Key among those concerns is high pressure drop, which is accompanied by appreciable
compressibility and flashing, as well as increased likelihood for two-phase choking. Bowers and Mudawar pointed out these concerns may be alleviated by relying on accurate predictive tools for both pressure drop and heat transfer.

1.2. Thermal management for space missions using large length-to-diameter micro-channel heat sinks

Future long-term manned space missions, especially to Mars, are projected to greatly increase the space vehicle’s power input and heat rejection. The vehicle’s Thermal Control System (TCS) plays the primary role in tackling heat rejection from both astronauts and avionics, as well as maintaining acceptable temperature and humidity. Key to successful design of the vehicle is reducing weight and volume of all internal sub-systems, including the TCS and all its subcomponents [27–29].

The TCS has three primary heat management duties: acquisition, transport, and rejection. Using a closed coolant flow loop, both metabolic heat and heat produced by the avionics are extracted using a variety of heat exchange equipment, and transferred to yet another heat exchanger from which the heat is rejected by radiation to deep space. All earlier TCS architectures, includes those used onboard NASA’s space shuttles, involved use of single-phase cooling loops, which are now deemed far too heavy for future space missions. This is why focus has recently shifted to cooling loops that rely on evaporation and condensation of an appropriate coolant to, respectively, extract and reject the heat. The primary benefit in using a two-phase cooling loop is ability to achieve orders of magnitude enhancement in both evaporation (by boiling) and condensation heat transfer coefficients, thereby greatly reducing both weight and volume of heat exchange components for a given total heat load.

Since the early 2000s, researchers at PU-BTPFL have performed extensive work related to adaptation of two-phase TCS technologies, including mechanisms, assessment of prior predictive tools, and development of new predictive models; these studies involved both ground and parabolic flight microgravity experiments [30–33]. More recently, efforts were focused on thermodynamic considerations [34], with emphasis on specific space vehicles, including Orion. They showed anticipated heat loads could be effectively removed with the aid of a two-phase loop utilizing micro-channel evaporators having multiple parallel channels with large length-to-diameter ratio [35–37].

Several important issues must be addressed when employing a micro-channel evaporator to dissipate the heat in a TCS cooling loop. First, coolant mass velocity within the micro-channels must be kept high enough to both achieve high heat transfer coefficients [38–41] and avoid dry-out [35–37]. For a fixed total flow rate, mass velocity may be increased by having fewer parallel evaporator channels. On the other hand, relying on fewer channels increases pressure drop and associated aforementioned problems, including excessive compressibility and flashing, and increased likelihood of two-phase choking [42,43]. Another practical concern is achieving equal distribution of coolant flow among the parallel channels, which requires careful design of inlet and exit plenums. Proper sizing of the plenums also helps maintain constant inlet and outlet pressures, and guards against certain types of flow instabilities.

1.3. Prior predictive methods for pressure drop and heat transfer coefficient in two-phase micro-channel flows

By far the vast majority of available methods for predicting two-phase pressure drop in channels are based on either the Homogeneous Equilibrium Model (HEM) [44–49] or empirical/semi-empirical formulations [50–55]. The semi-empirical tools, many of which being based on the Lockhart-Martinelli [55] separated flow formulation, have been especially popular in recent years. However, correlations are often based on databases for few fluids and limited ranges of operating and geometrical parameters, and extrapolating these correlations beyond the validity range for which they were originally intended has been shown to yield unusually large predictive errors.

A powerful alternative is use of ‘universal correlations,’ which rely on massive databases from many sources, and which cover numerous fluids and very broad ranges of operating and geometrical parameters. In recent years, universal correlations have shown great success in predicting several important micro-channel parameters, including pressure drop [38], heat transfer coefficient, and dryout [39–41], and choking [42].

Given the tendency for flow boiling in micro-channels to produce annular flow over a large fraction of the channel length, another powerful technique to predict both pressure drop and heat transfer coefficient is the analytical control volume method, where mass, momentum, and energy conservation laws are applied to control volumes encompassing the vapor core and liquid film separately, with appropriate velocity, shear stress, temperature, and heat flux applied along the vapor-liquid interface. This method has shown great versatility and success in predicting thermal behavior in pool boiling [56], flow boiling [9], and falling films [57]. The accuracy of these models is highly dependent on appropriate use of eddy diffusivity relations to account for turbulent effects within each phase and interfacial damping of turbulence along the liquid-vapor interface.

1.4. Objectives of study

The present study is part of a series of joint investigations between the Purdue University Boiling and Two-Phase Flow Laboratory (PU-BTPFL) and the NASA Glenn Research Center (GRC), whose ultimate goal is to develop two-phase thermal management design tools for future space vehicles.

In this study, the control volume method is used to develop analytical models for pressure drop and heat transfer coefficient in two-phase micro-channel heat sinks. Unlike prior attempts at predicting the same performance parameters using the control volume method [58–60], which employed average velocity calculations for the vapor core, the present study involves detailed prediction of velocity profiles across both the vapor core and annular liquid film. Accuracy of the models is examined in detail by comparing predictions to data for both pressure drop and heat transfer coefficient.
2. Experimental methods

2.1. Two-phase flow loop

Fig. 1(a) shows a schematic of the flow loop that is configured to deliver subcooled R134a to a test module containing parallel micro-channels sharing inlet and outlet plenums. The test module serves as evaporator for the loop, wherein electrical energy is supplied to the fluid, changing the fluid state from subcooled liquid to saturated two-phase mixture.

The two-phase mixture exiting the test module is routed through an air-cooled condenser, which removes heat from the fluid and returns the fluid to subcooled liquid state. A solid-state controller is used to regulate the condenser's fan speed in response to the condenser's downstream temperature. A tee-junction downstream from the condenser leads to a 10-gallon liquid reservoir.

Fig. 1. (a) Schematic diagram of two-phase loop. (b) 3D CAD stacked rendering of micro-channel module. Assembled module with (c) pressure and (d) temperature measurement instrumentation.
containing electrical immersion heaters. A PID controller is used to regulate power input to the immersion heaters, providing precise production of vapor inside the reservoir in response to the difference between condenser outlet pressure and PID set-pressure. And, mounted in the top portion of the reservoir is a condensing coil, which rejects heat from the fluid to an external modular water-cooling system. Combination of vapor production and condensation in the reservoir, along with the PID control, provides a stable reference pressure set point at the tee-junction.

Further subcooling is achieved by passing the fluid through a plate-type heat exchanger situated downstream of the tee-junction. This heat exchanger rejects heat from the fluid to a second modular water-cooling system, ensuring that the R134a is fully converted to liquid state. Exiting this heat exchanger, the subcooled fluid is routed to a gear pump followed by a turbine flow meter. A throttling valve, situated between the turbine flow meter and test module, is used to both regulate flow rate and help combat pressure-drop oscillations within the test module.

2.2. Micro-channel test module construction and instrumentation

The micro-channel test module is comprised of a stack of multiple layers as shown in Fig. 1(b). The main layer is a copper heat sink, having 100 of 1 × 1-mm² square flow channels. The heat is supplied from thick-film resistors fitted to the underside of the copper heat sink. The heat is conducted through the copper heat sink and supplied to the fluid passing through the channels. The heat sink is surrounded along its perimeter and below the thick-film resistors by insulating layers made from G-7 and G-10 fiberglass plastic, respectively. The G-7 layer also provides inlet and outlet plenums for the micro-channels. The tops of the micro-channels are sealed off with the aid of a transparent polycarbonate cover plate, which also provides optical access to the flow along the micro-channels. The test module also includes a top stainless steel brace and top/bottom aluminum support bars, which serve to prevent fluid leaks from the micro-channels as well as enhance structural integrity of the entire test module assembly.

As shown in Fig. 1(c), steady-state pressure drop across the micro-channels is measured with the aid of two Omega-MMA absolute pressure transducers, one installed in the test module’s inlet plenum and another in the outlet plenum. Additionally, any fluctuations in pressure drop across the micro-channels are measured with a Honeywell-THE differential pressure transducer connected between the inlet and outlet plenums.

Axial variations of the copper heat sink temperature are measured by a series of 10 type-E thermocouples inserted laterally across, Fig. 1(d), with their tips reaching the centerline of the heat sink. Axial locations of these thermocouples are provided in Table 1. Precise temperature measurements are the result of high Seebeck coefficient, 66 V/K, of type-E thermocouples, along with careful calibration of each thermocouple over a range of −22.5 to 80 °C [35–37]. Additional type-E thermocouples are inserted into the calibration of each thermocouple over a range of coefficient, 66

Precise temperature measurements are the result of high Seebeck coefficient, 66 V/K, of type-E thermocouples, along with careful calibration of each thermocouple over a range of −22.5 to 80 °C [35–37]. Additional type-E thermocouples are inserted into the calibration of each thermocouple over a range of coefficient, 66

Table 1

<table>
<thead>
<tr>
<th>Length [mm]</th>
<th>Width [mm]</th>
<th>Number of channels</th>
<th>Axial locations of thermocouples [mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>609.6</td>
<td>203.2</td>
<td>100</td>
<td>42.2, 102.1, 160.0, 217.9, 275.8, 333.8, 391.7, 434.3, 507.5, 565.4</td>
</tr>
</tbody>
</table>

Coolant is supplied to the test module in subcooled liquid state and changes to saturated mixture as it absorbs heat moving along the channels. The phase change is estimated to occur at the axial location where the coolant reaches saturation temperature, $T_{sat}$, and thermodynamic equilibrium quality, $x_e$, is equal to zero. Quality at the test module’s inlet, $x_{e,in}$, is determined from the relation

$$x_{e,in} = \frac{h_n - h_f}{h_g} = -\frac{c_{pf} (T_{sat} - T_n)}{h_g},$$

(1)

where $c_{pf}$ and $h_g$ are the coolant’s specific heat and latent heat, respectively, based on the the measured inlet pressure, and $T_n$ is the measured inlet temperature. The outlet quality is determined by applying energy balance to the entire module.

$$x_{e,out} = x_{e,in} + \left(\frac{q_{h,b} A_{base}}{m h_f}\right),$$

(2)

where $q_{h,b}^i$ is heat flux based on the 609.6-mm long by 203.2-mm wide area, $A_{base}$, of the heat sink, and $m$ the total flow rate of R134a. Table 2 provides ranges of key parameters of the present study, including, aside from $x_{e,in}$, $x_{e,out}$, and $q_{h,b}^i$, inlet pressure, $p_{in}$, and mass velocity, $G$.

Fig. 2(b) provides a detailed cross-sectional representation of a unit cell used in development of the present model. It consists of single channel and two half-width sidewalls, and shows heat flux from the thick film resistor, supplied to the heat sink’s underside, conducted across the heat sink and into the channel bottom wall and sidewalls, before being converted to the coolant. The two-phase heat transfer coefficient, $h_{tp}$, is determined by treating the sidewalls as adiabatic tip fins with efficiency of $\eta$.

$$h_{tp} = \frac{q_{h,b}^i (W_{ch} + 2W_m)}{(T_{wb} - T_{sat}) (W_{ch} + 2\eta H_{ch})},$$

(3)

where $W_{ch} (=1$ mm), $W_m (=0.5$ mm), and $H_{ch} (=1$ mm) are the micro-channel width, sidewall half-width, and channel height, respectively. Temperature $T_{wb}$ in Eq. (3) corresponds to the micro-channel’s bottom wall, and is determined from the thermocouple measured temperature, $T_{tc}$, by assuming one-dimensional conduction between the $T_{tc}$ and $T_{wb}$ planes, $T_{wb} = T_{tc} - q_{h,b} H_{ch} / k_1$, where $H_{ch}$ and $k_1$ are distance between thermocouple junction and...
channel’s bottom wall, and thermal conductivity of copper, respectively. In Eq. (3), $T_{sat}$ is determined by interpolating between inlet and outlet plenum saturation temperatures, both based on corresponding measured plenum pressures.

### 3. Annular Flow Model Development

#### 3.1. Model Assumptions

The annular flow model presented here employs some of the same basic assumptions employed in two previous studies [59, 60] but features crucial differences in terms of ability to predict detailed velocity and temperature profiles, something not available in the earlier studies. Fig. 3 shows a cross-sectional schematic of a single unit cell, and identifies key parameters used in the model. The flow consists of an annular liquid film of thickness $d$ covering all four inner walls of the channel, surrounding a vapor core, which also contains liquid droplets that are formed by interfacial breakup of the liquid film. The droplets are formed by upstream shattering upon initiation of the annular flow regime and gradually deposited along the channel. Notice that the heat is transferred to the liquid film along three walls, bottom wall and two sidewalls, while the top wall is insulated. Being different from a uniformly heated circular channel, three different heat fluxes are defined and used in the model: heat flux along the base area of the heat sink, $q''_B$, average heat flux along the channel’s bottom wall and sidewalls, $q''_H$, and local heat flux in the liquid film, $q''$, at distance $y$ from the channel walls, were

\[
q''_B = \frac{m(h_{in} - h_{in})}{W_{ch} + 2W_{w}L_{ch}},
\]

(4)

\[
q''_H = \frac{q''_H(W_{ch} + 2W_{w})}{(W_{ch} + 2W_{w})^2},
\]

(5)

and

\[
q'' = \frac{q''_B(W_{ch} + 2H_{ch})}{(W_{ch} - 2y)(H_{ch} - 2y)}.
\]

(6)

Following are key assumptions employed in the model:

1. The annular flow is steady and concurrent.
2. Pressure is uniform across the channel’s cross-section.
3. Thermodynamic equilibrium is maintained along the channel.
4. Gravitational effects are negligible.

---

**Table 2**

<table>
<thead>
<tr>
<th>$G$ [kg/m²s]</th>
<th>$q_B''$ [W/m²]</th>
<th>$x_{sat}$</th>
<th>$x_{sat}$</th>
<th>$p_{in}$ [kPa]</th>
</tr>
</thead>
<tbody>
<tr>
<td>75.92–208.79</td>
<td>3990–28,209</td>
<td>–0.041 to –0.022</td>
<td>0.096–0.956</td>
<td>688.3–731.3</td>
</tr>
</tbody>
</table>

**Fig. 2.** (a) Cross-sectional view of micro-channel module and details of the copper heat sink design. (b) Two-dimensional micro-channel unit cell.

**Fig. 3.** Schematic of channel cross-section used in annular flow model.
5. The liquid film interface is smooth, and its thickness uniform along all four inner channel walls.
6. Axial momentum changes in the liquid film are negligible due to small liquid velocity gradient compared to that of the core mixture.
7. Mass transfer by evaporation and droplet deposition occurs only along the film interface.
8. Heat flux is uniform at any distance $y$ across the film, as well as along the interface.
9. Liquid droplets are entrained into the core by shattering of liquid ridges from upstream slug flow at the onset of annular flow, and no further liquid entrainment occurs downstream.
10. Entrained droplets are uniformly distributed within the core.
11. Entrained liquid droplets are deposited upon the interface gradually in the flow direction.
12. Vapor and entrained droplets of the mixture core maintain equal velocities and are at same saturation temperature; i.e., no temperature gradients are considered across the mixture core.
13. Eddy momentum diffusivity at the liquid film interface is zero because of turbulence suppression resulting from surface tension [60,63].

3.2. Model formulation

3.2.1. Control volume analysis

3.2.1.1. Mass conservation. Total mass flow rate, $\dot{m}$, is the sum of flow rates of the liquid film, $\dot{m}_f$, entrained droplets, $\dot{m}_e$, and vapor, $\dot{m}_g$,

$$\dot{m} = \dot{m}_f + \dot{m}_e + \dot{m}_g. \quad (7)$$

Individual qualities for the three components of the flow are calculated as ratios of individual mass flow rates to total flow rate. Therefore, three different qualities are used: liquid film quality, $f$, entrained liquid droplet quality, $e$, and vapor quality, $x$, where

$$f = \frac{\dot{m}_f}{\dot{m}}, \quad (8)$$

$$e = \frac{\dot{m}_e}{\dot{m}}, \quad (9)$$

and

$$x = \frac{\dot{m}_g}{\dot{m}}. \quad (10)$$

From assumption (3), vapor quality in the saturated region ($0 \leq x_e \leq 1$) is set equal to thermodynamic equilibrium quality, $x_e$,

$$x = x_e = \frac{h - h_f}{h_g}. \quad (11)$$

Mass conservation is applied to the unit control volume depicted in Fig. 3 to determine variations of mass flow rates of the liquid film, entrained droplets, and vapor in direction $z$ along the channel.

$$\frac{d\dot{m}_f}{dz} = \Gamma_g - \Gamma_{fg}, \quad (12)$$

$$\frac{d\dot{m}_e}{dz} = -\Gamma_d, \quad (13)$$

and

$$\frac{d\dot{m}_g}{dz} = \Gamma_{fg}. \quad (14)$$

where $\Gamma_g$ and $\Gamma_{fg}$ are the droplet deposition rate per unit length and evaporation rate per unit length, respectively.

Mass flow rate of the liquid film is calculated by integrating the film’s velocity profile,

$$\dot{m}_f = \rho_f \int_0^b u_f(y) \rho_f dy, \quad (15)$$

where $u_f$ and $\rho_f$, are, respectively, the local liquid velocity and density at distance $y$ from the channel walls. And the rates of mass transfer due to evaporation and droplet deposition are expressed as

$$\Gamma_g = \frac{q''_{fg}}{h_f}, \quad (16)$$

and

$$\Gamma_d = W \rho_f \beta. \quad (17)$$

where $P_{fg}$ and $W$ are the 3-sided (channel bottom wall and two sidewalls) heated perimeter, interfacial perimeter, and droplet deposition rate, respectively, and heat flux $q''_f$ is determined by dividing total electrical power input, $Q$, by heated area of channels (i.e., excluding top insulated area), $q''_{fg} = Q/(NchPchLch)$. Given the assumption that liquid droplets in the mixture core are assumed uniformly distributed in the core, and to avoid incorporating all complexities of the deposition process [64–67], the deposition rate, is assumed to depend solely on liquid droplet concentration rate, $W = K \rho_f e$, where $K$ is the deposition mass transfer coefficient, and $e$ is the mass fraction of vapor in the mixture core. Previous investigators [59,60,64,66] employed empirical correlations to determine coefficient $k$ using a formulation by Paleev and Filippovich [68] (some aided by flow regime maps [69]) in which local quality, $e$, of entrained droplets is determined from ‘experimental film thickness’, $\delta_{exp}$, obtained from the measured heat transfer coefficient, $h_{exp}$, according to the relation

$$h_{exp} = \frac{k_f}{\int_0^{\delta_{exp}} \frac{2\chi}{2\chi + 2} q''_{fg} + 2変数 \beta} dy. \quad (18)$$

Initial numerical results using the present annular flow model sans consideration of liquid droplet entrainment showed that velocity profile across the liquid film increases linearly from zero at the wall to velocity $u_i$ at the liquid–vapor interface. The linear approximation is deemed quite reasonable given the small film thickness rendering the film flow both laminar and driven entirely by interfacial shear. With this linear profile, average velocity of the liquid film, $u_i$, is one half that of the interface, $u_i = 1/2u_i$. Assuming the liquid droplets are entrained into the mixture core at the interfacial velocity, $u_i$, the average film velocity is calculated according to

$$\bar{u}_f = \frac{1 - x_e}{\rho_f} \frac{\Delta \rho_f}{\Delta \rho_f + \Delta \rho_{entrained}}. \quad (19)$$

where $\Delta \rho$ and $\Delta \rho_{entrained}$ are the liquid film flow area and liquid flow area resulting from the entrainment, both based on $\delta_{exp}$.

$$\Delta \rho = WchHch - (Wch - 2\delta_{exp}) (Hch - 2\delta_{exp}) \quad (20)$$

and

$$\Delta \rho_{entrained} = (Wch - 2\delta_{exp}) (Hch - 2\delta_{exp}) - (Wch - 2\delta_{exp}) (Hch - 2\delta_{exp}). \quad (21)$$

where $\delta_{exp}$ is the liquid film thickness calculated without the liquid droplet entrainment. The local quality of entrained liquid droplets at any axial location $z$ based on $\delta_{exp}$ is expressed as

$$e_{z,exp} = \frac{\dot{m}_e}{\dot{m}_e} = \frac{2(1 - x_e)\Delta \rho_{entrained}}{(\Delta \rho + 2\Delta \rho_{entrained})}. \quad (22)$$

which is used for calculating local value for coefficient $k$ along the channel [70].
for initial approximation of Whalley [65] recommended relation defined, respectively, as Fig. 4. Variation of dimensionless deposition mass transfer coefficient with $q$ in the present study is determined by empirical correlation fitted data from the present study using least-squares’ method relative to channel heat sinks [37], operated by the present authors for flow boiling in square micro-channels to determine the quality corresponding to onset of annular flow, macro-channels to determine the quality corresponding to onset

$$k = -GA_{ch} \left( \frac{e_{c,exp} - e_0}{z_0 - z_c} \right) \left( \frac{1}{p_{c,exp}} \right).$$

(23)

which can be expressed as

$$\Gamma_d = -GA_{ch} \left( \frac{e_{c,exp} - e_0}{z_0 - z_c} \right).$$

(24)

where $e_0$, $e_{c,exp}$, $z_0$, and $z_{c,exp}$ are initial entrainment quality, local liquid droplet quality, distance from inlet to onset of annular flow, and distance from inlet to local entrainment position, respectively. Whalley [65] recommended relation $e_0 = 0.99F_{0,0} = 0.99(1 - x_0)$ for initial approximation of $e_0$ to calculate $k$, but the value for $e_0$ in the present study is determined by empirical correlation fitted against experimental results.

The new relation for $k$ is developed by correlating experimental data from the present study using least-squares’ method relative to boiling number, $Bo$, as shown in Fig. 4,

$$\frac{k}{U_c} = 1.916B_0 \left( \frac{C}{P_H} \right)^{0.563},$$

(25)

where $u_c$, $\rho_H$, and $x_c$ are mean core velocity, core homogeneous mixture density, and effective quality of vapor in the core, which are defined, respectively, as

$$u_c = \frac{\dot{m}_s + \dot{m}_g}{\rho_H A_c},$$

(26)

$$\rho_H = x_c \rho_g + \left( 1 - x_c \right) \rho_f,$$

(27)

and

$$x_c = \frac{\dot{m}_s}{\dot{m}_s + \dot{m}_c},$$

(28)

and $A_c$ is cross-sectional area of the core, $A_c = (W_{ch} - 2\delta)(H_{ch} - 2\delta)$.

Qu and Mudawar [59] and Kim and Mudawar [60] used Taitel and Dukler’s [69] adiabatic flow regime map for horizontal macro-channels to determine the quality corresponding to onset of annular flow, $x_0$, in mini/micro-channels. They assumed the onset of annular flow is determined by the boundary between bubbly and annular flow regimes, and used the Lockhart-Martinelli [55] parameter to predict this quality. However, the present model employs the boundary between slug and transition flow regimes as onset of annular flow, based on a recent flow regime map developed by the present authors for flow boiling in square micro-channel heat sinks [37].

$$\Gamma_0 u_d \Delta z - \Gamma_d u_d \Delta z = pA_j - \left( p + \frac{dp}{dz} \right) A_j - \tau P_f y A z$$

$$+ \tau P_f y A z,$$

(31)

where $A_j$ is flow area of the liquid control volume, which is defined in Table 3. The liquid film’s acceleration, $\partial z / \partial z \left( \frac{p}{\rho_f} \rho_f A f dy \right)$, and pressure force associated with axial changes in flow area, $p (A_d / dz) A \Delta z$, are ignored because of their comparatively small magnitude. Rearranging Eq. (31) yields the following relation for shear stress across the liquid film,

$$\tau_f = \left\{ \frac{1}{P_f} \left[ \left( -\frac{dp}{dz} \right) A_j + \tau P_f y A dz - \Gamma_0 u_d \right] \right\}.$$
It is assumed the liquid film flow is laminar (common to most micro-channel flows), and the shear stress is related to velocity gradient within the film according to

$$\tau_f = \mu_f \frac{du_f}{dy}$$

Equating Eqs. (32) and (33) provides the following relation for liquid film velocity profile,

$$u_f(y) = \frac{\delta}{\mu_f} \left( -\frac{dp}{dz} \right) \int_0^{\gamma_f/s} \frac{A_f(y)}{P_{f/y}^s} \, d\left( \frac{y}{\delta} \right) + \frac{\delta}{\mu_f} \left( \tau_{f/s} + \Gamma_{f/s} u_f - \Gamma_{f/y} \right) \int_0^{\gamma_f/s} \frac{1}{P_{f/y}^s} \, d\left( \frac{y}{\delta} \right)$$

which, by setting $y = \delta$, can be used to derive a relation for interfacial velocity,

$$u_i = \frac{\left( -\frac{dp}{dz} \right) \int_0^{\gamma_f/s} \frac{\delta}{P_{f/y}^s} \, d\left( \frac{y}{\delta} \right) + \left( \tau_{f/s} + \Gamma_{f/s} u_f - \Gamma_{f/y} \right) \int_0^{\gamma_f/s} \frac{1}{P_{f/y}^s} \, d\left( \frac{y}{\delta} \right)}{\frac{\delta}{\mu_f} \int_0^{\gamma_f/s} \frac{1}{P_{f/y}^s} \, d\left( \frac{y}{\delta} \right)}$$.  

Eq. (34) can be coupled with mass conservation, Eq. (15), to yield an expression for the pressure gradient,

$$-\frac{dp}{dz} = \frac{\mu_{nf}}{\rho_{nf}} - \left( \tau_{f/s} + \Gamma_{f/s} u_f - \Gamma_{f/y} \right) \int_0^{\gamma_f/s} \frac{1}{P_{f/y}^s} \, d\left( \frac{y}{\delta} \right) \int_0^{\gamma_f/s} \frac{1}{P_{f/y}^s} \, d\left( \frac{y}{\delta} \right) - \frac{\int_0^{\gamma_f/s} \frac{1}{P_{f/y}^s} \, d\left( \frac{y}{\delta} \right)}{\int_0^{\gamma_f/s} \frac{1}{P_{f/y}^s} \, d\left( \frac{y}{\delta} \right)}$$.  

Fig. 5. Schematic of flow regime changes along the channel and droplet entrainment by liquid shattering in middle of channel, and series of high speed video images showing liquid slug breakup and droplet entrainment corresponding to transition from slug to annular flow. The time interval between consecutive images is 0.625 ms.
The double integration terms in the numerator and denominator of Eq. (36) can be expanded for an arbitrary function $F(y)$ according to the relation

$$\int_0^1 \left[ p_{fy} \int_0^y F(y) d\left(\frac{y}{y_0}\right) \right] d\left(\frac{y}{y_0}\right) = 2(H_{ch} + W_{ch}) \int_y^1 \left[ p_{fy} \int_y^y \frac{F(y)}{y_0} d\left(\frac{y}{y_0}\right) \right] d\left(\frac{y}{y_0}\right) - 4\delta \int_y^1 \left( 1 - \left(\frac{y}{y_0}\right)^2 \right) F(y) d\left(\frac{y}{y_0}\right).$$

which yields

$$\int_0^1 \left[ p_{fy} \int_0^y \frac{1}{p_{fy}} d\left(\frac{y}{y_0}\right) \right] d\left(\frac{y}{y_0}\right) = 2(H_{ch} + W_{ch}) \int_y^1 \left[ p_{fy} \int_y^y \frac{1}{p_{fy}} d\left(\frac{y}{y_0}\right) \right] d\left(\frac{y}{y_0}\right) - 4\delta \int_y^1 \left( 1 - \left(\frac{y}{y_0}\right)^2 \right) \frac{1}{p_{fy}} d\left(\frac{y}{y_0}\right).$$

and

$$\int_0^1 \left[ p_{fy} \int_0^y \frac{A_{i,f}}{P_{fy}} d\left(\frac{y}{y_0}\right) \right] d\left(\frac{y}{y_0}\right) = 2(H_{ch} + W_{ch}) \int_y^1 \left[ p_{fy} \int_y^y \frac{A_{i,f}}{P_{fy}} d\left(\frac{y}{y_0}\right) \right] d\left(\frac{y}{y_0}\right) - 4\delta \int_y^1 \left( 1 - \left(\frac{y}{y_0}\right)^2 \right) \frac{A_{i,f}}{P_{fy}} d\left(\frac{y}{y_0}\right).$$

The next step in the model development is to apply momentum conservation to the mixture core control volume shown schematically in Fig. 7(b),

$$\frac{d}{dz} \left( \int_0^y \rho_{ph} u_{ph}^2 P_{h,y} dy \right) \Delta z = \int_0^y \frac{1}{2} \left( \frac{dp}{dz} \right) dy \Delta z - \tau P_{f,s} \Delta z + \tau P_{h,y} \Delta z$$

$$+ \left( p + \frac{1}{2} \frac{dp}{dz} \right) (\Delta z) \Delta z.$$

where $P_{h,y}$ and $A_{h,s}$ are, respectively, the flow area and inner perimeter of the vapor core control volume, which are defined in Table 3. Re-arranging Eq. (40), neglecting $(\Delta z)^2$ term, yields the following relation for shear stress across the core,

$$\tau_{h}(y) = \frac{1}{P_{h,y}} \left[ A_{h,s} \left( \frac{dp}{dy} \right) \right] + (\Delta z) \left( \frac{d}{dz} \int_0^y \rho_{ph} u_{ph}^2 P_{h,y} dy \right).$$

Notice that, unlike the annular laminar liquid film, the core can acquire high axial velocity and is mostly turbulent. Therefore, shear stress across the core should also be expressed as

$$\tau_{h}(y) = \mu_{h} \left( 1 + \frac{\varepsilon_{h}}{\nu_{h}} \right) \frac{du_{h,y}}{dy},$$

where $\varepsilon_{h}$ is the eddy momentum diffusivity and $\nu_{h}$ the kinematic viscosity of the mixture, the latter is obtained using the following expression by Beattie and Walley [49].
The mixture momentum term \( \int_{A_s}^y \rho_H u_H^2 P_{Hs} dy \) can now be expressed as

\[
\int_{A_s}^y \rho_H u_H^2 P_{Hs} dy = 4 \rho_H \left[ \frac{u_{H,max}^2 H_{ch}}{(H_{ch}/2 - \delta)^{7/8}} \left( \frac{7}{8} (y - \delta)^{9/7} + \frac{2 u_{H,max} u_i H_{ch}}{(H_{ch}/2 - \delta)^{1/7}} \right) \right] 
\times \left( \frac{y - \delta^{8/7}}{(y + \delta)} \right)^{7/8} + u_i^2 H_{ch}(y) \right] \]

Setting \( y = H/2 \) and re-arranging Eq. (41) yield a relation for the interfacial shear stress obtained by momentum balance,

\[
\tau_{i,m}\beta = \frac{1}{P_{i,s}} \left[ Ac \left( \frac{dp}{dz} \right) - \frac{d}{dz} \left( \int_{A_s}^{H/2} \rho_H u_H^2 P_{Hs} dy \right) \right] - \Gamma_d u_i + \Gamma_d u_i \right],
\]

where

\[
\omega = \frac{\kappa^2 \psi}{D_\phi} + \frac{\kappa^2 \psi}{D_\phi^2}
\]

It should be noted that the expression by Beattie and Walley has been shown in a previous study by the authors [43] to provide good predictions of pressure drop when incorporated with the Homogeneous Equilibrium Model (HEM). Combining Eqs. (41) and (42) and integrating with respect to \( y \), yield the following expression for velocity profile for the mixture core,

\[
\begin{align*}
\nu_H(y) &= \frac{1}{P_{i,H}} \left[ \omega \mu_g (1 - \omega) (1 + 2.5 \omega) \right] \\
&= \frac{1}{P_{i,H}} \left[ \frac{dp}{dz} \right] + (1 + \omega) \left( \frac{1 + \frac{\kappa^2 \psi}{D_\phi}}{1 + \frac{\kappa^2 \psi}{D_\phi}} \right) dy \\
&+ (\Gamma_d u_i - \Gamma_d u_i + \tau_{i,s}) \left[ \frac{1}{P_{i,H}} \left( 1 + \frac{\kappa^2 \psi}{D_\phi} \right) \right] dy \\
&+ \int_{A_s}^{H/2} \frac{1}{P_{i,H}} \left( 1 + \frac{\kappa^2 \psi}{D_\phi} \right) d dy \left( \int_{A_s}^{H/2} \rho_H u_H^2 P_{Hs} dy \right) dy + u_i. 
\end{align*}
\]

To simplify analysis, the mixture momentum term \( \int_{A_s}^{H/2} \rho_H u_H^2 P_{Hs} dy \) is approximated using a turbulent 1/7th power law velocity profile,

\[
\nu_H(y) = \nu_{max} \left( \frac{y - \delta}{(H_{ch}/2 - \delta)} \right)^{1/7} + u_i,
\]

which has been proven both experimentally and empirically to provide accurate approximations for turbulent pipe flows. The highest velocity, \( \nu_{max} \), at the center of the core, is calculated by applying mass conservation to the mixture core,

\[
\int_{A_s}^{H/2} \rho_H u_H^2 P_{Hs} dy
\]

Noting that \( W_{ch} = H_{ch} \) for the present square micro-channels, Eq. (47) yields

\[
\nu_{max} = \frac{15}{49} \left( \frac{\nu_{H}}{\rho_H} \right) \left( \frac{1}{(H_{ch}/2 - \delta)^2} \right) \frac{60}{(H_{ch}/2 - \delta)} u_i,
\]

where \( \nu_{H} = \nu_H + \nu_i \).

### 3.2.2. Mixture core turbulence model

Applying linear approximation to shear stress across the mixture core, where \( \tau_H = \tau_i \) at the interface, and \( \tau_H = 0 \) at the centerline, gives

\[
\frac{\tau_H(y)}{\tau_i} = \frac{1 - \frac{y'}{\delta_H}}{\delta_H},
\]

where

\[
y' = \frac{y}{\nu_H}
\]
and

\[ u' = \left( \frac{\tau_i}{\rho_i} \right)^{0.5}. \tag{59} \]

Note that the dimensionless mixture core span, \( \delta_m' \), ranges from \( \delta u' / u' \) to \( (H_d/2)u' / v_i \). Eq. (57) can also be expressed as

\[ \frac{\tau_i}{\tau_i} = \left( 1 + \frac{\varepsilon_m}{\varepsilon_m} \right) \frac{du'}{dy'}. \tag{60} \]

where

\[ u' = \frac{u}{u'}. \tag{61} \]

An expression for eddy diffusivity is derived using an approach proposed by Kays [74] and Kays and Crawford [75]. Using Prandtl’s mixing length theory, eddy momentum diffusivity, \( \varepsilon_m / \tau_i \), is expressed as the product of mixing length, \( l^* \), and nondimensional velocity gradient, \( du' / dy' \).

\[ \varepsilon_m = l^* \frac{du'}{dy'}. \tag{62} \]

Using the Van Driest function to account for turbulence damping at the interface, the mixing length is expressed as

\[ l^* = K y^* D = K y^* \left[ 1 - \exp \left( -\frac{\tau_i y^*}{\tau_i A^*} \right) \right], \tag{63} \]

where \( K = 0.4 \) is von-Karman’s constant, and the damping coefficient, \( A^* \), is determined from experimental data [74,75],

\[ A^* = a \left( 1 + b y_i \rho_i^{-0.5} \sqrt{\frac{\tau_i}{\tau_i}} \right)^{-1}. \tag{64} \]

In the present study, the constant coefficients \( a \) and \( b \) in Eq. (64) are determined by aiming for minimum mean absolute error (MAE) when comparing predicted and experimental values of mass flow rate of mixture core, using Eq. (10) for \( m_{exp} \) and Eq. (22) for \( m_{exp} \), where

\[ \text{MAE}(\%) = \frac{1}{N} \sum \left[ \frac{|m_{exp} - m_{exp}}{m_{exp}} \times 100 \right]. \tag{65} \]

\[ m_{exp} = \int_{y}^{y_i} \varepsilon_m u_i dy, \tag{66} \]

and

\[ m_{exp} = m_{exp} + m_{exp}. \tag{67} \]

Fig. 8 shows the values \( a = 26 \) and \( b = 28.18 \) yield the smallest MAE of 12.9%.

Substituting Eqs. (60) and (63) into (62) yields the following relation for eddy diffusivity,

\[ \frac{\varepsilon_m}{\varepsilon_m} = \frac{1}{2} + \frac{1}{2} \sqrt{1 + 4 \left( K y^* \right)^2 \left[ 1 - \exp \left( -\frac{\tau_i y^*}{\tau_i A^*} \right) \right]^2} \left( 1 - \frac{y^*}{\varepsilon_m} \right). \tag{68} \]

Various relations for \( \varepsilon_m / \tau_i \) have been suggested in prior studies [60,76,77] to capture the interfacial damping of turbulence. A recent study by Kim and Mudawar [60] showed better predictions are achieved by reducing the influence of surface tension at the interface by eliminating the term \( (1 - y^* / \varepsilon_m) \) from Eq. (68), which results in the final form used in the present model,

\[ \frac{\varepsilon_m}{\varepsilon_m} = \frac{1}{2} + \frac{1}{2} \sqrt{1 + 4 \left( K y^* \right)^2 \left[ 1 - \exp \left( -\frac{\tau_i y^*}{\tau_i A^*} \right) \right]^2}. \tag{69} \]

\[ \int_{0}^{\gamma} \int_{\gamma} F(y) dy dy. \tag{76} \]
a numerical iterative finite difference scheme is adopted to solve the model equations.

The length of channel is divided into small $\Delta z$ segments, and the model calculations are performed from the axial location corresponding to onset of annular flow to the end of the channel or until saturated flow is sustained. Fig. 9 provides the detailed calculation procedure, which consists of the following steps:

Fig. 9. Solution procedure for annular flow model.
1. Mass flow rate, $m$, hydraulic diameter, $D_h$, inlet pressure, $p_{in}$, and heat flux, $q_0$, are provided as input parameters, and Eqs. (29) and (30) are used to calculate vapor quality, $x_0$, and entrained droplet quality, $e_0$, respectively, at the onset of annular flow.

2. For initial iteration in the axial direction, $(\delta)_1^n$, $(dp/dz)_1^n$, and $(\tau_{wall})_1^n$ are set to zero at the axial location corresponding to onset of annular flow. Here, $i$ and $j$ in $(\delta)_j^n$ represent spatial index and iteration number, respectively.

3. The value of $(\delta)_{i+1}^n$ is assumed for the next $\Delta z$ location in the range of $(1 - \alpha)\delta_i \leq (\delta)_{i+1}^n \leq (1 + \alpha)\delta_i$, with $\alpha$ ranging from 0.2 to 0.5, as axial iteration and refinement in $\delta$ estimation progress.

4. Wall shear stress, $(\tau_{w})_{i+1}^n$, is calculated using the interfacial shear stress relation by Wallis, $(\tau_{wall})_{i+1}^n$, using Eq. (51). Then, interfacial velocity, $(u_i)_{i+1}^n$, pressure gradient, $(dp/dz)_{i+1}^n$, and interfacial shear stress by momentum balance, $(\tau_{mb})_{i+1}^n$, are calculated using Eqs. (35), (36), and (50), respectively.

5. Convergence is checked by comparing $(\tau_{wall})_{i+1}^n$ and $(\tau_{mb})_{i+1}^n$. If the two values are not equal, a new value for $\delta$, using a small increment $\Delta \delta$, is used to re-calculate values in step (4). Steps (3) to (5) are repeated until a value for $\delta$ is found that renders the two shear stresses equal at location $(i + 1)$.

Fig. 10. Calculated annular flow results for $G = 208.8$ kg/m$^2$s and $q_0 = 26,237$ W/m$^2$: (a) Velocity profile at $z = 591.0$ mm compared to 1/7th power profile and constant velocity for mixture core. (b) Velocity profile compared with 1/7th power mixture core profile for four axial locations. (c) Eddy momentum diffusivity profile for mixture core for four axial locations.
(6) Calculated film thickness, \(\delta_{j+1}^{l}\), is checked for convergence by comparing its value with that from the previous step, \(\delta_{j}^{l}\), at five locations downstream from the onset of annular flow. Film thickness for locations farther downstream are calculated without this film thickness convergence test.

(7) Calculated \(\delta_{j+1}^{l}\) and \((dp/dz)_{j+1}^{l}\) are used for the next step in axial iterations.

(8) Values for \((\delta_{j+1}^{l}, (u_{j+1}^{l}, (dp/dz)_{j+1}^{l}, (\tau_{j+1}^{l}, (\tau_{w})_{j+1}^{l}\) are updated at locations \(i\) and \((i + 1)\), and steps (3) to (8) are repeated until the end of the channel or as far as saturated flow is sustained.

(9) Mixture core eddy momentum diffusivity, \(\varepsilon_{m} = \frac{H}{m}\), and heat transfer coefficient, \(h_{f}\), are determined using Eqs. (69) and (75), respectively, over the entire axial calculation domain.

4. Model predictions and assessment

4.1. Velocity and eddy diffusivity profiles

Fig. 10(a) shows velocity profiles for the liquid film and mixture core calculated using Eqs. (34) and (45), respectively, at \(z = 591.0\) mm for \(G = 208.8\) kg/m\(^2\)s and \(q_{w}^{*} = 26,237\) W/m\(^2\). Also shown for comparison are \(1/7\)th power core mixture velocity, \(u_{1/7}^{th}\), and flat core velocity, \(u_{c}\). The calculated mixture core velocity, \(u_{H}\), increases appreciably near the interface then more gradually, before reaching zero slope at the centerline, compared to an unrealistic pointed profile for \(u_{1/7}^{th}\) at the centerline. Most notable is large velocity difference between the liquid film and mixture core, which is manifest in high interfacial shear. The magnified velocity plot in Fig. 10(a) shows the flow changing from laminar in liquid
film to turbulent in the mixture core. The annular liquid film thickness, \( \delta \), for this case is calculated as 20.6 \( \mu \text{m} \).

Fig. 10(b) shows calculated velocity profiles, \( u_f \) and \( u_H \), along with \( u_t/\gamma H \) at four axial locations. Notice that the \( u_f \) profile is flatter upstream, and centerline differences between \( u_f \) and \( u_t/\gamma H \) increase along the channel. Fig. 10(c) shows eddy momentum diffusivity of the mixture core, \( \varepsilon_{m}/\gamma H \), increases in magnitude along the channel, which is the outcome of increased flow rate and therefore greater turbulence in the mixture core. Effects of interfacial damping, which causes the core's eddy momentum diffusivity to drop to zero at the interface, are clearer for the upstream case, \( z = 217.9 \text{ mm} \).

It is important to note that axial variation of mixture viscosity, \( \mu_H \), has significant impact on velocity profile of the mixture core, \( u_H \). Fig. 11(a) shows, for \( G = 208.8 \text{ kg/m}^2\text{s} \) and \( q^*_0 = 26,237 \text{ W/m}^2 \), \( \mu_H \) decreases appreciably upstream, in the low \( x_c \) region, and more mildly downstream, in the high \( x_c \) region. This implies the impact of declining \( \mu_H \) on \( u_H \) is more significant upstream because of higher shear offering greater resistance to velocity profile changes. Fig. 11(b) shows combined viscosity in the Boussinesq approximated form, \( \mu_H (1 + \varepsilon_{m}/\gamma H) \), decreases along the channel, a trend opposite to that for \( \varepsilon_{m}/\gamma H \) captured in Fig. 10(c). The impact of the variation in Fig. 11(b) on \( du_H/\gamma y \) is reflected in the relation

\[
\frac{du_H}{\gamma y} = \frac{\tau_H(y)}{\mu_H \left( 1 + \frac{\varepsilon_{m}}{\gamma H} \right)}.
\]

where \( \tau_H \) is the mixture core shear stress. Fig. 11(c) shows variations of \( \tau_H \) profile along the channel. Notice that shear stress across the film, \( \tau_f \), decreases from \( \tau_w \) at the wall to \( \tau_i \) at the interface, and shear stress across the core, \( \tau_H \), from \( \tau_i \) to zero along the centerline, as shown in the inset in Fig. 11(c). For the downstream location, \( z = 565.4 \text{ mm} \), small \( \mu_H \) causes the velocity profile to undergo more appreciable changes across the core, Fig. 10(b), compared to upstream locations. Smaller value of \( \tau_H \) upstream also contributes

![Fig. 12. Effects of heat flux and mass velocity on (a) velocity profile, and (b) eddy momentum diffusivity at \( z = 434.3 \text{ mm} \).](image-url)
to flatter profile across the core. Calculation of core shear stress, \( \tau_H \), becomes unstable in the vicinity of the centerline because of a singularity in the term \( 1/P_{H_H} = 1/2(H_{lin} - 2y) + 2(W_{in} - 2y) \) for
\[ y = H_{lin}/2 = W_{in}/2 \]
in Eq. (41), which results in large deviations in the magnitude of \( \tau_H \) corresponding to even small changes in the value calculated from terms inside the bracket of Eq. (41).

Fig. 12(a) and (b) show, for \( z = 434.3 \text{ mm} \), the influences of heat flux and mass velocity on velocity profile and eddy momentum diffusivity profile, respectively. Fig. 12(a) shows, for \( G = 208.8 \text{ kg/m}^2\text{s} \), appreciable core fluid acceleration resulting from increasing heat flux, whose magnitude is reflected in that of mixture quality. The same figure shows, for \( q_0 = 14,128 \text{ W/m}^2 \), similar acceleration resulting from increasing mass velocity. Fig. 12(b) shows, for \( G = 208.8 \text{ kg/m}^2\text{s} \), appreciable increase in eddy diffusivity with increasing heat flux. This increase is the outcome of increasing mixing length, \( l^* = KyD \), resulting from increased \( \tau_H \) and decreased \( \mu_H \), according to Eqs. (58) and (59). Fig. 12(b) also shows, for \( q_0 = 14,128 \text{ W/m}^2 \), that eddy diffusivity changes only slightly with increasing \( G \), as the increase in \( e/m_H \) with increasing \( G \) is offset by increasing \( \mu_H \).

Fig. 13. Predicted variations of (a) quality versus axial distance, (b) liquid film thickness versus quality, (c) interfacial and wall shear stresses versus quality, and (d) interfacial and mixture core velocities versus quality, and (e) comparison of predicted and measured local two-phase heat transfer coefficients versus quality. Conditions for the cases shown are \( G = 208.8 \text{ kg/m}^2\text{s} \) and (i) \( q_0 = 10,091 \text{ W/m}^2 \), (ii) \( q_0 = 14,128 \text{ W/m}^2 \), (iii) \( q_0 = 18,164 \text{ W/m}^2 \), (iv) \( q_0 = 22,201 \text{ W/m}^2 \), and (v) \( q_0 = 26,237 \text{ W/m}^2 \).
4.2. Variations of other flow parameters

Fig. 13(a)–(e) show predicted variations of several key parameters with increasing $q''_B$ for a fixed mass velocity of $G = 208.8 \text{ kg/m}^2\text{s}$; Fig. 13(e) also compares predicted and measured values of two-phase heat transfer coefficient. Fig. 13(a) shows location of onset of annular flow is shifted farther upstream with increasing $q''_B$. Fig. 13(a) also shows linear variation of vapor quality, $x_e$, along the channel, which also increases with increasing $q''_B$. In the same figure, entrained droplet quality, $e$, decreases along the channel, and deposition rate, represented by the slope of $e$ relative to $z$, increases with increasing $q''_B$. The film quality, $f$, increases along the channel when deposition rate is greater than evaporation rate, and decreases in the downstream region where evaporation rate becomes stronger. Fig. 13(b) shows annular film thickness follows the trend of $f$ along the channel, with initial thinning following the onset of annular flow, followed by film thickening because of droplet deposition, before thinning again due to stronger evaporation downstream. Fig. 13(c) shows both interfacial shear stress, $\tau_i$, and wall shear stress, $\tau_w$, increase monotonically along the channel. Increased magnitude of $-\frac{dp}{dz}$ with increasing $q''_B$ accounts for the small albeit increasing difference between $\tau_w$ and $\tau_i$. Notice
that, at the onset of annular flow, \( \tau_w \) and \( \tau_i \) both decrease with increasing \( q_w^a \) because of larger cross-sectional area, \( A_w \), larger perimeter, \( P_w \), and higher \( (-dp/dz) \) as reflected by Eq. (32).

Fig. 13(d) shows both interfacial velocity, \( u_i \), and mean core velocity, \( u_c \), increase with increasing quality because of the axial decrease in core density, \( \rho_{th} \), but the increase in \( u_i \) subsides downstream where evaporation becomes more dominant than deposition rate, which also increases core cross-sectional area, \( A_i \). In the same figure, \( u_i \) in the upstream region is shown decreasing with increasing \( q_w^a \) because of smaller liquid film thickness, \( \delta \), and larger cross-sectional, \( A_i \). Fig. 13(e) shows the model provides good predictions of local two-phase heat transfer coefficient, \( h_{tp} \), along the flow direction for the different values of \( q_w^a \) tested. Notice also that predictions are better able to capture the measured trend in the upstream region where nucleate boiling is dominant.

Fig. 14(a)–(e) show predicted variations of several key parameters with increasing \( G \) for a fixed heat flux of \( q_w^a = 14,128 \) W/m\(^2\); Fig. 14(e) also compares predicted and measured values of the two-phase heat transfer coefficient. Fig. 14(a) shows location of onset of annular flow is shifted downstream with increasing \( G \). Entrained droplet quality, \( e \), decreases along the channel as deposition rate, \( G \), which is represented by the slope of \( e \) relative to \( z \), increases with decreasing \( G \). Fig. 14(b) shows the variation of \( \delta \) with \( x_e \) is strongly demarcated by the transition from laminar to turbulent flow, as the interfacial friction factor, \( f_i \), in \( \tau_w \), which is the direct result of increased interfacial shear with increasing \( G \). Fig. 14(c) shows \( \tau_w \) and \( \tau_i \) increase almost linearly along the channel as well as with increasing \( G \). Fig. 14(d) shows \( u_i \) and \( u_c \) also increase along the channel because of decreasing \( \rho_{th} \), but the increase in \( u_i \) abates downstream and even decreases for the lowest mass velocity as evaporation becomes more dominant than deposition rate. Fig. 14(e) shows the model provides good predictions of \( h_{tp} \) along the flow direction for the different values of \( G \) tested.

4.3 Overall assessment of the model predictions

The model predictions are compared to experimental data and assessed using mean absolute error, which is defined for pressure drop across the test module and local two-phase heat transfer coefficient, respectively, as

\[
\text{MAE}(\%) = \frac{1}{N} \sum \left[ \frac{\Delta P_{\text{pred}} - \Delta P_{\text{exp}}}{\Delta P_{\text{exp}}} \times 100 \right]
\]

and

\[
\text{MAE}(\%) = \frac{1}{N} \sum \left[ \frac{h_{\text{pred}} - h_{\text{exp}}}{h_{\text{exp}}} \times 100 \right].
\]

In comparing predicted to measured pressure drop, total pressure drop, \( \Delta P \), is calculated as the sum of components representing inlet contraction, \( \Delta P_c \), upstream single-phase liquid region, \( \Delta P_{tp,f} \), saturated boiling region preceding the onset of annular flow, \( \Delta P_{tp,cor} \), saturated annular flow region, \( \Delta P_{tp,ann} \), and exit expansion, \( \Delta P_e \),

\[
\Delta P = \Delta P_c + \Delta P_{tp,f} + (\Delta P_{tp,cor} + \Delta P_{tp,ann}) + \Delta P_e,
\]

where \( \Delta P_{tp,cor} \) is comprised of a frictional component, \( \Delta P_{tp,f} \), and accelerational component, \( \Delta P_{tp,a} \),

\[
\Delta P_{tp,cor} = (\Delta P_{tp,f} + \Delta P_{tp,a})
\]

Notice that the present model concerns only the saturated annular flow region. The saturated two-phase pressure drop for the region preceding the onset of annular flow is calculated using Eq. (80), based on empirical correlations by Qu [58] for frictional pressure drop multiplier, \( \phi_f \), in

\[
\left( \frac{dp}{dz} \right)_{f} = \left( \frac{dp}{dz} \right)_{f,exp} \phi_f,
\]

and with the accelerational pressure drop, \( \Delta P_{tp,a} \), based on a void fraction relation by Zivi [78],

\[
\alpha = \left[ 1 + \left( \frac{\rho_s}{\rho_f} \right) \left( \frac{1 - x_e}{x_e} \right) \right]^{-1}.
\]

Pressure drop for the saturated annular flow region is calculated using the present model according to

\[
\Delta P_{tp,ann} = p_{0,ann} + \sum_{i=1}^{N} (dp/dz)_{i} \Delta z,
\]

where \( p_{0,ann} \) is pressure at the onset of annular flow calculated from pressure drops for the upstream regions.

Fig. 15. Comparison of annular flow model predictions with experimental data for (a) pressure drop and (b) local heat transfer coefficient for pre-dryout annular flow.
Fig. 15(a) shows the model provides very good predictions of pressure drop, evidenced by a MAE for 69 data points of 16.22%, with \( \theta = 97.10\% \) and \( \xi = 100.00\% \) of the data falling within 30% and 50% of the data, respectively.

Fig. 15(b) shows the annular flow model is equally successful at predicting local heat transfer coefficient, with a MAE for 388 pre-dryout data points of 8.35%, and with \( \theta = 98.45\% \) and \( \xi = 99.74\% \) of the data predicted within 30% and 50% of the data, respectively.

Despite good predictive capability against the present data, the model can benefit from further improvement in ability to tackle different fluids and broad ranges of inlet pressure, mass velocity, heat flux, aspect ratio, and length-to-diameter ratio. Reliance on broader parameter ranges can also facilitate development of more accurate relations for initial entrainment, \( e_0 \), and deposition coefficient, \( k \). Future experimental work must also include direct measurement of droplet entrainment mass flow rate, \( \dot{m}_e \), (see [88]) to enable accurate determination of local droplet quality, \( e_0 \), which would ultimately lead to better theoretical determination of film thickness. Modeling of annular liquid film would also benefit from direct measurements using high speed video [79] and thickness probes [80]. But perhaps most beneficial for development of annular flow models is detailed PIV measurement [81] of both velocity and turbulence in the core.

5. Conclusions

This study investigated pressured drop and heat transfer characteristics for saturated flow boiling in micro-channel heat sinks specific to the annular flow regime. The control volume method was employed to construct a theoretical model for annular flow, including new relations for liquid droplet entrainment and deposition. Unlike prior annular flow models, the present model includes detailed assessment of turbulence effects in the vapor core, enabling the development of detailed cross-sectional profiles for momentum diffusivity, velocity, and shear stress. Predictive accuracy of the model was assessed against experimental data for R134a using a 609.6-mm long and 203.2-mm wide micro-channel heat sink containing 100 of 1 \times 1-mm² flow channels. Followings are key conclusions drawn from the study.

1. New empirical relations were developed for initial droplet entrainment at the onset of annular flow, as well as gradual droplet deposition along the channels.
2. A detailed model of the vapor core was provided which accounts for entrained liquid droplets, core mixture density and viscosity, and variations of eddy momentum diffusivity both across and along the channels. The eddy diffusivity profiles account for damping of turbulence along the liquid vapor interface.
3. The model shows good accuracy against 69 experimental pressure drop data points, with MAE of 16.22%, and 97.10% and 100.0% of the data predicted within 30% and 50%, respectively.
4. The model also shows good accuracy against 388 data points for local two-phase heat transfer coefficient, evidenced by a MAE of 8.35%, and with 98.45% and 99.74% of the data predicted within 30% and 50%, respectively.
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