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Historically, study of two-phase flow instabilities has been arguably one of the most challenging endeav-
ors in heat transfer literature due to the wide range of instabilities systems can manifest depending on
differences in operating conditions and flow geometry. This study utilizes experimental results for verti-
cal upflow boiling of FC-72 in a rectangular channel with finite inlet quality to investigate Density Wave
Oscillations (DWOs) and assess their potential impact on design of two-phase systems for future space
missions. High-speed flow visualization image sequences are presented and used to directly relate the
cyclical passage of High and Low Density Fronts (HDFs and LDFs) to dominant low-frequency oscillations
present in transient pressure signals commonly attributed to DWOs. A methodology is presented to
determine frequency and amplitude of DWO induced pressure oscillations, which are then plotted for
a wide range of relevant operating conditions. Mass velocity (flow inertia) is seen to be the dominant
parameter influencing frequency and amplitude of DWOs. Amplitude of pressure oscillations is at most
7% of the time-averaged pressure level for current operating conditions, meaning there is little risk to
space missions. Reconstruction of experimental pressure signals using a waveform defined by frequency
and amplitude of DWO induced pressure fluctuations is seen to have only moderate agreement with the
original signal due to the oversimplifications of treating DWO induced fluctuations as perfectly sinusoidal
in nature, assuming they occur at a constant frequency value, and neglecting other transient flow fea-
tures. This approach is nonetheless determined to have potential value for use as a boundary condition
to introduce DWOs in two-phase flow simulations should a model be capable of accurately predicting fre-
quency and amplitude of oscillation.

� 2018 Elsevier Ltd. All rights reserved.
1. Introduction

1.1. Importance of dynamic behavior in two-phase thermal
management systems

Due to their superior ability to cool high energy density devices,
engineers worldwide are considering two-phase flow thermal
management systems to tackle the next generation of device cool-
ing challenges [1]. Researchers at the Purdue University Boiling
and Two-Phase Flow Laboratory (PU-BTPFL) and other organiza-
tions have investigated many different configurations to efficiently
utilize phase change heat transfer for thermal management,
including capillary-driven devices [2–4], pool boiling ther-
mosyphons [5–7], falling film [8,9], channel flow boiling [10,11],
micro-channel boiling [12–16], jet impingement [17–20], and
spray [21–27], as well as hybrid configurations [28–31] involving
two or more of these schemes.

Although a capable option for any thermal management
challenge, systems capitalizing on phase change heat transfer are
particularly attractive options for utilization in aerospace
thermal-fluid systems where their orders-of-magnitude improve-
ment in heat transfer coefficient allow for appreciable reductions
in size and weight of hardware. Because of this potential, there is
a push by space agencies worldwide to develop the technology fur-
ther and allow implementation in both space vehicles and plane-
tary bases. Current targets for adoption of phase change
technologies include Thermal Control Systems (TCSs), which con-
trol temperature and humidity of the operating environment, heat
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Nomenclature

A amplitude
Bo boiling number
Co confinement number
Dh hydraulic diameter
f frequency
Frf liquid Froude number
G mass velocity
g Earth’s gravitational constant
H height of flow channel’s cross-section; digital filter

transfer function
hfg latent heat of vaporization
Ld development length of flow channel
Le exit length of flow channel
Lh heated length of flow channel
_m mass flow rate
Npch phase change number
P pressure
P’ mean-subtracted pressure fluctuations
Q total heat input
q00 heat flux on heated perimeter of channel
Ref liquid Reynolds number
T temperature
t time
Uchar characteristic velocity
v specific volume
W width of flow channel’s cross-section
Wef liquid Weber number
xe thermodynamic equilibrium quality
z variable indicating digital domain

Greek symbol
l dynamic viscosity
lP mean of pressure set, statistical parameter
q density
qcc cross correlation coefficient, statistical parameter
r surface tension
rP standard deviation of pressure set, statistical parameter

Subscripts
ave average
exp experimental (measured)
f saturated liquid
g saturated vapor
in inlet to heated portion of channel
k Fourier series index
out outlet to heated portion of channel
rec reconstructed
SE single event
w wall

Acronyms
CHF critical heat flux
DWO density wave oscillation
FBM flow boiling module
HDF high density front
LDF low density front
PCI parallel channel instability
PDO pressure drop oscillation
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receiver and heat rejection systems for power generating units, and
Fission Power Systems (FPSs), which are projected to provide high
power as well as low mass to power ratio [32–34].

Unlike most ground-based systems, design of thermal-fluid
space systems has the added difficulty of hardware lifecycles
encountering a wide range of operating environments. From the
hyper-gravity associated with launch, to the micro-gravity of orbit
and/or deep space, to the varying gravitational fields associated
with operation on various extra-terrestrial bodies, any thermal
management system designed for aerospace applications will need
to be robust to drastic changes in operating conditions. This is par-
ticularly difficult for systems involving phase-change, as phenom-
ena related to buoyancy and surface tension can have large effects
on critical aspects of two-phase flow such as flow regime, phase
distribution, and even the nucleation process itself. Prior studies
conducted with the aid of parabolic flight have shown changes in
local acceleration lead to dynamic changes in flow boiling behav-
ior, with similar operating conditions tested in micro-gravity and
hyper-gravity environments yielding significant difference in flow
boiling heat transfer [35,36].

In addition to alterations in system performance due to direct
changes in operating environment (i.e., changes to local accelera-
tion), changes to ambient thermal environment of the system often
necessitate changes in operation mode. Be it due to the cyclical
nature of solar exposure in orbiting vehicles, differences in ambi-
ent temperature between operations in space (transit) and some
terrestrial environment (Moon, Mars, etc.), or changes in thermal
loading due to periodic operation of high-energy instruments, it
is likely any dedicated two-phase flow thermal management sys-
tem will need to operate across a range of flowrates, heat fluxes,
and pressures. Many studies have shown how changes to these
parameters can instigate the onset of flow boiling instabilities,
expressing transition criteria in the form of both stability maps
[37–39] and transition correlations [40–43], but further study of
the characteristics of these instabilities and other transient phe-
nomena is necessary.

1.2. Flow boiling instabilities and transient phenomena

Due to complex interplay between thermo- and hydro-dynamic
effects, two-phase flows with mass transfer (flow boiling, flow con-
densation) commonly exhibit flow ‘instabilities’, which are
dynamic, transient events manifesting under certain operating
conditions that can impact system performance. The origin of the
study of two-phase flow instabilities is commonly attributed to
Ledinegg [44], who discovered for certain operating conditions
two-phase flow systems experience a jump from an unstable loca-
tion to a stable location on the system’s internal-external pressure
curve. This manifests as a change in both system mass velocity and
operating pressures.

Several decades later researchers began to investigate less
noticeable, more persistent transient phenomena found in two-
phase flow systems [45–47], with special attention paid to Density
Wave Oscillations (DWOs) [48,49]. It was around the same time
that Boure et al. published their seminal review of two-phase flow
instabilities [50], which provided the basis for many continuing
investigations of dynamic flow behavior in two-phase flow sys-
tems. Of key importance from their work is the classification of
instability modes based in part on the frequency at which they
occur, an attribute investigated extensively in the present study.

Over the ensuing decades through present day, researchers
have continued investigating instabilities and transient behavior
observed in experimental two-phase flow thermal management
systems, focusing on DWOs [51–54], Parallel Channel Instability
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(PCI) [55–57], Pressure Drop Oscillations (PDOs) [58–60], and
interaction of multiple instability modes [61,62]. Recent reviews,
such as those by Tadrist [63], Kakac and Bon [64], and Ruspini
et al. [65] provide updated surveys of literature relating to phe-
nomena first reported by Boure et al. [50], including overviews of
approaches taken towards modeling their behavior.

Many recent experimental studies concerning two-phase flow
heat transfer have also begun to focus more on aspects of transient
system behavior other than primary instability modes, centering
on bubble dynamics in micro-channels [66], general temperature,
pressure, and heat transfer fluctuations [67–71], transient flow
pattern transitions [72], and even system response to manually
induced periodicity [73]. It is expected that much of the transient
behavior observed in these studies can be related to either instabil-
ities present in two-phase flow systems or externally induced
oscillations, and adoption of a systematic analysis approach by
the two-phase flow community at large could greatly homogenize
interpretation of results.

This growing body of work dealing with two-phase flow insta-
bilities and transient behavior has led to broadened understanding
of the driving forces behind two-phase flow instabilities and the
conditions under which they occur, as well as the need to mitigate
them when operating near critical conditions (e.g., critical heat flux
(CHF), dryout, or choking). Development of general predictive tools
capable of characterizing two-phase flow instabilities is still a defi-
ciency in existing literature, however, with many existing models
incorporating experimental results as boundary conditions, mak-
ing assumptions regarding amplitude of oscillation, or requiring
prohibitively large computational resources to provide reasonable
prediction of two-phase flow instabilities. Underlying this lack of
useful design tools for mitigation of two-phase flow instabilities
is the lack of experimental data clearly characterizing key instabil-
ity features, a deficiency this study aims to help rectify.

1.3. Objectives of study

This study is part of an ongoing collaboration between Pur-
due University Boiling and Two-Phase Flow Laboratory (PU-
BTPFL) and NASA Glenn Research Center (GRC) whose ultimate
goal is to develop the Flow Boiling and Condensation Experi-
ment (FBCE) for the International Space Station (ISS). A
detailed summary of outcomes from the project thus far,
including key objectives, experimental methodology, analytic
approaches, and other relevant works, can be found in a recent
summary article [74].

The current work deals with flow boiling and augments prior
work dealing with experimental investigation and prediction of
key design parameters such as heat transfer coefficient [75–78],
pressure drop [53,79,80], and critical heat flux [81–87], with a
comprehensive analysis of experimental data for DWOs evident
in vertical upflow boiling. It also aims to utilize this information
to determine any potential impact of DWOs on the operation of
FBCE on the ISS. Objectives for analysis are:

(1) Use transient pressure signals and flow visualization images
to provide a comprehensive characterization of DWOs along
with a physically consistent explanation for their manifesta-
tion in vertical upflow boiling.

(2) Analyze a large database of vertical upflow cases exhibiting
DWO behavior to better draw conclusions regarding trends
for frequency and amplitude of DWO induced pressure
oscillations.

(3) Present analysis regarding the viability of reconstructing
transient pressure results using detected frequency and
amplitude, with the aim of better informing DWO model
development.
This work builds directly on prior studies by the current authors
[53,54], which established an approach for the characterization of
DWOs based on amplitude and frequency of induced pressure
oscillations. Great care was taken in isolating physical, dynamic
behavior due to DWOs from mechanically-induced oscillatory
behavior through careful analysis of transient pressure signals
and corresponding fast Fourier transforms, and conclusions from
these works provided a starting point fromwhich the present anal-
ysis was begun. It should also be noted that this work is the com-
panion study to another [88] presenting a new analytic model for
predicting frequency and amplitude of DWOs in vertical upflow
boiling.
2. Experimental methods

2.1. Flow boiling module

As a part of the FBCE designed towards eventual use on the
ISS, the Flow Boiling Module (FBM) is a test section instrumented
to allow capture of high-speed photography through transparent
polycarbonate sidewalls while simultaneously allowing detailed
flow boiling heat transfer and pressure drop measurements to
be made over a heated length composed of copper top and bot-
tom walls with resistive heaters soldered to their backs and ther-
mocouples imbedded. Fig. 1(a) illustrates how the FBM is
constructed by clamping three pieces of transparent polycarbon-
ate plastic (Lexan) between two aluminum support plates.
Although Fig. 1(a) indicates two o-rings are used to seal the fluid
path, only one is actually used due to difficulties in assembly
with two. Fig. 1(b) shows the middle polycarbonate piece is
milled out to create a rectangular 2.5-mm wide, 5-mm tall flow
channel with a development length of 327.9 mm followed by a
heated length of 114.6 mm, constructed by recessing oxygen-
free copper slabs flush with the channel’s top and bottom walls.
Each copper slab has six 4.5-mm wide, 16.4-mm long, 188-X
resistive heaters soldered to their backs, evenly spaced with
small gaps between successive heaters to allow temperature
measurements to be made using type-E thermocouples. Heat flux
to each wall can be controlled separately, although the present
study deals only with cases where heat is supplied evenly to both
heated walls.

Fig. 1(c) shows images of the actual FBM with key points iden-
tified. The top view shows the five pressure measurement points,
comprised of three along the development length, one upstream
of the heated length, and one downstream of the heated length.
Fig. 1(c) also illustrates the location of inlet and outlet fluid tem-
perature measurements, performed using type-E thermocouples
inserted directly into the flow.
2.2. Flow boiling test loops

The present study utilizes results from two separate sets of flow
boiling experiments performed over a two-year period (2015 and
2016), both performed with FBM as test module, but using differ-
ent peripheral equipment. Based on conclusions from a proceeding
study by the present authors [54], DWO induced behavior within
the test section was seen to be largely independent of component
selection within the flow loop, meaning the comparison of experi-
mental results from the two studies constitutes a good check for
the repeatability of DWOs across separate test runs with similar
operating conditions.

Fig. 2(a)–(d) provides both schematics and photos of hardware
used in each respective set of experiments. In both cases, an Ismat-
ech MCP-z magnetically-coupled gear pump is used to circulate the



Fig. 1. (a) Exploded view of the flow boiling module (FBM). (b) Schematics of FBM fluid path and heated wall temperature measurement locations. (c) Photos of FBM with key
components labeled.

L.E. O’Neill et al. / International Journal of Heat and Mass Transfer 125 (2018) 1240–1263 1243
working fluid, FC-72, through the system. Exiting the pump, the
fluid passes through a filter to remove any particulates before
entering a turbine flow meter for flow rate measurement. After
the flow meter, the fluid enters the bulk heater(s) where power
is supplied to set the fluid’s thermodynamic conditions before
entering the FBM.
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Fig. 2. (a) Schematic and (b) photos of year 1 (2015) experimental flow boiling facility, and (c) schematic and (d) photo of year 2 (2016) experimental flow boiling facility.
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In both sets of experiments wall heat flux in the flow boiling
module is controlled using the FBM heater control module,
which also ensures the module’s safety by automatically dis-
abling the power supply should any of the heated wall temper-
atures exceed 125 �C (occurring only during the CHF transient).
Upon exiting the test section, the fluid passes through a con-
denser to return to a subcooled, single-phase liquid state before
entering the pump.

Key differences to note between the two systems are:

(1) The use of two small Cast-X bulk heaters in Fig. 2(a) versus
one larger Cast-X bulk heater in Fig. 2(c).

(2) A liquid-to-liquid heat exchanger is used to condense the
fluid in Fig. 2(a), versus a liquid-to-air heat exchanger in
Fig. 2(c).

(3) Use of a reservoir in Fig. 2(a) versus an accumulator in
Fig. 2(c).

It is also worth noting that the system used in year 2 (2016)
and depicted schematically in Fig. 2(c) contains a far greater
number of pressure transducers throughout the loop to better
assess the impact of different system components of flow
dynamic behavior.
Data throughout both systems are obtained with an NI SCXI-
1000 data acquisition system controlled by a LabVIEW code. Pres-
sure transducers are sampled at 200 Hz, allowing high fidelity
transient analysis of pressure signals.

Images are captured at a rate of 2000 frames per second (fps)
with a pixel resolution of 2040 � 156 spanning the total 114.6-
mm heated length. Illumination is provided from the opposite side
of the flow channel by blue LEDs, with light passing through a light
shaping diffuser (LSD) to enhance illumination uniformity.
2.3. Operating conditions and measurement uncertainty

Full operating conditions for each set of experiments conducted
and details regarding operating procedure can be found in the orig-
inal experimental studies associated with each [53,54]. The subset
of operating conditions used for the present study is provided in
Table 1, and corresponds to the full range of operating conditions
(mass velocities, inlet qualities, heat fluxes, and inlet pressures)
for which DWOs are observed in vertical upflow orientation. As
discussed in [54], DWOs do not manifest in the current test geom-
etry for highly subcooled inlet conditions, so all cases presented
here correspond to finite inlet qualities. Further, only vertical



Table 1
Operating conditions used in present study.

Experiment subset G [kg/m2 s] xe,in q’’ [W/cm2] Pin [kPa] Datapoints

Year 1 (2015) 190.7–1978.9 0.00–0.69 1.0–22.5 109.7–190.3 192
Year 2 (2016) 199.5–808.8 0.00–0.18 0 .0–28.3 130.7–229.3 44
Overall 190.7–1978.9 0.00–0.69 0.0–28.3 109.7–229.3 236
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upflow is selected to limit analysis to a commonly employed flow
boiling orientation for Earth-based systems.

Type-E thermocouples with an accuracy of ±0.5 �C are used to
measure fluid and heated wall temperatures throughout the facil-
ity. Pressure measurements throughout the flow loop are made
using pressure transducers with an accuracy of ±0.1%, which corre-
sponds to an accuracy for all pressure drop measurements of ±0.2%.
Pressure transducers used in the present study possess a mechan-
ical response time of less than 1 ms, allowing the signal to be sam-
pled at 200 Hz (once every 0.005 s). The turbine flow meter has an
accuracy of ±0.1%. The wall heat input is measured with an accu-
racy of ±0.5 W.

3. Analysis of density wave oscillation (DWO) phenomenon

3.1. Density wave oscillations (DWOs) in micro-channels versus
mini/macro-channels

In many prior works [49–52] DWOs have been explained as
resulting from delay and feedback effects between thermal and
hydrodynamic phenomena present within two-phase flows. In
micro-channels, the phenomenon leading to DWOs is easily visible,
as large values of confinement number,

Co ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

r
gðqf�qg Þ

q
Dh

; ð1Þ

representing the ratio of Taylor Wavelength to channel hydraulic
diameter, lead to vapor formation via nucleation on a scale compa-
rable to the hydraulic diameter. This displaces significant amounts
of liquid within the channel, and can cause instantaneous mass con-
servation imbalances between the channel inlet and outlet, leading
to a surge of liquid (and associated pressure drop) which ensures
continuity is satisfied in time-averaged fashion.

In mini/macro channels (such as in the present FBM), however,
vapor generation through nucleation is not of a scale comparable
to hydraulic diameter, meaning other explanations must be pre-
sent for the pressure and flowrate oscillations experimentally
detected and associated with DWOs. This also severely limits the
applicability of some existing correlations for frequency of oscilla-
tory behavior, such as those recently investigated by Lee et al. [60]
for pressure oscillations in micro-channel boiling, which depend
primarily on the nucleation process and associated surface tension
effects.

Classic mini-channel DWO studies, such as the works of Ishii
[89], Belblidia and Bratianu [90], and Lahey and Podowski [47],
dealt primarily with subcooled flow boiling and attributed low-
frequency oscillations in pressure and flowrate to feedback
between changes in system pressure and thermophysical proper-
ties. In a simple example, an increase in system pressure would
lead to a change in position of the Onset of Nucleate Boiling
(ONB) point, which would change the pressure-drop characteris-
tics of the system, causing the system pressure to drop, the ONB
point to change in the opposite direction, and the process to repeat
itself.

These works included extensive analysis, primarily focused on
development of full two-phase flow field models (slip flow, drift
flux, even homogeneous equilibrium model) and applying classic
stability theory to governing equations to determine stability
boundaries, leading to the development of stability maps such as
that of Ishii and Zuber [37] (developed for use with the experimen-
tal data of Solberg [91]).

This classic analysis does not fit well with experimental data
observed by the present authors in a prior study [54], however,
which saw little appreciable oscillatory behavior in the relevant
frequency range (�0.5–10 Hz) for subcooled flow boiling in the
FBM. Indeed, the recent review of Ruspini et al. [65] indicated
the presence of three ‘types’ of DWOs in the literature: Type 1,
due to gravity, Type 2, due to friction, and Type 3, due to momen-
tum. The underlying idea is DWOs could be formed by different
combinations of forces/driving behaviors depending on operating
conditions and test section geometry, with all eventually yielding
oscillations in the low frequency range.

This dependence on operating conditions for both when and
how DWOs manifest is more accommodating to experimental con-
ditions such as those in [54] which do not fit the classical descrip-
tion of DWOs well, but nonetheless exhibit strong signs of
oscillatory behavior commonly attributed to DWOs. In keeping
with this, the present study will neglect the classic analysis
approach and focus on determining the mechanisms behind for-
mation of DWOs by starting from flow visualization images and
applying analysis focused on perceived dominant hydrodynamic
and thermodynamic effects during the DWO process (i.e., body
force, phase change, etc.).

It should be noted, prior to beginning analysis of experimental
results in the present section leading up to the presentation of a
comprehensive mechanistic description of the process through
which DWOs occur in mini/macro-channels similar to the current
configuration, that significant effort has been made in a prior study
by the current authors [54] to isolate DWO behavior from transient
phenomena artificially induced by mechanical components (e.g.,
pump operating frequency, condenser fan vibrations, etc.). The
prior work should be consulted if additional distinction between
DWO induced oscillations and other fluctuations present in two-
phase flow systems is necessary.
3.2. Analysis of transient pressure signals

As shown in prior works [53,54], a first step in determining
the presence and impact of DWOs within a system is analysis
of transient pressure results. A prior study by the present authors
[54] investigated changes in other key parameters such as mass
velocity and temperature along with pressure in cases with and
without DWOs present, but for the present work analysis will
be limited to transient pressure signals as it has been shown to
most clearly illustrate the presence and influence of DWOs within
the system.

Fig. 3(a)–(c) provides transient pressure results corresponding
to measurement locations at the inlet and outlet of the FBM’s
heated length, along with Fourier transforms of each signal, for
mass velocities of G = 234.2 kg/m2 s, 834.1 kg/m2 s, and 1978.9
kg/m2 s, respectively, all gathered during year 1. It should be noted
that, for each subfigure, two transient plots are provided: one
encompassing the entire 20-s period used to perform the fast
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Fourier transform, and another displaying only the first 3 s of data
to better highlight characteristics of each individual curve.

Fig. 3(a) shows that, for the lowest mass velocity of G = 234.2
kg/m2 s, both inlet and outlet pressure signals exhibit behavior
indicative of DWOs in the 0.5–5 Hz frequency range. It is clear,
however, that the inlet pressure signal experiences significantly
larger fluctuations, and these fluctuations are sharper in nature.
The short-duration transient plot clearly displays near-sinusoidal
behavior by the outlet pressure, while the inlet pressure seems
to be characterized more by sharp departures from a nominal
value. This type of oscillatory behavior is periodic in nature but
not perfectly sinusoidal, a distinction which will become important
in later analysis.

Fig. 3(b), corresponding to the moderate mass velocity of G =
834.1 kg/m2 s, shows that as mass velocity is increased larger pres-
sure fluctuations are seen at both inlet and outlet. Similar to Fig. 3
(a), the outlet pressure behaves in a near-sinusoidal fashion, while
the inlet is characterized by sharp departures from a nominal level.
This difference in behavior is also clearly manifest in the frequency
composition of each signal, with both inlet and outlet pressures
exhibiting a peak at �2 Hz, but with significantly more spread in
frequency composition seen in the inlet signal as compared to
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the outlet signal. Also of interest is the clear presence of a slight
phase shift between inlet and outlet pressures when analyzing
the short-duration transient plot. Peaks in inlet pressure are fol-
lowed shortly by peaks in outlet pressure, and troughs in inlet
pressure lead to troughs in outlet pressure shortly after. The fact
that these two pressure measurement locations do not exhibit
in-phase fluctuations indicates the passage of a transient through
the heated length of the test section.

Fig. 3(c) reinforces the trends evident in the first two subfigures
by providing similar results for the highest mass velocity case of G
= 1978.9 kg/m2 s. Similar to Fig. 3(a), peak frequencies of oscilla-
tion for inlet and outlet pressures differ slightly.

Across all three subfigures for the present operating conditions
corresponding to finite quality flow within the test section at var-
ious pressures and mass velocities DWOs are seen to manifest. Dif-
ferences are present when comparing inlet and outlet pressure
curves for certain cases, however, primarily in frequency of oscilla-
tion. This is likely due to some combination of thermal and hydro-
dynamic effects taking place within the heated length of the test
section, and is indicative of DWOs being characterized by passage
of a transient through the system.

3.3. Flow visualization images

Although imaging of two-phase flow with finite quality often
yields inferior results to that of subcooled boiling due to the neces-
sity of imaging through a disturbed liquid film (as is the case for
annular flow), important conclusions regarding the formation
and occurrence of DWOs in the present system may be drawn
nonetheless through careful analysis of flow visualization
sequences. Although mentioned when discussing experimental
methods, it should be noted again that images presented here cor-
respond to the entire 114.6-mm heated length of the FBM and are
captured at a rate of 2000 fps with an electronic resolution of 2040
� 174 pixels. Additionally, all images presented within the present
section correspond to tests performed during year 1.
Fig. 4(a)–(e) depicts five sequences of images for a test case cor-
responding to mass velocity of G = 407.8 kg/m2 s, inlet quality xe,in
= 0.03, average inlet pressure Pin = 116.0 kPa, and heat flux q’’ = 7.2
W/cm2. Each consecutive set of images is separated by 0.005 s, and
the entire range of images across Fig. 4(a)–(e) corresponds to a sin-
gle consecutive set of images spanning 0.5 s of real-time.

Fig. 4(a) illustrates that, for an arbitrary starting point selected
within the imaging sequence, flow through the heated length of
the test section is nominally annular. However, as time progresses,
a point is reached at which flow into the heated length is no longer
annular, but is instead largely liquid. This point is indicated in
Fig. 4(a) with a white arrow. As time advances further, this front
(still indicated by a white arrow) is seen to move along the length
of the channel, with nucleate boiling now taking place within the
liquid as opposed to film evaporation common to annular flow.

Just prior to the transition from Fig. 4(a)–(b), it can be seen that
the entire channel length becomes occupied by liquid, with sub-
cooled boiling taking place along the heated walls. At the start of
Fig. 4(b), however, a pocket of vapor is clearly seen to begin work-
ing its way along the channel length, highlighted again by a white
arrow. As the front of the vapor pocket moves along the channel
length, it begins to lose its crisp boundary, instead devolving back
into annular flow, evident from the increased presence of interfa-
cial waves which are a key characteristic of vapor core flow past
a liquid film. Annular flow continues to dominate throughout
Fig. 4(b), similar to the flow conditions present within Fig. 4(a).

Just prior to transitioning to Fig. 4(c), however, the liquid film in
the entrance region begins to show signs of drying out. This contin-
ues throughout Fig. 4(c), with significantly reduced liquid content
present in the heated length of the channel, and, by the time Fig. 4
(d) is reached, the heated length becomes almost entirely devoid of
liquid.

Halfway through Fig. 4(d), however, another liquid wetting
front emerges, clearly indicated with white arrows. This high den-
sity front advances along the channel length, with nucleate boiling
taking place within it similar to the behavior seen in the latter half
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Fig. 4. Consecutive flow visualization image sequences for vertical upflow boiling with G = 407.8 kg/m2 s, xe,in = 0.03, Pin = 116.0 kPa, and q00 = 7.2 W/cm2, spanning (a) 0.005–
0.100 s, (b) 0.105–0.200 s, (c) 0.205–0.300 s, (d) 0.305–0.400 s, and (e) 0.405–0.500 s. Time difference between consecutive image sequences is Dt = 0.005 s.
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of Fig. 4(a). As the front reaches the end of the heated length
increased vapor content causes it to transition away from sub-
cooled boiling of the liquid slug towards annular flow with film
boiling as seen in Fig. 4(b).

This behavior continues for the first portion of Fig. 4(e), until
roughly halfway through another vapor (low density) front
emerges at the inlet of the channel, clearly indicated with white
arrows. This repetition of behavior seen in Fig. 4(b) indicates the
passage of high density (liquid) and low density (vapor) fronts,
with annular flow occupying the interim periods, is a cyclical
process.

Fig. 5(a)–(e), displaying flow visualization image sequences for
the higher mass velocity of G = 821.6 kg/m2 s, inlet quality xe,in =
0.06, average inlet pressure Pin = 123.8 kPa, and heat flux q’’ = 7.2
W/cm2, further reinforces the concept that the passage of high
and low density fronts is cyclical in nature. Within each subfigure
clear regions of annular flow (characterized by the presence of
interfacial waves) give way to the passage of darker colored
regions comprised of liquid distributed throughout the cross-
sectional area of the channel. These features are clearly identified
with white arrows in Fig. 5(a).

Fig. 5(b) and (c) also shows signs of the passage of high density
fronts, but these are much smaller in size than those seen in Fig. 5
(a). Not until Fig. 5(d) is another high density front of significant
length observed, again marked by white arrows.

Similarly, Fig. 6(a)–(e) present flow visualization images for the
highest mass velocity of G = 1636.5 kg/m2 s, inlet quality xe,in =
0.01, average inlet pressure Pin = 154.6 kPa, and heat flux q’’ = 7.2
W/cm2, in which alternating passage of high and low density fronts
can clearly be seen. Beginning with Fig. 6(a), where the front and
back of the first two high density fronts are indicated with white
arrows, every subfigure shows some indication of alternating high
and low density zones.

The possible exception to this is Fig. 6(d), which seems to exhi-
bit a largely constant flow composition over its 0.1-s duration.
Although flow regimes are more difficult to distinguish here as
compared to lower flow velocity cases, annular flow seems to dom-
inate in Fig. 6(d), evidenced by the presence of dark, wavy features
in the near-wall region. This reinforces the notion that annular, co-
current flow is the nominal flow configuration for these cases.

Across Figs. 4–6, flow visualization image sequences indicate
the clear presence of cyclical passage of high and low density
fronts through the heated length of the test module, with annular
flow providing a neutral state between the two. Recalling the clear
periodic behavior seen within transient pressure signals in Fig. 3, it
can be hypothesized that the two phenomena are interrelated, and
that the cyclical passage of high and low density fronts are the
cause of low frequency oscillatory behavior attributed to DWOs.

All of this information is combined in Fig. 7(a)–(c), which dis-
play, respectively, select flow visualization images, a table of
single-event frequencies for the cyclical passage of high and low
density fronts, and transient pressure results for G = 1221.9 kg/
m2 s, inlet quality of xe,in = 0.02, average inlet pressure of Pin =
129.1 kPa, and heat flux of q’’ = 7.3 W/cm2. After identifying the
passage of high density fronts within high speed flow visualization
images as shown in Fig. 7(a), single event frequencies can be found,
with single event frequency fSE defined as

f SE ¼
1

tHDF;2 � tHDF;1
; ð2Þ

where tHDF,2 and tHDF,1 refer to the times (relative within the image
sequence) at which the first and second high density fronts (HDFs)
are observed passing through the test section, respectively. Some
values for single even frequency are tabulated in Fig. 7(b).

These values can be compared to the peaks in amplitude versus
frequency plots provided for the associated transient pressure
curves in Fig. 7(c), presented in a fashion identical to that in
Fig. 3. The peak frequency of oscillation for inlet pressure in this
case falls between 3 and 4 Hz, while for the outlet pressure it is
between 2 and 3 Hz. Tabulated values for fSE in Fig. 7(b) fall within
the range of 4–7 Hz, which are slightly higher than the peak
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Fig. 5. Consecutive flow visualization image sequences for vertical upflow boiling with G = 821.6 kg/m2 s, xe,in = 0.06, Pin = 123.8 kPa, and q00 = 7.2 W/cm2, spanning (a) 0.005–
0.100 s, (b) 0.105–0.200 s, (c) 0.205–0.300 s, (d) 0.305–0.400 s, and (e) 0.405–0.500 s. Time difference between consecutive image sequences is Dt = 0.005 s.
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Fig. 6. Consecutive flow visualization image sequences for vertical upflow boiling with G = 1636.5 kg/m2 s, xe,in = 0.01, Pin = 154.6 kPa, and q00 = 7.2 W/cm2, spanning (a)
0.005–0.100 s, (b) 0.105–0.200 s, (c) 0.205–0.300 s, (d) 0.305–0.400 s, and (e) 0.405–0.500 s. Time difference between consecutive image sequences is Dt = 0.005 s.
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frequencies present after taking a Fourier transform of the experi-
mental data, although still very close. The failure to align exactly
with the peak frequencies shown in Fig. 7(c) can be attributed to
the fact that the fast Fourier transform performed to produce the
amplitude versus frequency plots shown is conducted over a 20-s
period, while the single event frequencies were evaluated over a
period of only 0.735 s. High speed imaging was limited to short
durations due to data storage limitations, but, were it possible to
evaluate single-event frequencies over a similar 20-s period, it is
likely the statistical distribution of fSE would begin to match the
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amplitude versus frequency plots in Fig. 7(c) exactly (similar to the
result seen when analyzing year 2 images in [54]). It is expected
future experiments may not face these imaging duration
limitations and will help provide full validation that dominant
low-frequency pressure oscillations are a direct result of the
passage of HDFs.
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3.4. Explanation of density wave oscillation phenomenon

Having used both transient pressure results and flow visualiza-
tion image sequences to describe the characteristics of DWOs
within the present system and prove that pressure fluctuations
in the low-frequency (�0.5–10 Hz) range can be associated with
cyclical passage of high and low density fronts (regions comprised
of mostly liquid and mostly vapor, respectively), it is now possible
to present a comprehensive overview of the DWO process. Before
embarking, however, it should again be noted that this analysis
applies to mini/macro-channels, and DWO formation and behavior
in micro-channels is fundamentally different, something briefly
discussed in a recent study by Lee et al. [60].

Fig. 8 provides detailed schematics outlining the process by
which DWOs occur in vertical upflow boiling. Fig. 8(a) depicts
the nominal operating state for finite inlet quality vertical upflow
boiling. Key features include annular flow with a vapor core and
liquid film distributed around the channel circumference. Phase
change takes place along the heated length, manifesting as either
nucleate boiling within the liquid film or evaporation at the
liquid-vapor interface, depending on film thickness and heat flux
applied.

Due to the �3 order of magnitude difference in body force act-
ing on the liquid film versus that on the vapor core, as well as the
relatively large size of the channel hydraulic diameter compared to
the length scales on which surface tension effects are relevant
(quantifiable using Eq. (1)), significant flow separation effects are
able to manifest. Interfacial shear stress, acting due to the fast
moving vapor core flowing past the slower liquid film, becomes
insufficient to overcome body force effects, and the liquid film
reaches an unsustainable thickness for annular co-current flow.

Fig. 8(b) shows body force effects causing liquid film accumula-
tion in the inlet region of the channel, leading to increased vapor
content and reduced liquid content in the downstream portion of
the test module. These conditions correspond to the observation
of a low density front (LDF) within the heated length. During this
period, mass accumulation takes place within the channel, as mass
flowrate of low density vapor at the channel outlet is unequal to
the combination of liquid and vapor entering the channel. Corre-
spondingly, momentum inflow is greater than outflow, with the
difference being stored in the liquid accumulating near the inlet,
which begins to gradually advance downstream.

Fig. 8(c) depicts the motion of this accumulated liquid (high
density front, HDF) towards the channel exit. At this point liquid
content in the downstream region is at a minimum, a behavior
clearly noted in Fig. 4(c) and (d). Additionally, although the HDF
is in motion, mass is still accumulating within the channel and
net momentum imbalance continues to contribute to its motion.
The motion of the HDF itself is extremely complex, as inlet flow
to the test section acts as a pseudo-jet impinging on its upstream
side, while downstream it is either overtaking flow or being
‘stretched’, depending on relative velocity of the front and the
downstream flow. Body force effects also oppose its motion, while
it receives assistance from pressure gradient forces. Perhaps most
complicated of all is its interaction with the channel wall(s). Osten-
sibly, shear stress acts to impede motion of the HDF, but the pres-
ence of a residual thin liquid film which is ‘re-wet’ (increased in
thickness) and accelerated by residual liquid pulled from the front
by surface tension forces indicate wall shear stress may play a
minor role in comparison to virtual mass force.

Fig. 8(d) shows the high density front reaching the heated
length of the test section, wherein vigorous phase change takes
place. In its wake the liquid film has been reestablished along
the channel length, and the same can be seen for the heated
length as it reaches the end of the channel. Passage of the
HDF from the exit of the channel ensures mass conservation is
satisfied, if only in a time-averaged fashion over the duration
of the DWO process.

Finally, Fig. 8(e) illustrates a return to nominal operating condi-
tions, from which the process may begin again.

It should be noted that the schematics presented in Fig. 8(a)–(e)
correspond to operating conditions similar to those in Fig. 4, where
clear boundaries between the liquid and vapor phases are present.
For higher flow velocities and/or higher inlet qualities, the combi-
nation of increased flow velocity, flow acceleration due to
increased void fraction, and decreased liquid content are not con-
ducive to clearly defined phase boundaries for LDFs and HDFs,
which is instead manifest as distributed regions of low and high
density (seen as light and dark fronts in Figs. 5–7). The mecha-
nisms behind their formation and propagation through the chan-
nel, however, remain the same.

It is also worth commenting on the role of body force as a
driving mechanism for the formation of DWOs under the pre-
sent operating conditions. Pressure fluctuations attributable to
DWOs have been seen in prior works for multiple orientations
in Earth’s gravity [53,54] other than vertical upflow, indicating
this phenomenon occurs in other orientations due to either
other forms of body force influence (liquid-motion assist in ver-
tical downflow, flow stratification in horizontal flow), or the
presence of tubes through which two-phase vertical upflow
occurs prior to the test section in these orientations. In a micro-
gravity environment, however, it is possible the present instabil-
ity mode may not manifest due to the absence of body force.
The upcoming Flow Boiling and Condensation Experiment (FBCE)
on the International Space Station (ISS) represents possible proof
or disproof of this hypothesis.
4. Frequency and amplitude of density wave oscillations

4.1. Detection method for frequency and amplitude of oscillation

Having established the process by which DWOs manifest in ver-
tical upflow boiling in mini/macro-channels, analysis can be per-
formed on how frequency and amplitude at which they occur
change in response to changes in operating conditions. Prior to
this, it is necessary to describe how frequency and amplitude of
oscillation are detected.

Fig. 9(a) shows transient pressure curves for the same case as
Fig. 3(b), corresponding to operating conditions of G = 834.1 kg/
m2 s, xe,in = 0.04, Pin = 122.6 kPa, and q’’ = 7.3 W/cm2 observed in
year 1. Fast Fourier transforms are performed on these transient
pressure signals, with the results shown in Fig. 9(b). Peak fre-
quency of oscillation can be found for both inlet and outlet pres-
sure signals by searching for the frequency associated with peak
amplitude of oscillation. It should be noted that the search is lim-
ited to frequencies in the relevant range (�0.1–10 Hz) to eliminate
the false detection of frequencies associated with non-DWO
behavior.

For this set of conditions, Fig. 9(b) indicates that both inlet and
outlet pressures oscillate with a peak frequency of 2.1 Hz, associ-
ated with an amplitude of �0.9 kPa on the amplitude versus fre-
quency plots. From the transient curves in Fig. 9(a), however, it
is clear that pressures oscillate with much higher amplitudes, clo-
ser to �10 kPa. This difference is attributed to the combination of
two effects. First, as discussed in conjunction with Fig. 7, DWOs
do not occur at a constant frequency but over a narrow range of
frequencies. Second, and more importantly, DWOs are not per-
fectly sinusoidal in behavior. As was discussed when presenting
Fig. 3, inlet pressures in particular seem to exhibit sharp periodic
departures from a nominal level. This behavior is periodic and
can be associated with a frequency, but does not exhibit the type
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Fig. 8. Schematics outlining cyclical process behind DWOs, with (a) nominal conditions, (b) liquid accumulation in inlet region, (c) liquid slug/HDF advance, (d) HDF passage
through heated length, and (e) return to nominal conditions.
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Fig. 9. Plots showing detection methodology for DWO frequency and amplitude:(a) transient inlet and outlet pressure signals for entire fast Fourier transform (FFT) window,
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of smoothly continuous behavior associated with trigonometric
functions (in other words, the derivatives of inlet pressure fluctu-
ations would be closer to impulse functions than trigonometric
functions). Outlet pressure fluctuations seem to exhibit behavior
closer to sinusoidal, but are still not perfectly attributable to a sin-
gle frequency and amplitude. Instead, these fluctuations can be
best described using a Fourier series, or a linear combination of
sine and cosine functions with associated amplitudes and
frequencies, all summing to a single curve within the time domain.
The peak frequency detected in Fig. 9(b) is simply the frequency
most closely associated (containing the most energy) with DWO
induced oscillations.

Thus, alternate methodology must be employed to determine
the amplitude at which DWO induced pressure fluctuations occur
for a given set of operating conditions. To achieve this, fluctuating
pressure P’ is isolated, where
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P0 ¼ P � Pave; ð3Þ
and P and Pave are the total and time-averaged pressures, respec-
tively. Fig. 9(c) shows plots of fluctuating pressure versus time for
both inlet and outlet pressures. The fluctuating pressures are plot-
ted over a shortened period of 2 s to better highlight their structure.
It is clear that both curves are composed of low-frequency fluctua-
tions with high-frequency oscillations superimposed. This conclu-
sion can also be drawn from analyzing amplitude versus
frequency plots in Fig. 9(b), which show the majority of fluctuations
occur in the 1–5 Hz range, but some sharp peaks may be detected in
the 10–100 Hz range, likely attributable to mechanically induced
oscillations [54]. To remove these high-frequency fluctuations and
isolate the low frequency behavior attributable to DWOs, a
second-order digital Butterworth low-pass filter with a cutoff fre-
quency of 10 Hz is used, with the filter transfer function given by

HðzÞ ¼ 0:02þ 0:04z�1 þ 0:02z�2

1:0� 1:56z�1 þ 0:64z�2 : ð4Þ

Numerator and denominator coefficients are truncated here for
presentation, but are output with additional significant figures by
the python function used to generate them [92].

Filtered pressure fluctuations are identified with dashed lines in
Fig. 9(c), and clearly illustrate that the high-frequency fluctuations
have been removed. Careful analysis also reveals that there is a
slight phase shift between the raw and filtered signals, which is
characteristic of the filter type used here. This does not, however,
impact the amplitude characteristics of the filtered signal.

Using the filtered pressure fluctuation curves, Fig. 9(d) illus-
trates how amplitude of oscillation can be determined by simply
halving the difference between maximum and minimum values.

Moving forward, frequency and amplitude of oscillation for
DWO induced behavior will be determined for both inlet and outlet
pressure signals. These values will then be averaged to present a
single characteristic DWO frequency and amplitude for each dis-
tinct set of operating conditions.

As discussed when analyzing Fig. 3, there can be slight differ-
ences in both amplitude and frequency of oscillation as detected
at the inlet to the heated length versus the outlet. These differences
are taken as being of minimal importance when compared to
changes in frequency and amplitude with respect to changes in
operating conditions, however, and it is these changes subsequent
sections will aim to analyze.

4.2. Frequency and amplitude of oscillation in response to changes in
mass velocity, inlet quality, and heat flux

Fig. 10(a)–(d) presents plots of DWO frequency versus mass
velocity for three different heat flux levels with xe,in = 0.00–0.04,
xe,in = 0.07–0.13, xe,in = 0.19–0.25, and xe,in = 0.30–0.40, respec-
tively, all gathered in year 1. Across all four plots, frequency of
oscillation can be seen to increase with increasing mass velocity,
indicating frequency of oscillation shares a direct relationship with
flowrate. This is to be expected based on the current understanding
of the phenomenon’s manifestation, as the description provided
along with Fig. 8 indicated momentum differences between the
channel inlet, here represented by time-averaged mass velocity,
and outlet (upstream and downstream of the HDF) are responsible
for accelerating the HDF.

For similar reasons there are indications that, for some cases,
increases in inlet quality lead to increases in frequency of oscilla-
tion. These increases can be attributed to flow acceleration due
to increased void fraction leading to higher momentum fluxes
(proportional to flow velocity squared), but, due to the fact that
overall momentum is conserved for a single mass velocity at
multiple qualities, this trend is secondary to that of mass velocity.
Changes in heat flux yield no discernable trend for frequency of
oscillation, with each of the three heat flux levels shown exhibiting
the peak frequency of oscillation for near-constant values of other
operating conditions. This indicates phase change within the test
module is of secondary importance to the hydrodynamic phe-
nomenon at play, which is in line with the experimental observa-
tion of DWO induced behavior for cases with zero heat flux
within the test section. It is likely, however, that phase change
within the test section plays some role in the differences between
inlet and outlet pressure signals as discussed in relation to Fig. 3.

Similarly, Fig. 11(a)–(d) present results for amplitude of DWO
induced pressure oscillations versus mass velocity for three differ-
ent heat flux levels with xe,in = 0.00–0.04, xe,in = 0.07–0.13, xe,in =
0.19–0.25, and xe,in = 0.30–0.40, respectively, also gathered in year
1. Across all subfigures, a similar trend of increasing amplitude
with increasing mass velocity is present, indicating that both
amplitude and frequency of oscillation are heavily tied to mass
velocity. A slight increase in amplitude is also seen with increases
in inlet quality, although it is of significantly lesser magnitude than
that with respect to mass velocity, likely for the reasons mentioned
when analyzing similar trends in Fig. 10.

Dissimilar to Fig. 10, however, is the dependence of amplitude
of oscillation on heat flux, with the relative positions of three sym-
bols denoting different heat flux levels indicating (for other operat-
ing conditions held nearly constant) higher amplitude oscillations
are typically associated with higher values of heat flux. This can
likely be attributed to boiling along the heated length during pas-
sage of high density fronts impacting the magnitude of pressure
oscillations associated with DWOs.

Evident in both Figs. 10 and 11 is significant variability of
results associated with the lowest mass velocity cases. This is
likely due to the combined influence of three factors. First, the
magnitude of oscillations is lowest for low mass velocity cases,
meaning detection of DWO induced behavior becomes more dif-
ficult (other sources of fluctuations have a larger contribution to
overall transient behavior). Second, all frequencies and ampli-
tudes of oscillation in the present plots are determined using
the methodology described in conjunction with Fig. 9 for tran-
sient pressure signals 20 s in duration. For the lowest mass veloc-
ity cases, which commonly exhibit frequencies of oscillation less
than 1 Hz in magnitude, this means fewer samples with which
to form an average for both frequency and amplitude of oscilla-
tion. Finally, for these low mass velocity cases, the ratio of inertia
to body forces (commonly assessed using Froude number) is at its
minimum, leading to the most irregular flow behavior of all cases
analyzed here.

4.3. Frequency and amplitude of oscillation in response to changes in
relevant dimensionless groups

Prior to presenting results, it is necessary to define several rel-
evant dimensionless groups as they will be used hereafter. Liquid
Reynolds number,

Ref ¼ Gð1� xe;inÞDh

lf
; ð5Þ

where G is the mass velocity, xe,in the thermodynamic equilibrium
quality at the module inlet, Dh the hydraulic diameter, and mf the
liquid dynamic viscosity, is a mass fraction weighted ratio of inertial
to viscous forces. Liquid Weber number,

Wef ¼
qf U

2
charDh

r
; ð6Þ

where qf is the liquid density, r the surface tension, and
characteristic velocity Uchar is defined as
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Uchar ¼ Gð1� xe;inÞ
qf

; ð7Þ

providing a mass fraction weighted ratio of inertial to surface ten-
sion forces. Similarly, liquid Froude number,

Frf ¼
G
qf
ð1� xe;inÞffiffiffiffiffiffiffiffi

gDh

p ; ð8Þ

represents a mass fraction weighted ratio of inertia to body forces. It
should be noted that these first three dimensionless groups in Eqs.
(5), (6) and (8) all contain flow inertia terms in their numerators,
and denominators that exhibit little to no change for the current
operating conditions (mf and r change slightly with operating pres-
sure, while g and Dh remain constant).

The final two dimensionless groups, boiling number, Bo, and
phase change number, Npch, contain both numerators and denom-
inators that change continuously across operating conditions, and
provide measures of the relative magnitudes of phase change pro-
cesses to flow inertia, with phase change number being weighted
by phase density differences. Here, they are defined as

Bo ¼ q00

Ghfg
ð9Þ

and

Npch ¼ Q
_mhfg

vg � v f

v f
; ð10Þ

where q’’ is the heat flux, hfg the latent heat of vaporization, Q the
total energy added within FBM, m_ the mass flowrate, and vg and
vf the vapor and liquid specific volumes, respectively.
Fig. 12(a)–(e) shows trends for DWO frequency versus each of
the respective dimensionless groups mentioned above. It should
be noted that data from both 2015 and 2016 experiments are pre-
sent on these plots, allowing for comparison of data across the two
sets of experiments for similar values of the relevant dimensionless
groups. Data acquired in 2015 are denoted with circles and those
from 2016 with squares.

Fig. 12(a) shows that, as liquid Reynolds number increases,
there is a clear increase in frequency of oscillation for DWO
induced pressure fluctuations. This matches well with the trend
of increasing frequency with increasing mass velocity seen in
Fig. 10, as mass velocity is present in the numerator of Eq. (5). Fre-
quency values appear to plateau, however, for values of liquid Rey-
nolds number greater than �10000, indicating some physical
limits for frequency at which this phenomenon can occur for the
present flow geometry and working fluid.

Similarly, Fig. 12(b) and (c) show increases in frequency for
increases in liquid Weber and Froude numbers, respectively, with
both also exhibiting diminishing returns past some moderate
value. This indicates flow inertia is by far the dominant force at
play relative to other hydrodynamic effects.

Fig. 12(d) and (e), providing plots of frequency versus boiling
and phase change numbers, respectively, exhibit no clear trends
with respect to these dimensionless groups. If anything, Fig. 12
(d) exhibits a slight negative trend, indicating mass velocity (pre-
sent in the denominator of Eq. (9)) continues to the frequency at
which DWOs occur. This further reinforces the trend seen in
Fig. 10, that heat flux level (and the phase change process in gen-
eral) has little effect on the frequency at which DWOs occur.

Fig. 13(a)–(e) provides similar plots for amplitude of DWO
induced oscillations versus relevant dimensionless groups. Similar
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to the counterparts in Fig. 12(a)–(c), plots of amplitude versus liq-
uid Reynolds, Weber, and Froude numbers exhibit strong positive
trends. They also show signs of plateauing in the higher portion
of the range for each dimensionless group, but without quite as
strong a change in slope, indicating the mechanism(s) limiting fre-
quency of oscillation are also present for amplitude, but without
quite as strong an impact.

Fig. 13(d) and (e) shows plots of amplitude versus boiling and
phase change numbers, respectively; neither of which exhibit
strong trends. This is somewhat surprising, as Fig. 11 clearly
showed increases in amplitude of oscillation associated with
increases in heat flux, but can likely be explained by the competing
influences of phase change (numerator) and flow inertia (denomi-
nator) of both dimensionless groups. If anything, slight negative
trends are present within these plots, indicating the influence of
flow inertia is still the dominant factor here.

Across both Figs. 12 and 13, it can be seen that frequency and
amplitude results from experiments conducted in both year 1
and year 2 of the project show good agreement, with few outliers.
This reinforces the idea presented in prior work by the present
authors [54], that DWO induced oscillatory flow behavior within
the test section can be isolated from other fluctuations, and it
occurs largely independent of other hardware within the flow loop,
validating it as a physical phenomenon intrinsic to two-phase
flows.
4.4. Coupling of frequency and amplitude of oscillation

In analyzing Figs. 10–13, it is clear that both frequency and
amplitude of DWO induced oscillatory behavior depend primarily
on flow inertia. This is in keeping with the DWO process presented
schematically in Fig. 8, in which flow inertia is directly responsible
for advecting the HDF along the channel length.

Fig. 14, providing a plot of DWO amplitude versus frequency,
further reinforces this notion by illustrating the nearly-linear rela-
tionship between the two key aspects of DWO behavior. The
importance of this in validating physicality of the aforementioned
DWO process schematic cannot be understated, and looking for-
ward, coupling of frequency and amplitude of DWO induced oscil-
latory behavior is a requirement for any predictive tools
attempting to predict these key characteristics of DWOs.

It is also worth noting that, across all operating conditions eval-
uated in this section, the amplitude of pressure fluctuations as a
percentage of time-averaged operating pressure is of sufficiently
low magnitude (at most 7%) to alleviate any concerns of them pos-
ing safety risks to system operation (especially important for
development of the FBCE). Magnitudes are sufficient, however, to
potentially trigger pre-mature CHF, dryout, or choked flow should
operating conditions place a system sufficiently close to these crit-
ical points, a concern which should be kept in mind for design of
two-phase flow thermal management systems.
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Fig. 12. Plots of DWO frequency versus (a) liquid Reynolds number, Ref, (b) liquid Weber number, Wef, (c) liquid Froude number, Frf, (d) boiling number, Bo, and (e) phase
change number, Npch.
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5. Utilizing frequency and amplitude information

5.1. Reconstruction of experimental pressure fluctuations

Having presented flow visualization images and schematics
outlining the process by which density wave oscillations occur in
mini/macro-channels and analyzed a large experimental database
of 236 cases for vertical upflow boiling with DWOs present to
gather information on trends, some discussion on utility of gath-
ered data is warranted.

Thus far, all discussion on DWOs has centered on frequency
and amplitude of induced oscillatory behavior. As discussed
with Fig. 9, however, DWOs do not exhibit perfectly sinusoidal
behavior, meaning any reconstruction of DWO induced behavior
using a single frequency and amplitude is by nature an
approximation.
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Fig. 13. Plots of DWO amplitude versus (a) liquid Reynolds number, Ref, (b) liquid Weber number, Wef, (c) liquid Froude number, Frf, (d) boiling number, Bo, and (e) phase
change number, Npch.
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Fig. 15(a)–(e) investigates the potential accuracy of such a
reconstruction, using inlet pressure signal for the case with mass
velocity of G = 834.1 kg/m2 s, inlet quality of xe,in = 0.04, average
inlet pressure of Pin = 122.6 kPa, and heat flux of q’’ = 7.3 W/cm2.
Fig. 15(a) shows the fluctuating pressure signal as well as the
reconstructed signal, defined as

P0
rec ¼ ADWO;in sinð2pf DWO;intÞ; ð11Þ
where ADWO,in and fDWO,in are the amplitude and frequency of DWO
induced oscillatory behavior detected for the inlet pressure signal
using the methodology presented in Fig. 9, and t is time.

It is clear from Fig. 15(a) that the reconstructed signal does a
reasonable job of approximating the original signal. A key limita-
tion, however, is the slow change in phase between the two wave-
forms over time. At the first trough of the waveforms, the
reconstructed signal is slightly ahead of the experimental data,
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but at the second trough they exhibit an almost exact match. The
third trough shows the reconstructed signal lagging slightly behind
the experimental data and, by the end of the 2-s window shown
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here, the two waveforms appear to be 180� out of phase. This is
again due to the features of DWOs discussed in Fig. 9, specifically
that DWO induced behavior is not perfectly sinusoidal in nature
and the frequency at which DWOs occur is not constant, falling
instead within a narrow range.

For comparison purposes, Fig. 15(b)–(e) provides similar plots
of experimental fluctuating pressure alongside 2nd, 3rd, 4th, and
8th order Fourier series expansions, respectively. These Fourier
series expansions are of the form

P0
FourierSeries ¼

a0
2
þ
Xn
i¼1

ðak cosðktÞ þ bk sinðktÞÞ; ð12Þ

where n is the series order and coefficients a and b are determined
in Matlab [93]. From these plots it can be qualitatively seen that the
reconstructed signal shown in Fig. 15(a) and expressed in Eq. (11) is
superior to the 2nd order series expansion, of comparable accuracy
to 3rd and 4th order series, but significantly inferior to the 8th order
series for the current window of analysis.

More rigorous evaluation of the agreement between waveforms
can be assessed by computing cross correlation coefficients for
each respective original and reconstructed signal. The cross
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correlation coefficient provides a measure of similarity between
two waveforms, and is defined as

qccðP0
exp; P

0
recÞ ¼

1
N � 1

XN
i¼1

P0
exp;i � lP0exp

rP0exp

 !
P0
rec;i � lP0rec
rP0rec

 !" #
; ð13Þ

where P’exp and P’rec are the experimental and reconstructed fluctu-
ating pressures, N is the number of samples in each waveform, and
l and r refer to respective means and standard deviations. Values
fall in the range [�1,1], where 1 represents exact match, -1 indi-
cates 180� phase difference, and 0 indicates no correlation between
waveforms. It is also possible to think of the cross correlation coef-
ficient as the covariance of the two waveforms divided by the mul-
tiplication of their standard deviations, or

qccðP0
exp; P

0
recÞ ¼

covðP0
exp; P

0
recÞ

rP0exprP0rec
: ð14Þ

Table 2 provides values of cross correlation coefficient for each
of the waveform pairs shown in Fig. 15(a)–(e). From these values it
is clear that the reconstruction provided in Fig. 15(a) is superior to
2nd and 3rd order Fourier series expansions, but inferior to 4th and
8th order expansions.

It should be noted here that the cross correlation coefficient
does exhibit some dependence on the time period over which
the reconstruction is evaluated, especially for very short periods
where phase between the two waveforms plays a vital role. Over
longer periods these errors average out, and cross correlation coef-
ficients for waveforms reconstructed using experimental ampli-
tude and frequency provide more representative values. Towards
this end, Table 3 provides values of cross correlation coefficient
evaluated on the same 20-s period used for frequency and ampli-
tude detection.

Table 3 contains values of cross correlation coefficient qcc eval-
uated using waveforms reconstructed using information from inlet
and outlet oscillations separately as well as averaged values. It can
be seen that across the four sets of operating conditions presented
herein, cases with similar values for frequency and amplitude of
inlet and outlet pressure fluctuations, respectively, yield little dif-
ference in reconstruction accuracy when evaluated using local
(inlet and outlet) information versus averaged information. How-
ever, for the two cases presented here with significant difference
between inlet and outlet values of frequency, reconstruction accu-
racy appears to be significantly different for the two methods of
evaluation.
Table 2
Cross correlation coefficients for waveform pairs in Fig. 15.

Original signal Reconstruction Period for
evaluation
[s]

Cross
correlation
coefficient, qcc

Experimental inlet
fluctuating
pressure

2nd order Fourier series
expansion

2 0.10

Experimental inlet
fluctuating
pressure

3rd order Fourier series
expansion

2 0.40

Experimental
inlet
fluctuating
pressure

Experimentally
detected frequency
and amplitude

2 0.48

Experimental inlet
fluctuating
pressure

4th order Fourier series
expansion

2 0.71

Experimental inlet
fluctuating
pressure

8th order Fourier series
expansion

2 0.87
Overall, it appears accuracy of reconstruction is far more sensi-
tive to frequency than amplitude. This makes sense, as differences
in phase cause multiplicative errors when evaluating the sum in
Eq. (13), while differences in amplitude only cause additive errors.

Information provided in Table 3 indicates values of cross-
correlation coefficient for the present reconstruction method fall
predominantly in the �0.40 to 0.40 range. This indicates a reason-
able degree of fit for the reconstruction method, with major infor-
mation regarding amplitude and frequency of oscillation captured,
but simplifications limiting its ability to fully reconstruct the com-
plex transient waveform. The primary limiting assumptions are:

(1) DWO induced flow oscillations are perfectly sinusoidal in
nature, which has been shown not to be very accurate.

(2) DWOs occur at constant frequency and amplitude, which
has also been shown not to be very accurate.

(3) The contribution of other induced fluctuations (whether
high frequency, mechanically induced phenomena, or low
frequency system transients) are negligible to overall system
dynamic behavior, which cannot be assumed universally
true.

Without addressing these limitations, it is unlikely higher accu-
racy reconstructions can be performed.

Accuracy of reconstruction is not the key benefit of this method
of decomposing DWO induced behavior into single frequency and
amplitude, however. Rather, it is the ability to utilize this informa-
tion to easily characterize DWO induced fluctuations and imple-
ment them as boundary conditions and/or model inputs for fully
transient two-phase flow simulations.

5.2. Key trends/outcomes useful for future model development

Although a key aspect of two-phase flow research for decades
(with the first work in the field commonly attributed to Serov
[48]), an easily utilized, unified method for dealing with the impact
of DWO induced flow oscillations in phase-change thermal man-
agement systems is still lacking.

As mentioned in Section 3.1, many classic studies adopted
approaches based on classic stability theory, modeling information
propagation within the boiling section of the flow loop to deter-
mine unstable conditions for which DWOs would be encountered
during subcooled boiling. Studies such as those by Fukuda and
Kobori [94] and Lahey and Podowski [47] based their analysis on
experimentally observed phenomena and demonstrated some
qualitative agreement between stability boundary model and
results, but little focus was spent on verifying agreement between
experimental and predicted amplitude and frequency of oscilla-
tion. Additionally, that their analysis centered on subcooled flow
boiling indicates a different forcing function was present for DWOs
in their systems compared to that analyzed in the present work,
limiting the applicability of their analysis to the current
configuration.

More recent work by Schlichting et al. [62] accounted for the
presence of instability-induced fluctuations within their system
model by introducing mass flowrate fluctuations of a specified
magnitude. Another study by Alves et al. [95] introduced transient
phenomena within their analytic model by using transient experi-
mental inlet pressure as a boundary condition. While both studies
provide comprehensive analytical models for transient two-phase
flow behavior, the lack of a physical constitutive relationship for
DWO (or other instability modes) induced oscillatory behavior is
a key limitation hindering the utility of their respective models
to act as purely predictive design tools.

Development and validation of a model to predict frequency
and amplitude of DWO induced fluctuations would prove a



Table 3
Cross correlation coefficients for inlet and outlet pressure fluctuations under various operating conditions.

Original
signal

Operating
conditions

Detected freq.
[Hz]

Detected amp.
[kPa]

Average freq.
[Hz]

Average amp.
[kPa]

Period for evaluation
[s]

qcc

(individual)
qcc

(average)

P0
in G = 834.1 kg/m2s

xe,in =0.04
Pin,ave = 122.6 kPa
q’’ = 7.3 W/cm2

2.1 5.1 2.1 4.6 20 0.24 0.24

P0
out 2.1 4.1 20 �0.28 �0.28

P0
in G = 1636.5 kg/m2s

xe,in =0.01
Pin,ave = 154.6 kPa
q’’ = 7.3 W/cm2

3.8 9.6 3.0 8.2 20 0.14 �0.002

P0
out 2.2 6.9 20 �0.35 �0.11

P0
in G = 407.8 kg/m2s

xe,in =0.03
Pin,ave = 116.0 kPa
q’’ = 7.3 W/cm2

0.95 2.8 0.95 2.5 20 �0.33 �0.33

P0
out 0.95 2.3 20 �0.14 �0.14

P0
in G = 816.1 kg/m2s

xe,in =0.11
Pin,ave = 130.5 kPa
q’’ = 10.2 W/cm2

3.1 6.6 2.5 5.6 20 �0.20 �0.04

P0
out 1.9 4.6 20 0.08 0.15

Table 4
Key findings from the present study.

Aspect of study Key findings

Manifestation of DWOs � Unlike micro-channels, where surface tension forces are integral in the formation and propagation of DWOs,
DWOs in mini/macro-channel flows with finite inlet quality manifest due to flow separation effects

� Manifestation of DWOs in the present geometry is due to a cyclical process of upstream liquid film accumu-
lation and downstream dryout, leading to mass and momentum flux imbalances between channel inlet and
outlet, which cause formation and propagation of a liquid slug (HDF) along the channel, re-wetting walls and
re-establishing co-current annular flow

Frequency of induced oscillations � Average frequency of DWO induced oscillations depends primarily on mass velocity and shows little depen-
dence on heat flux

� Frequency of pressure oscillations occasionally differs between measurement locations upstream and down-
stream of the heated length, likely due to phase change processes taking place within altering flow
characteristics

� DWOs are periodic but not necessarily sinusoidal in nature
� DWOs do not occur at a single constant frequency, with oscillatory behavior instead falling in a narrow fre-
quency band around a peak value

Amplitude of induced pressure oscillations � Amplitude of DWO induced pressure oscillations depends primarily on mass velocity, with a lesser depen-
dence on heat flux along the heated length

� Amplitude of DWO induced pressure oscillations also differs slightly between measurement locations
upstream and downstream of the heated length, likely due to phase change processes taking place within
altering flow characteristics

Reconstruction of experimental pressure signals
using frequency and amplitude

� Reconstruction using peak frequency and average amplitude of oscillation exhibits acceptable agreement
when evaluating cross correlation coefficients

� Disagreement stems from (1) continuously changing phase lag between waveforms due to oversimplification
associated with using single frequency, and (2) reconstruction lacking high and low frequency information

� Despite limitations, reconstruction is considered more than adequate for use as boundary condition to prop-
agate DWO induced fluctuations into transient two-phase flow models
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valuable constitutive relationship for transient two-phase flow
codes due to its ability to more realistically simulate variations
in operating pressure and flowrate which then impact important
design parameters such as heated wall temperature, heat transfer
coefficient, and CHF value through both direct means (e.g., changes
to local flow field) and indirect means (e.g., changes to thermo-
physical properties). Despite the use of a single frequency and
amplitude to reconstruct transient experimental results exhibiting
less-than-perfect agreement, a tool capable of predicting peak fre-
quency and amplitude of DWO induced fluctuations would prove a
major step forward towards the ability to design around such oscil-
latory behavior.

Towards this end, the companion work to the present study
[88] aims to present a new mechanistic model for DWOs capable
of predicting frequency of induced oscillatory behavior as well as
amplitude of associated pressure fluctuations. This work will draw
heavily from key conclusions drawn from analyzing the
experimental results presented herein, which are summarized in
Table 4.
6. Conclusions

This study investigated mechanisms behind the occurrence of
Density Wave Oscillations (DWOs) and the characteristics of these
oscillations in vertical upflow boiling of FC-72 within a single mini-
channel. Based on conclusions from prior studies by the present
authors [53,54], only conditions for which DWOs were observed
within the test module were analyzed, providing a total of 236 data
points spanning two separate sets of testing. Sequences of flow
visualization images were presented to provide a mechanistic
understanding of the DWO process, followed by schematics detail-
ing this information. A methodology for detecting frequency and
amplitude of oscillation was detailed and utilized to provide infor-
mation regarding trends for frequency and amplitude of DWO
induced pressure oscillations with respect to key operating param-
eters such as mass velocity, inlet quality, and heat flux, as well as
relevant dimensionless groups. Some analysis regarding the valid-
ity of reconstructing transient pressure signals using a single fre-
quency and amplitude was also included, along with discussion
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on the utility of a predictive tool capable of determining frequency
and amplitude for given operating conditions. Key findings from
this study are as follows:

(1) Analysis of flow visualization results reveals the dominant,
low-frequency oscillatory mode within the current system
can be related to the cyclical passage of high and low density
fronts through the test module, a process itself attributable
to flow separation effects.

(2) Trends for frequency and amplitude of oscillation remain
consistent across the two sets of experiments presented
herein, and indicate mass velocity is the dominant factor
in determining both frequency and amplitude of DWO
induced pressure oscillations.

(3) DWO induced pressure oscillation amplitude was seen to be
at most 7% of time-averaged inlet pressure, indicating there
is little safety risk associated with the present operating con-
ditions (important for FBCE operation on the ISS).

(4) Reconstruction of transient pressure fluctuations using a sin-
gle frequency and amplitude yielded moderate agreement
with original transient waveforms, with key limitations
being the insufficiency of a single frequency to describe
DWO induced behavior and lost low and high frequency
information.

(5) Although imperfect for recreating experimental pressure
results, a predictive model for frequency and amplitude of
DWO induced fluctuations capable of serving as a constitu-
tive relationship for advanced transient two-phase flow sim-
ulations would prove valuable.
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