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spurred unprecedented interest in replacing single-phase hardware with boiling and condensation coun-
terparts. While computational methods have shown tremendous success in modeling single-phase sys-
tems, their effectiveness with phase change systems is limited mostly to simple configurations. But,
given the complexity of phase change phenomena important to many modern applications, there is an
urgent need to greatly enhance the capability of computational tools to tackle such phenomena. This arti-
cle will review the large pool of published papers on computational simulation of boiling and condensa-
tion. In the first part of the article, popular two-phase computational schemes will be discussed and
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Flow boiling contrasted, which will be followed by discussion of the different methods adopted for implementation
Film condensation of interfacial mass, momentum and energy transfer across the liquid-vapor interface. This article will
Flow condensation then review papers addressing computational modeling of bubble nucleation, growth and departure, film

boiling, flow boiling, and flow condensation, as well as discuss validation of predictions against experi-
mental data. This review will be concluded with identification of future research needs to improve pre-
dictive computational capabilities, as well as crucial phase change phenomena found in modern thermal
devices and systems that demand extensive computational modeling.
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Nomenclature
A; interfacial area Q velocity vector
C color function Ufront velocity of front
c parameter in Eq. (18a); wave speed Vf volume
Cp specific heat at constant pressure 7/]« liquid velocity normal to liquid-vapor interface
Cpr phase-field parameter X x-coordinate; dimensionless parameter in Fig. 2
D diameter of circular channel; bubble diameter Xe thermodynamic equilibrium quality
d distance of liquid-vapor interface from wall }fmm position of front
Dy departure diameter during nucleate boiling y y-coordinate; distance from wall; dimensionless param-
E specific internal energy (J/kg) eter in Fig. 2
F force z z-coordinate
Fop; Fourier number based on initial bubble diameter
G mass velocity (kg/m? s) Greek symbols
g gravitational acceleration o volume fraction
g earth gravity Y accommodation coefficient
H heaviside function . 5 liquid film thickness; thickness of liquid micro-layer
h cell width or grid spacing; hfeat transfer coefficient s Dirac delta function
h average heat transfer coefficient o liquid film thickness at Ry
hy latent heat of vaporization &m eddy momentum diffusivity
h; interfacial heat transfer coefficient Jl interfacial wavelength
; Jindi]c)ator flénCtiOH K curvature given by Eq. (18b)
a acob number K diffusion parameter
¢ g ey
v kinematic viscosit
m mass transfer rate (kg/m? s) ) density Y
Mo Morton number c surface tension
n unit vector normal to interface T shear stress
Nu Nusselt number 10) chemical potential
p pressure contact angle
pr Prandtl number i level set fugnction
Q energy source term for energy equation (W/m?3); vol-
7 E::i gzy rate Superscrip\t/se tor
N
q’ heat flux across interface . .
(jz,’v average wall heat flux ¥ dimensionless
R universal gas constant (8.314 J/mol K) .
r radial coordinate Subscripts
Re Reynolds number b bubble .
Ryas gas constant c condensa‘tlon
Ii mass transfer intensity factor (s~!) € gvaporatlon
Tim modified mass transfer intensity factor (K~!s~1) f liquid
Ro radius of dry region below bubble in micro-region g vapor
R; radial location of interface at y = h/2 ! !nterfaaal
S volumetric mass source in continuity equation (kg/m?> s) m inlet L.
T temperature k k = f for liquid, k = g for vapor
¢ time S surface
tq bubble growth time period during nucleate boiling sat saturated
Tsat saturation temperature T turbulent
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AT, wall superheat, ATy, =Ty, — Tsar w wall
U velocity
4.2.4. Other techniques for simulating mass transfer . . ... ... ... it it e e et et ettt 1173
4.3. Incorporating source terms at two-phase INteIrface .. ... ... ...ttt ettt e et ettt et e et e e 1173
4.4. Early implementation of phase change across numerical SChEMES . . .. .. .. .. .ttt ittt et et et et ieeeans 1174
5. Applications in boiling and CONAeNSAtION. . . . ...ttt ittt ettt et e et ettt e e e e e 1174
S 280 B 2 10 71§ o P 1174
5.1.1.  Bubble nucleation, growth and departure. . ... ...ttt ittt et e 1174
5.1.2.  FIM DOIlINg. . . oot e e e e e e e e 1178
5.1.3.  FIOW DOIIING . . ottt et e e e e e e e e e e e e 1180
5.2, CONAENSATION. . . ¢ ottt ettt ettt e et e e e e et e e e e e e e e e e e e e e e e e e e e e e e e e e 1186
6. Future needs and reCOMMENAtION . ... ... t. ittt ettt et e e et ettt e e e e ettt e e e e e ettt ettt e e 1187
6.1.  OVeITIdING NERAS . . . . .ottt ettt et e e e e e e e e e e e e e e 1187
6.2. Validation experiments and better diagnostics tOO0IS . ... ... ...ttt ittt i e e e 1187
6.3. Improving interface tracking Methods. . . ... .. . it e e e ettt e e e e e 1188
6.4. Improving mass transfer MOAels . . ... ... . . e e e e e e e 1188

1165




1166 C.R. Kharangate, I. Mudawar / International Journal of Heat and Mass Transfer 108 (2017) 1164-1196

6.5. Better account of turbulence effects . . ... ... ... . e 1189
6.6. Simulating more complex phase-change configurations prevalent in modern applications .............. ... .. i, 1190
7. CoNCIUAING TEMATKS . . . oottt ettt ettt e e e e ettt et e e e e e e e e e e 1192
ACKNOW B MBI . . . .ottt et e e e e e e e e e e e e e e e e 1192
0 12 1S 4 Lo PP 1192

1. Introduction

1.1. Addressing the myriad of important boiling and condensation
configurations

For many decades, thermal management systems in many
applications have employed single-phase methods to meet specific
cooling requirements. These systems include both natural convec-
tion and forced convection configurations. However, the recent
rapid rise in rate of heat dissipation in many applications, coupled
with the need to decrease the size of cooling hardware, has ren-
dered single-phase systems incapable of meeting cooling require-
ments. This trend includes applications such as computer
electronics and data centers, medical X-ray equipment, hybrid
vehicle power electronics and heat exchangers for hydrogen stor-
age in automobiles, fusion reactor blankets, particle accelerator
targets, magnetohydrodynamic generator electrode walls, defense
radars, rocket engine nozzles, and both laser and microwave
directed-energy weapons [1-3]. Lack of effectiveness of single-
phase methods has spurred a transition to two-phase systems to
capitalize upon the high heat transfer coefficients associated with
both boiling and condensation. The cooling advantages of two-
phase systems are derived from their reliance on both sensible
and latent heat of the working fluid compared to sensible heat
alone for single-phase systems.

Early implementation of phase change cooling was focused on
passive heat pipes that rely on capillary forces in a wicking struc-
ture to circulate coolant between evaporating (heat acquisition)
and condensing (heat rejection) terminals of a closed tubular struc-
ture. But several fundamental limitations of heat pipes, especially
small coolant flow rate, place stringent upper performance limits
that fall short of cooling requirements in many emerging technolo-
gies [1]. This shortcoming shifted interest to other passive,
unwicked cooling schemes, especially pool-boiling ther-
mosyphons, which rely on buoyancy to circulate coolant between
a lower boiling (heat acquisition) and upper condensing (heat
rejection) sections of a closed vessel [4-6]. Here too, limited cool-
ing performance spurred new innovations in passive cooling, such
as the use of a pumpless loop consisting of two vertical tubes con-
nected atop to a liquid reservoir fitted with a condenser [7,8]. In
this system, the boiler is connected to one of the vertical tubes,
and large vapor void reduces fluid density in the boiler tube com-
pared to the other liquid tube, causing static pressure imbalance
and triggering fluid circulation within the loop. The added benefits
of coolant motion in the pumpless loop are also realized in semi-
passive falling film cooling systems [9,10], where liquid from a
small reservoir falls by gravity as a thin film along the heat dissi-
pating surface, and vapor is lifted by buoyancy to the upper con-
densation section; the liquid is recollected in the reservoir
passively by vapor condensation, assisted by a small pump to
maintain constant liquid level in the reservoir. Further improve-
ments in cooling performance involve the use of mechanically dri-
ven pumped loops to enhance cooling performance by increasing
coolant velocity along the boiling surface. The simplest pumped
loop configuration relies on flow boiling along a flow channel
[11]. This configuration evolved in recent years to loops utilizing
mini- or micro-channels, which offer the advantages of increased

heat transfer coefficient, compact and lightweight cooling hard-
ware, and small coolant inventory [12-14]. Two pumped-loop
competitors to mini/micro-channel cooling are jet-impingement
cooling [15-17] and spray cooling [18,19]. In jet impingement,
the coolant exiting the jet nozzle is supplied to the heat-
dissipating surface in bulk liquid form. In spray cooling, exiting
the spray nozzle, the liquid breaks up into multiple droplets and,
thus, provides high heat transfer effectiveness as well as increased
surface area for cooling. The main difference between the two is
that coolant in jet impingement is supplied to the heat-
dissipating surface in liquid form, but broken into small liquid dro-
plets prior to impact in spray cooling. Yet, additional enhancement
in cooling performance of pumped loops is achieved with “hybrid”
cooling configurations that combine the merits of micro-channel
and jet-impingement cooling [20].

In a closed system, enhanced boiling performance often
requires commensurate improvements in heat rejection by con-
densation using a variety of configurations, such as drop-wise con-
densation [21], falling film condensation on tubes [22] and vertical
surfaces [23], and flow condensation in tubes [24]. Often cited as
complicating factors in modeling film condensation (also film
evaporation), both external and internal, are interfacial waves
and suppression of turbulence along the liquid-vapor interface
[9,10,23].

One important conclusion that can be drawn from trends in the
development of thermal management systems is the existence of a
myriad of possible boiling and condensation configurations, which
greatly complicate efforts to develop universal predictive tools for
system design and optimization.

1.2. Predictive methods for two-phase flow and heat transfer

Undoubtedly, the most popular approach to predicting boiling
and condensing flows is the use of empirical or semi-empirical cor-
relations. A key drawback to this approach is most correlations are
limited to one or a few fluids, and to narrow ranges of geometrical
and flow parameters. Most thermal management system designers
are compelled to extrapolate predictions to other fluids or condi-
tions beyond the validity range of a given correlation, which often
leads to highly erroneous design decisions. A more effective tool is
the use of “universal correlations” that are derived from large data-
bases encompassing many coolants and very broad ranges of both
geometrical and flow parameters [25-27]. These correlations uti-
lize the World’s most comprehensive databases, which include
geometrical parameters that span a large range of scales to achieve
unprecedented predictive capability.

Another approach to predicting two-phase behavior is the use
of theoretical models. Unfortunately, only a few such models are
available, which are limited to very basic flow configurations such
as falling films [23], annular flow condensation [28], and annular
flow boiling [29].

Because of limitations of both empirical correlations and theo-
retical models, there is now a great deal of interest in the use of
computational fluid dynamics (CFD) simulations to predict
phase-change processes. The main advantages of this technique
are the ability to predict transient fluid flow and heat transfer
behavior, and provide detailed spatial and temporal distributions
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of phase velocities and temperatures, and void fraction. However,
while CFD simulations have shown great success and versatility
in predicting single-phase flows, their effectiveness for two-
phase flows has not been fully realized. Presently, despite some
recent promising results, two-phase simulations are quite expen-
sive, very time consuming, and limited to only simple flow
configurations.

1.3. Review objectives

The main goal of this paper is to review the large pool of articles
addressing CFD simulations of boiling and condensation. This
includes (1) popular two-phase computational schemes and key
differences between schemes, (2) surface tension modeling in con-
junction with different schemes, (3) different approaches to pre-
dicting interfacial mass, momentum and energy transfer, and (4)
boiling and condensation articles involving comparison of predic-
tions of CFD schemes with experiments and correlations. This
review will be concluded with key recommendations for improv-
ing predictive capabilities of computational schemes.

2. Two-phase computational schemes
2.1. Solution of continuum two-phase conservation equations

Modeling two-phase flow and heat transfer requires accurate
prediction of the behavior of each phase and interactions along
the interface between phases. Several numerical methods are
available for this purpose. Most popular CFD methods involve solv-
ing conservation equations using macroscopic depiction of the flu-
ids, where fluid matter is described as consisting of a sufficiently
large number of molecules that continuum hypothesis for fluid
properties is valid. The mass, momentum and energy equations
are expressed, respectively, as

L+ (pi)=o, (1)

%(pﬁ)+v-(pﬁ uy=-Vp+V- [u(vmvﬂf)upgﬁs,
(2)

and
%(pE) +V- [Ei(p5+p)] =V (kVT) +Q. (3)

While most popular methods are based on this macroscopic depic-
tion, there is now increasing interest in computational methods at
the mesoscale, where fluid matter is considered a collection of
atoms, which is much smaller than macroscale but larger than sin-
gle atom (“atomistic” scale). This section will discuss the different
methods used in two-phase simulations with focus on those
employing conservations equations at the macroscale.

2.2. Moving mesh and Lagrangian methods

Early approaches to simulating two-phase flows included use of
separate, boundary-fitted grids for each phase. Using this Lagran-
gian scheme, Ryskin and Leal [30] simulated the rise of a
buoyancy-driven deformable bubble in quiescent liquid. Governing
equations were solved separately for each phase and boundary
conditions along the interface matched iteratively. While Ryskin
and Leal employed a 2-D axisymmetric domain, Takagi and Mat-
sumoto [31] simulated unsteady bubble rise in 3-D domain. Meth-
ods using boundary-fitted grids provide the highest accuracy in
predictive capability among the different computational methods.

An alternative moving-mesh Lagrangian method allows the grid
to follow boundaries of phases during interface deformation as
illustrated in Fig. 1(a). Studies using this method include deforma-
tion of a buoyant bubble by Shopov et al. [32], and droplet impact-
ing a solid wall by Fukai et al. [33]. Overall, Lagrangian and
moving-mesh methods involve very complex formulations that
are computationally intensive due to the nature of the solvers used,
and hence have only been applied to very simple two-phase flow
configurations.

2.3. Interface-capturing methods

Common Eulerian schemes used to simulate two-phase flows
are termed interface-capturing methods. Most popular among
these are the volume of fluid (VOF) method [34] and the level-set
(LS) method [35].

2.3.1. Volume of fluid (VOF) method

The VOF method captures the interface using a color function C
representing volume fraction with a value between 0 and 1, where
0 implies the cell is completely occupied by one phase, and 1 by the
other, and the interface is identified by cells having values between
0 and 1. For flows without phase change, the color function is
advected by velocity field according to the equation

9 (€)+u-V(C)=0. (4)
ot

The velocity field is obtained by solving the momentum (Navier-
Stokes) equation. Because the interface is tracked by 0 to 1 color
value, VOF methods are inherently conservative, which is a major
advantage when solving conservation equations. However, they suf-
fer inability to capture the interface accurately.

VOF methods can be divided into two categories: those that do
not use interface reconstruction and others that do. Methods not
requiring interface reconstruction include donor-acceptor scheme
by Hirt and Nicholas [34], flux corrected transport (FCT) scheme
by Rudman [36], and compressive interface capturing scheme for
arbitrary meshes (CICSAM) by Ubbink and Issa [37]. These schemes
use a color value of 0 to indicate one phase and 1 the other phase,
with the interface identified by a value of 0.5. The transition from 0
to 1 occurs across a finite thickness interface encompassing multi-
ple cells. In these schemes, Eq. (4) is modified for incompressible
fluids as
) -
=) +V.(uC) =0, (5)
ot
which can be solved by different combinations of upwind and/or
downwind schemes. After solving Eq. (5), the interface appears
smeared across multiple cells and set to a finite thickness.

The second and more popular category of VOF methods involves
interface reconstruction, where interface shape is solved using
piecewise constant or piecewise linear schemes. Unlike the first cat-
egory of VOF methods, these schemes capture the interface with
zero thickness. They include simple line interface calculation (SLIC)
[38], which is a piecewise constant scheme, and piecewise linear
interface calculation (PLIC) [39], a piecewise linear scheme. As
shown in Fig. 1(b), the interface in SLIC is orientated with x- or
y-axis of domain (sidewalls of rectangular mesh cell). On the other
hand, as shown in Fig. 1(c), the interface in PLIC is set by a straight
line/plane whose direction is dictated by vector normal to the
interface. Orientation of the normal vector for a specific cell con-
taining the interface is obtained by interrogating volume fractions
of all neighboring cells. Once the direction of the interface is com-
puted, this vector is oriented in such a manner that the volume
fraction of the cell is maintained. Although the original PLIC
scheme by Youngs [39] is still widely used, alternative PLIC
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Phase 1 Phase 2
Interface
g
Lagrangian moving-mesh method
(a)
N VOF:
\\ PLIC Interface
~—_

Eulerian volume-of fluid

piecewise linear interface LS Function
calculation (VOF-PLIC) method W=0
(©)
\ FT Interface
Marker Grid

Lagrangian/Eulerian interface
front-tracking (FT) method

(e)

VOF:

— SLIC Interface

Eulerian volume-of fluid simple

line interface calculation (VOF-
SLIC) method

(b)

Finite Thickness
Interface

Eulerian level-set (LS) method
with finite thickness interface

(d)

Fig. 1. Interfacial computational grids for (a) Lagrangian moving-mesh method, (b) Eulerian volume-of-fluid simple line interface calculation (VOF-SLIC) method, (c) Eulerian
volume-of-fluid piecewise linear interface calculation (VOF-PLIC) method, (d) Eulerian level-set (LS) method with finite thickness interface, and (e) Lagrangian/Eulerian

interface front-tracking (FT) method.

schemes have also been recommended [40,41]. A key concern with
PLIC schemes is interface discontinuity (jump) between cells as
depicted in Fig. 1(c). Some improvements to the PLIC scheme have
been proposed that depart from piecewise linear formulation
[42,43]. In all interface reconstruction schemes, once interface
reconstruction is completed, the advection step given by Eq. (4)
is performed to proceed with the numerical solution.

In VOF methods, the density, viscosity and thermal conductivity
of the fluid are determined, respectively, as

p=0gpy + (1 —0tg)py, (6a)
= gty + (1 — otg) g, (6b)
and

k= ogkg + (1 — o )ky, (6¢)

where o is the volume fraction, which is related to the color func-
tion, C, by the relation

o= % / / cdo. (7)

2.3.2. Level-set (LS) method

The second type of interface-capturing methods is the Level-set
(LS) method. This method uses a function, y, to define distance
from the interface as shown in Fig. 1(d). This function has a value
of = 0 at the interface (called zero level set), and is positive in
one phase and negative in the other. In the absence of phase
change, this function is advected by velocity field according to
the equation

LW +uvw) =o ®)
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With the LS method, interface location is known only implicitly by
the given values of y, therefore its location is captured by interpo-
lating y values on the grid. This method is able to capture compli-
cated interface topologies quite well, but with time evolution,
cannot maintain the property of a signed distance function and
therefore might not remain a smooth function. This leads to error
in interface curvature calculations, as well as causes serious mass
conservation errors. To correct this problem, y needs to be re-
initialized every few time steps, and is transformed into a scalar
field that satisfies the property of the signed function with the same
zero level set. This is commonly achieved by a technique recom-
mended by Sussman et al. [35] involving iterative solution of the
following relations

o Yo

= ——=[1-|VY]] 9)
e

and

¥(x,0) = vy, (10)

where h is cell width, which is used to preclude zero denominator in
Eq. (9). Russo and Smereka [44] showed the re-initialization step
could cause errors in the solution, and suggested improvements
to the method of Sussman et al. to correct the problem. Overall,
the mass conservation errors are compounded for relatively long
time durations. To correct this problem, investigators resort to
employing explicit methods to force mass conservation [45,46].

Son and Dhir [47] used the following relations to determine
fluid properties in their LS scheme:

p=pg+(pr— pH, (11a)
I e e ] 8 (11b)
and

kK =k '+ (k' — Kk H, (11c)

where k, is assumed to be zero, and H is the smoothed Heaviside
function proposed earlier by Sussman et al., who suggested that
smoothing the Heaviside function in the LS method serves to
remove numerical instabilities that arise from discontinuities in
fluid properties. Use of harmonic mean, Egs. (11b) and (11c),
instead of arithmetic mean, Egs. (6a)-(6c), is not uncommon even
for VOF methods. Adapting from Sussman et al., Son and Dhir used
the following relations in their study for smoothed Heaviside
function:

H=1 fory > 1.5h, (12a)
H=0 fory < -1.5h, (12b)
and

B o1 . v
H=05 +3p 5, SN <2nﬁ> for|y| < 1.5h. (12¢)

This technique sets interface thickness equal to 3h, or three cell
widths, as shown in Fig. 1(d).

Notice that properties are smeared out across multiple cells
when using the Heaviside function. A key concern with this smear-
ing effect is that phase change occurs only at the interface. To help
resolve this issue, Fedkiw et al. [48] introduced the ghost fluid (GF)
method, which involves including an additional artificial fluid cell
implicitly representing the Rankine-Hugoniot jump condition at
the interface. Kang et al. [49] used this GF method in conjunction
with the LS scheme to study incompressible multiphase flows.

To tackle both mass conservation errors of the LS method and
inaccurate interface capture of the VOF method, an improved Cou-

pled Level-set/Volume of Fluid (CLSVOF) method [50,51] has been
proposed. This method combines the merits of both earlier meth-
ods, while minimizing their errors. With the CLSVOF method, the
distance function advection equation is solved first, followed by
interface reconstruction using the LS method, which corrects the
inaccuracies in interface capture of the VOF method. The VOF
method is used to re-initialize v, thus tackling the mass conserva-
tion issues of the LS method. Another similar yet simpler approach
is the Coupled Volume of Fluid and Level-set (VOSET) method [52].
This method only solves for C advection, Eq. (4), in the VOF method,
but calculates LS function y using a simple iterative geometric
operation, which is then used to calculate only geometric parame-
ters and fluid properties at the interface.

2.4. Interface front-tracking methods

Interface front-tracking (FT) methods combine the advantages of
both the Lagrangian and Eulerian perspectives by using fixed and
moving grids. Using the FT scheme, Grimm et al. [53] treated both
phases separately, but Unverdi and Tryggvason [54] and Tryggva-
son et al. [55] used one set of equations for both phases. Unverdi
and Tryggvason's FT method, which is illustrated in Fig. 1(e),
employs a regular structured grid to track the flow in both phases,
and a finer marker cell grid to track the interface. Location of the
finer grid is advected by velocity field according to the following
equation:

d - .
a (Xfrant) = ufronty (13)

where ;fmnr is the position of the front, and afmm the velocity of the
front at that position, interpolated from the fixed grid. While FT
methods do a good job calculating interface curvatures and han-
dling multiple interfaces, they require explicit treatment for inter-
face breakup and coalescence [56]. Property variations in Unverdi
and Tryggvason’s FT method are given by

p=pe+(pr—ppl (14a)
and
u= :u’g + (:u’f - :ug)l7 (14b)

where [ is the indicator function, which, like the Heaviside function
discussed earlier, is used to smooth properties across the interface.

2.5. Other methods

Other methods that have been developed for fixed grids include
the constrained interpolation profile (CIP) method [57] and phase-
field (PF) method [58]. Yabe et al. [57] developed the CIP method
for multiphase flows to tackle loss of information inside the com-
putational grid resulting from the discretization process, and con-
serves mass accurately at the interface. This method transforms
the color function into a smooth function by using a Lagrangian
invariant solution scheme for advection. While most finite inter-
face thickness schemes discussed earlier employ mathematical
functions to smooth fluid properties across multiple cells, the PF
method is based on the concept of diffuse interface with finite
thickness [58]. The phases are defined by a phase-field parameter,
Cpr, Which, in contrast with the color function, C, is a physical
parameter, and is constant within each phase and varies across
the interface. Interface tracking is achieved by solving the follow-
ing advection-diffusion equation:

9

o (o) + (V) Cor = V- (1n V), (15)
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where K, is the diffusion parameter and ¢ the chemical potential
defining the rate of change of free energy.

Yet another vastly different solution method, which is based on
mesoscale formulation, is the Lattice-Boltzmann (LB) method
[59,60]. Instead of solving the Navier-Stokes equation, the LB
method involves solving discrete Boltzmann equation. To recover
macroscopic fluid motion, the mesoscale physics is reduced to sim-
plified microscopic models or mesoscopic kinetic equations. In
contrast with methods requiring solution of the non-linear
Navier-Stokes equation, the LB method solves semi-linear equa-
tions; it also does not require explicit tracking of the interface. This
method is beyond the scope of the present study, and therefore its
detailed formulation is excluded from review.

3. Surface tension modeling

Accurate capture of the interface requires a method for model-
ing surface tension force effects. The most popular method to
addressing these effects is the Continuum Surface Force (CSF) model
proposed by Brackbill et al. [61]. When solving the momentum
equation

%(pﬂ)JrV-(pﬂ.ﬂ) = W+ V. [p(Vu Vi)
+pg+F, (16)

with fixed grid methods, the surface tension force, I?S, according to
the CSF model for constant surface tension is defined as

Fs = oKo 1, (17)

where J; is the Dirac delta function, which has finite value at the
interface and zero values everywhere else away from the interface,

(18a)

K=V-n, (18b)

and c is a parameter defined based on the method used. With the LS
method, c is replaced by distance function, . Because v is a contin-
uous function, the interface normal vector according to Eq. (18a)
can be calculated quite accurately. With the VOF method, on the
other hand, c is replaced by volume fraction o. Because of surface
discontinuities, this model precludes accurate determination of
the normal vector. With the FT method, Eq. (17) uses interfacial cur-
vature along the finer grid to calculate surface tension force. The
force is then distributed over the fixed grid using Peskin’s immersed
boundary method [62] to conserve force when moving across grids.

Another promising method to calculating surface tension force
effects is the Continuum Surface Stress (CSS) model by Lafaurie
et al. [63], which has certain advantages compared to the CFS
model. The CSS model features conservative formatting, and does
not require explicit calculation of curvature, rendering it especially
useful for sharp corners.

Even though surface tension models have been successfully
used in numerical schemes, they are known to artificially induce
spurious currents when capturing the interface. These are non-
physical vortex currents induced close to the interface, resulting
in unrealistic deformations and therefore compromising interface
curvature calculations. These currents are caused mostly by inabil-
ity to balance pressure gradient with surface tension force.
Recently, investigators have recommended methods to suppress
these spurious currents [64,65]

While finite thickness schemes are solved using surface tension
force, the PF method uses fluid free energy. An example of this

approach is a study by Jacqgmin et al. [58], where surface tension
force is calculated according to

Fo= —CuVo, (19)

¢ being the chemical potential defining the rate of change of free
energy.

4. Implementing mass transfer in two-phase schemes

4.1. Different approaches to solving conservation equations and
accounting for interfacial mass, momentum and energy transfer

Phase change methods add multiple complications to two-
phase schemes developed to track or capture the interface. In the
presence of interfacial mass transfer, interface topology tends to
be less stable, and numerical schemes must be able to tackle this
issue. Phase change methods also require accurate estimation
and implementation of mass, momentum, and heat transfer across
the interface. With phase change, mass transfer rate, i1, normal to
the interface, which is positive for evaporation and negative for
condensation, is given by

—

i = py(tlg — u;). 1 = py(uy — u;).n. (20)

The jump conditions for velocity, momentum transfer rate, and
energy transfer rate across the interface are given, respectively, by

Y 2

Ug—Uf)-n=m|———]|, 21
(ug —uy) (pg pf> (21)
(ug — Uf) = (tg — ) - 1 —(pg — pp)l- n+oKcn, (22)
and

q) = mhg, (23)

where I is an Idemfactor, and the energy jump relation accounts
only for latent heat transfer.

In a two-phase scheme with phase change, the above jump con-
ditions are usually used at the interface, while the mass, momen-
tum and energy conservation equations given by Eqgs. (1)-(3),
respectively, are solved for the interior of each phase. The VOF
method employs separate conservation equations for liquid and
vapor that account for mass transfer between phases using mass
source and mass sink terms. The continuity equations in the VOF
method are expressed as

9 -
i (opPy) + V- (O pyli) = Sk, (24)

where subscript k refers to either liquid, f, or vapor, g, and S (kg/
m? s) is the mass source term for phase k associated with the phase
change.

As will become evident from the large pool of studies to be
reviewed below, there is no universal approach to formulating a
numerical solution to a two-phase flow problem involving phase
change. When working with a fixed grid and using separate conti-
nuity equations for the two phases, phase change is accounted for
using mass source and mass sink terms, or mass jump conditions
are applied to the two phases separately. If the momentum equa-
tions are solved in combined form for both phases, as given by
Eq. (2), then only surface tension forces need to be included in
the governing equation, and the other terms in Eq. (22) need not
be used. This is because pressure, shear stress and momentum flux
due to mass transfer are already accounted for. Like the continuity
equation, when the energy equation is solved in combined form,
energy transfer due to phase change can be accounted for with
either source terms or jump conditions along the interface. Son
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and Dhir [47] adopted a yet different approach is which mass
source was used in the continuity equation, but not the energy
equation. They solved the energy equation by setting the temper-
ature of the saturated phase equal to saturation temperature to
ensure that energy transfer at the interface due to phase change
is correctly account for.

Therefore, it is important to identify differences between solu-
tion procedures adopted by different researchers and appreciate
the physical basis behind these procedures.

4.2. Mass transfer models

4.2.1. Energy jump condition

One of the most popular tools to account for interfacial phase
change is the Rankine-Hugoniot jump condition [66]. Here, mass
transfer rate is based on net energy transfer across the interface,
including heat transfer due to conduction in the two phases to or
from the interface.

q = n-(kVT; — k;VTg) = tinhg, (25)

where i (kg/m? s) is the mass flux due to phase change at the inter-
face. Eq. (25) neglects the small kinetic energy contributions affect-
ing micro-scale mass transfer. A substitute version for Eq. (25) is
[67]

qi = kfa—z - kga—z = rihg,. (26)
only anlg

The volumetric mass source term, S (kg/m?> s), is determined accord-
ing to the relation

Sg = =S = 1m|Varg], (27)
where |Voy| for a particular cell of the computational domain is

obtained from

Aint
V b

1
Vol = [ 1V1dv = (28)
where A; is the interfacial area in the cell and V the cell volume.
In simplified form, Nichita and Thome [68] determined the vol-
umetric mass source term from gradients of temperature and void
fraction of liquid in the interfacial cell,

k(VT - Vo)

Sg N _Sf N hfg

: (29)
where k is the effective thermal conductivity given by Eq. (6c).
Ganapathy et al. [69] used a similar formulation for the source term.
Eq. (29) is less accurate than Eq. (25) and (26) because of the sim-
plifying assumptions used. For example, use of effective thermal
conductivity is not physical for calculating phase change at the
interface since mass transfer should not depend on conductivity
of the saturated phase. During boiling, the liquid phase is saturated
and vapor phase unsaturated, as it can be superheated. During con-
densation, the vapor phase is saturated and liquid phase unsatu-
rated, as it can be subcooled: To correct this error for both
condensation and boiling situations, where saturated and unsatu-
rated phases are present, Sun et al. [70] recommended an alterna-
tive simplified form based on the assumptions of negligible heat
conduction in the saturated vapor (ks, = 0) due to constant vapor
temperature, and linear temperature variation in the subcooled lig-
uid near the interface,
o 2kunsat(VT : vOcunsat)

Ssat = _Sunsat = hf . (30)
g

Use of simplified source term models is quite common because they
simplify source term calculation and implementation in commer-

cial software packages, since they rely only on volume fraction
and temperature gradient information within the current cell.
Because these models are based on specific assumptions, they
should only be used after confirming suitability to the specific
phase change problem being addressed. Suitability can be con-
firmed by utilizing the source terms in specific phase change sce-
narios over a range of parameters under investigation and see
how results compare to experimental data.

While the phase change model based on the Rankine-Hugoniot
jump condition is physically based and therefore free from empiri-
cism, it does not account for kinetic energy contributions. Also,
notice that |Va,| in Eq. (27) is non-zero only at the interface, which
limits mass transfer at the interface. This condition cannot tackle
subcooled inlet boiling and superheated inlet condensation situa-
tions with no preexisting interfaces. Use of this model has been
seen in situations involving nucleate pool boiling, film boiling, flow
boiling, and flow condensation.

4.2.2. Schrage model

Schrage [71] used kinetic theory of gases to propose a mass
transfer model in the 1950s based on the Hertz-Knudsen equation
[72]. He assumed vapor and liquid are in saturation states, but
allowed for jump in temperature and pressure across the interface,
i.e., Tsar (Pf) = Trsar # Tsar (Pg) = Tgsar- Kinetic theory of gases was used
to relate the flux of molecules crossing the interface during phase
change to the temperature and pressure of the phases. A fraction y
is used to define the number of molecules changing phase and
transferring across the interface, and 1 — y the fraction reflected.
Relations for 7. and )., corresponding to situations involving con-
densation and evaporation, where defined, respectively, as

_ number of molecules absorbed by liquid phase
¢~ number of molecules impinging on liquid phase

(31a)

and

__ number of molecules transferred to vapor phase

7 = umber of molecules emitted from liquid phase (31b)

According to the above definitions, y. = 1 corresponds to perfect
condensation, where all impinging molecules are absorbed by the
liquid phase. Conversely, y.=1 represents perfect evaporation,
where all emitted molecules are transferred to the vapor phase.
The net mass flux across the interface, m (kg/m? s), is determined
from the difference between liquid-to-vapor and vapor-to-liquid
mass fluxes,

2

: M Dy Py
M=o o |y 8y EL | 32
2- Te 2mR |:/ vV Tg,sat ’ vV Tf‘sat ( )

where R is the universal gas constant (8.314 J/mol K), M the molec-
ular weight, p, and Ty are the vapor’s pressure and saturation
temperature at the interface, and py and Ty, the liquid’s pressure
and saturation temperature, also at the interface. Generally, the
evaporation and condensation fractions are considered equal and
represented by a single accommodation coefficient . This simplifies
Eq. (32) to the following form:

2 - Y m AV Tg‘sat B vV Tf.sat .

A major difficulty in using the above relation is that y is an
unknown quantity, and a few investigators have attempted to
determine its value by comparing model predictions to experimen-
tal data. For example, using published data, Marek and Straub [73]
concluded that y is between 0.1 and 1 for jets and moving films,
and below 0.1 for stagnant liquid surfaces. Also using information
from published literature, Paul [74] recommended a value between
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0.02 and 0.04 for water during evaporation. Rose [75] recom-
mended a value close to unity for dropwise condensation based
on a review of available experimental data. Wang et al. [76] sug-
gested an experimentally determined value of y =1 for non-polar
liquids. Hardt and Wondra [77] and Magnini et al. [78] also used
y=1 for film boiling. For evaporating falling films, Kharangate
et al. [79] recommended a value of y=0.1, but indicated that
higher values in the range of y=0.1-1 do not compromise the
model’s predictive accuracy, but do influence numerical stability.
Doro [80] used y=0.5 for evaporating falling films. Kartuzova
and Kassemi [81] recommended a low value of y = 0.01 for turbu-
lent phase change in a cryogenic storage tank in microgravity.
Huang et al. [82] used a value of y=0.03 for bubbly flow of
R141b in a serpentine tube.

Tanasawa [83] further simplified the Schrage model by suggest-
ing that, for small interfacial temperature jump, mass flux is lin-
early dependent on temperature jump between the interface and
vapor phase. This simplifies the model to the form

2y ﬂ [pghfg(T - Tsat)}

m=
2-yV27mR Tfa/f

(34)

where Ty, is determined at local pressure. The volumetric mass
source term for both the Schrage model, Eq. (32), and Tanasava
model, Eq. (34), is given by S; = —S; = m|Voy|.

Tansawa’s model is a good approximation of the original
Schrage formulation for most phase change phenomena other than
at micro and nano scales, where interfacial temperature jump can-
not always be neglected. At those scales, interfacial curvature can
cause appreciable Laplace pressure, and Vander Walls forces on
solid-liquid interfaces can become sufficiently significant to cause
non-equilibrium between the phases [84]. In their investigation of
evaporation across a liquid-vapor interface, Hardt and Wondra [77]
provided a simple method to assess deviation of interfacial tem-
perature from T,. As shown in Fig. 2, they plotted the deviation
of dimensionless interfacial temperature versus the dimensionless
parameter x = #1,d/ks;, where 7, is the evaporation heat transfer
coefficient given by

2y M
Mo = Y fg Pg (35)
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Fig. 2. Variation of deviation of dimensionless interface temperature with dimen-
sionless distance from the wall to the interface. Adapted from Hardt and Wondra
[771.

and d the distance of the liquid-vapor interface from the wall. Using
the example of water evaporation at atmospheric conditions with
an accommodation coefficient of y = 0.1, they showed deviation of
interfacial temperature increases with decreasing d. The dimension-
less deviation is close to 0.01 at d ~ 81 um, and increases to 0.1 at
d~7 pm. It is therefore important to assess such deviations in
interfacial temperature before opting to use Tanasawa’s simplified
formulation to model micro- and nano-scale phenomena.

Overall, the Schrage model is both physically based and
accounts for kinetic energy effects. As indicated earlier, a key chal-
lenge in using this model is deciding which value to use for the
accommodation coefficient in the range of 0 <y < 1. The optimum
value for this coefficient is obtained from experimental data. Kha-
rangate et al. [79] recommended another procedure to setting the
value of y based on deviation of interfacial temperature from Tsg.
This procedure is initiated by setting y = 0, then gradually increas-
ing 7 until the deviation between interface temperature and Tsq is
minimized to an acceptable level. Another challenge in using the
Schrage model is the dependence of volumetric mass source term
on |V, which has non-zero value only at the interface, allowing
phase change to occur only along the two-phase interface. This
model tends to maintain Ty, because deviation of interfacial tem-
perature from Ty, increases the rate of mass transfer along the
interface, which in turn reduces the temperature deviation. The
Schrage model has been used to investigate nucleate pool boiling,
flow boiling, film boiling, and evaporating falling films.

4.2.3. Lee model

Lee [85] developed a simplified saturation model for evapora-
tion and condensation processes. The key premise of this model
is that phase change is driven primarily by deviation of interfacial
temperature from T, and phase change rate is proportional to this
deviation. Therefore, phase change occurs while maintaining tem-
peratures of the saturated phase and interface equal to T, The
model assumes mass is transferred at constant pressure and
quasi-thermo-equilibrium state according to the following
relations:

Sg=-5= riagpgw for condensation (T < Ty) (36a)
sat

and

Sg=-5= riocfpfw for evaporation (T > Tsq), (36b)
sat

where r; is an empirical coefficient called mass transfer intensity fac-
tor and has the units of s~'. While the Lee model consistently aims
to decrease the deviation from T, there is great variability in the
choice of r; value. Researchers have used a very wide range of val-
ues, ranging from 0.1 to 1 x 107 s™!, in attempts to achieve least
deviation. Overall, optimum value of r; depends on many factors,
including, but not limited to, specific phase-change phenomenon,
flow rate, mesh size, and computational time step. A key challenge
in using the Lee model is that different r; values have been recom-
mended by different researchers for similar experimental configu-
rations, depending on specific setup of numerical model used.
Chen et al. [86] suggested a substitute version to the Lee model,
given by

Se = =S = Tim0g Pg (T — Tsar) for condensation (T < Ty), (37a)
and
Se = =S¢ = im0 P (T — Tsar) for evaporation (T > Ty), (37b)

eliminating Ty, from numerators of the source terms, and employ-
ing a modified mass transfer intensity factor, 1.
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While many researchers have used the Lee model in their sim-
ulations, some [87-89] have shown that this model is essentially a
derivative of the Schrage model. Overall, the Lee model is a simpli-
fied saturation model that does not set limits on the value of mass
transfer intensity factor r;. While this lack of specificity is advanta-
geous in that it allows investigators to assign their own optimum
value, it also points to a lack of strong physical basis for the model.
The model’s tendency to maintain saturation temperature in both
the saturated phase and along the interface serves as a good start-
ing point to investigating rather complicated phase change phe-
nomena without delving into the complex physics of the
configuration in question. Unlike the Schrage model, which allows
phase change only along the interface, the Lee model allows for
phase change both along the interface and within the saturated
phase. This is evidenced by the use of void fraction multipliers in
the source terms, rendering the Lee model capable of accommodat-
ing phase change both within the vapor phase and along the inter-
face for condensation, Eq. (36a), and within the liquid phase and
along the interface for evaporation, Eq. (36b). This feature allows
the model to simulate full scale flow boiling and flow condensation
processes with relative ease, albeit with rather reduced accuracy.

A summary of the three popular mass transfer models discussed
in Sections 4.2.1-4.2.3, along with their important assumptions
and applications, is provided in Table 1.

4.2.4. Other techniques for simulating mass transfer

Other methods have also been used to simulate phase change,
which rely on experimental data or heat transfer correlations.
Zhuan and Wang [90] used a Marangoni heat flux correlation
[91,92] to calculate mass transfer rate during the initial phase of
nucleate boiling, and a bubble growth rate correlation [93,94] to
estimate mass transfer during the subsequent phase. Jeon et al.
[95] used an experimental heat transfer correlation developed by
Kim and Park [96] for condensation to estimate source terms in
their investigation of subcooled boiling. Krepper et al. [97] used

Table 1
Popular mass transfer models used in phase change simulations.
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the following simple relations for mass transfer flux to model sub-
cooled flow boiling:

1My =max {Wﬁ} for subcooled liquid at the interface (T < Tsg),
fg
(38a)
and
. hi(T = Tsae) o .
1y = max T ,0¢ for superheated liquid at the interface (T > Tsq),
&

(38b)

where h; is the heat transfer coefficient given by Ranz and Marshall
[98]. But, as suggested earlier in this article, because these methods
are correlation based, they should only be applied to the range of,
and with fluids for which these correlations were developed. Zu
et al. [99] adopted a different empirical approach to model
“pseudo-nucleate boiling,” where vapor was artificially injected
through an inlet located on the heated wall to simulate a nucleation
site, followed by vapor generation at the bubble and superheated
wall contact area based on experimental observations [100]. Using
the VOF model to capture the interface during flow condensation,
Zhang et al. [101] incorporated a large artificial source term to force
interface temperature to T, then calculated energy and mass
source terms using the updated temperature field.

Overall, while empirical models do simplify numerical solu-
tions, they are often derived for specific fluids and valid over speci-
fic ranges of flow parameters. They are also based on specific
assumptions that may not be valid for phase change configurations
different from the ones they are based upon.

4.3. Incorporating source terms at two-phase interface

There are multiple ways in which source terms are incorporated
in the computational grid. A common method is to include them in
cells crossing the interface. This method was used in conjunction
with the VOF scheme by Welch and Wilson [102], who calculated

Mass transfer model Energy jump condition [66]

Schrage model [71]

Lee model [85]

. . ii-(ky VT, kg VT, T-T.
General form g = —1iy; = ii-(ky r/., 5 VTg) titg = —tity = 52/ ["/c B b ] Sg =S =riog Pg%
5 7.V 2 VT, Trs .
' ssat fsa]  for condensation (T < Tyq)

T—Tsar)
Sg =~y =rioy py e

for evaporation (T > Tsqg)

Simplified form _ g, _ kVTVe) . . N Ry (T—Tiat
Basis - Physics-based model relying on energy - Physics-based model based on kinetic - Simplified model with phase change defined

Kinetic energy
contribution

Interfacial
temperature

Source term
implementation

Empirical coefficients

Phase change
configurations
addressed in
literature

jump across vapor-liquid interface

Does not account for kinetic energy
contribution

Different = methods/assumptions  in
numerical scheme used to maintain
interfacial temperature at Tgq,

Implemented at vapor-liquid interface
Requires identifiable interface for model
to predict phase change

- Nucleate pool boiling
- Film boiling

- Flow boiling
Condensation

theory of gases

- Accounts for kinetic

contribution

energy

- Aims to maintain interfacial tempera-
ture at Tsq with the aid of empirical
coefficient

- Implemented at vapor-liquid interface
- Requires identifiable interface for
model to predict phase change

- Empirical coefficient needs to be
assigned
- Value of is usually based on experi-

mental data

- Nucleate pool boiling

- Film boiling

- Flow boiling

- Evaporating falling films

such that saturating conditions at the inter-
face can be achieved

Does not account for
contribution

kinetic energy

Aims to maintain interfacial temperature at
Tsqe With the aid of empirical coefficient r;

Implemented at vapor-liquid interface and
in saturated phase

Can perform bulk phase change calculations
Does not require preexisting interface

Empirical coefficient r; needs to be assigned
Value of r; is based on minimizing deviation
of interface temperature from T,

Flow boiling
Condensation
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the mass source term by combining interfacial relations for heat
transfer and continuity across the interface as

s s o e (1 1\
Ug—U) - n—(Up—uj)-n=|——-——| 3+ 39
( 4 l) ( f l) <pg pf) hfg7 ( )
where the mass flux source term is given by q; /hg.

Another common method is to smear the source term across a
finite thickness of the interface including multiple cells. This is
the method that was adopted by Son and Dhir [47] in their LS
scheme. The mass flux source term, 1, appears in the following
continuity equation:

Ve (L1 movn, (40)
Py Py

where H is the Heaviside function described earlier. Because H in
their study varies across three cells, the mass term is smeared
across the same three cells. Another approach to smearing the
source term was recently recommended by Hardt and Wondra
[77]. They first mathematically smeared source and sink terms
across multiple cells on the grid around the interface. They then
artificially shifted the source and sink terms towards the individual
phases. Fig. 3(a) shows how Kunkelmann [103] smeared the source
and sink terms using the Hardt and Wondra technique. The smear-
ing process is initiated with a sharp interface, with the source and
sink terms concentrated at the interface. After the smearing process
is completed, the source (positive) terms and sink (negative) terms
are shifted away from the interface. Fig. 3(b) provides a 1-D depic-
tion of cells around the interface, with source and sink terms after
the smearing. Fig. 3(c) and (d) shows volume fraction and corre-
sponding mass source and sink terms across multiple cells, respec-
tively. During evaporation, for example, the generated mass of
vapor is concentrated on the vapor side of the grid, and the lost
mass of liquid on the liquid side. While this method correctly con-
serves mass, it is not physically correct, since it artificially shifts the
mass generation or loss that occur at the interface towards the
respective phases. Nonetheless, this method does appear to
improve stability of numerical schemes. This method can also be
applied to condensation configurations by shifting the generated
mass of liquid to the liquid side, and lost mass of vapor to the vapor
side.

A third approach to implementing mass transfer was adopted
by Juric and Tryggvason [104], who solved iteratively for velocity
of the interface markers. This method can accurately capture inter-
facial topologies in simple two-phase situations, but less so in com-
plicated scenarios like flow boiling.

4.4. Early implementation of phase change across numerical schemes

The past few decades have witnessed widespread implementa-
tion of phase change models into a variety of computational
schemes. A variety of test cases have been investigated to assess
the validity of the phase change models used. They include 1-D
Stephan problem [47,66,77,102,105], 1-D sucking interface prob-
lem [102,105,106], 2-D horizontal film boiling [47,102,104], 2-D
and/or 3-D growth of spherical vapor bubble in superheated liquid
[105,106], 2-D and/or 3-D bubble growth due to gravity [105], and
2-D and/or 3-D bubble growth and departure from heated wall
[105-107].

Welch and Wilson [102] used the VOF method with Youngs’
enhancement [39] for interface advection and phase change based
on energy jump condition to solve the 1-D Stephan problem, 1-D
sucking interface problem, and 2-D film boiling problem. Son and
Dhir [47] used the LS method developed by Sussman et al. [35]
and phase change based on energy jump condition to investigate

interface evolution during film boiling. While use of Continuum
Surface Force (CSF) model in the VOF and LS methods works well
in flows without phase change, it is less accurate with phase
change. To solve problems with CSF, Nguyen et al. [108] and Gibou
et al. [66] used the ghost-fluid (GF) model in conjunction with the
LS scheme and phase change based on energy jump condition. As
indicated earlier, the GF model involves implicit representation
of the Rankine-Hugoniot jump condition at the interface by adding
an artificial fluid cell. For Lagrangian schemes, Welch [109] and Son
and Dhir [110] implemented phase change using triangular grid
and moving coordinate scheme, respectively. Welch used a phase
change model based on energy jump condition. Tomar et al.
[111] implemented phase change in the CLSVOF scheme to inves-
tigate film boiling and bubble formation. Juric and Tryggvason
[104] extended the FT scheme to film boiling with phase change
based on Tanasawa’s model. Shin and Juric [67] used the FT scheme
with level contour reconstruction in 3-D domain with phase
change based on energy jump condition to investigate film boiling.
Sato and Niceno [105] implemented phase change using the mass-
conservative CIP method to simulate bubble growth and nucleate
boiling with phase change based on energy jump condition. Jamet
et al. [112] constructed a phase-field model for liquid-vapor flows
with phase change. Dong et al. [113] implemented phase change in
the phase-field LB method by calculating heat and mass transfer
using the thermal LB method by Inamuro et al. [114] combined
with a multiphase model by Zheng et al. [115]. Zhang and Chen
[116] implemented phase change in a pseudopotential LB approach
to model nucleate boiling.

5. Applications in boiling and condensation
5.1. Boiling

5.1.1. Bubble nucleation, growth and departure

The nucleate boiling process is characterized by liquid-to-vapor
phase change from nucleation sites on a heated wall. A finite
degree of wall superheat is necessary for nucleation to commence
at the onset of nucleate boiling (ONB). Nucleate boiling at low heat
fluxes is characterized by discrete bubbles growing and departing
from the nucleation sites. High heat fluxes increase active nucle-
ation site density, with bubbles showing tendency to merge later-
ally. Important considerations necessary to simulate these flows
include nucleation site density and heated wall thermal response,
in addition of course to bubble dynamics and heat and mass
transfer.

In their numerical study of bubble growth, Lee and Nydahl
[117] used simplified depiction where the bubble was assumed
to acquire hemispherical shape, trapping a wedge-shaped liquid
micro-layer at the wall, whose thickness was based on a model
by Cooper and Lloyd [118]. Welch [119] used a finite-volume
method and a moving unstructured mesh in conjunction with an
interface tracking scheme to predict bubble growth, but did not
simulate micro-layer formation. In most studies, the thin liquid
micro-layer is considered a region of extremely high heat transfer
coefficient [120].

Dhir and co-workers published a series of very successful sim-
ulations of bubble growth and departure in pool boiling, including
the first complete simulation of saturated nucleate pool boiling by
Son et al. [107]. They used the LS scheme and implemented phase
change based on energy jump condition in 2-D axisymmetric
domain that was subdivided into micro and macro regions as
shown in Fig. 4(a). This is a form of multiscale modeling, where a
separate model is used to solve the high-resolution portion of
the domain, avoiding the need for finer mesh in this region. Lubri-
cation theory [121,122] was used to model radial variation of the
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micro-layer thickness. Conservation of mass, momentum and
energy in the micro-layer were presented, respectively, as

85 _ ql!

= Uf — , 41
ot~ prhy @0
apy - Pup

ar gy (42)
and

" Tw—T;

q" = kf(Wié). (43)

In the macro region, they used the LS scheme for interface
tracking. The vapor temperature was set equal to Ty, and effective
conductivity was dependent on conductivity of liquid alone and
given by

k' =k 'H. (44)

Son et al. used this approach to investigate bubble shape during
growth and departure from a single nucleation site. For a wall
superheat of 8.5 °C, simulation results of bubble growth compare
well with experimental data, as shown in Fig. 4(b), though slight
differences are evident in the neck region. They were also success-
ful in predicting the effects of superheat on bubble growth rate and
departure diameter as shown in Fig. 4(c). Singh and Dhir [123]
extended the model to subcooled nucleate pool boiling and
showed that increased subcooling decreases bubble growth rate
and departure diameter and increases growth period. Abarajith
and Dhir [124] extended this model to investigate the influence
of fluid properties, surface wettability, and contact angle. They
showed that dielectric fluid PF-5060, whose surface tension is
much smaller than that for water, produces smaller growth rate
and smaller departure diameter than water. Nam et al. [125] stud-
ied bubble dynamics of water on a superhydrophilic surface and,
once again, showed good agreement with experiments. By adding
the species conservation equation to earlier formulations of conti-
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Fig. 4. (a) Computational domain used for simulation of bubble nucleation in pool boiling with micro and macro regions. (b) Bubble shape predictions using 2-D
axisymmetric model with LS scheme and energy jump condition, compared to captured image for water with AT,, = 8.5 °C and ¢ = 50°. (c) Effects of wall superheat on bubble
growth, and bubble shape at departure for water with ¢ = 38°. Adapted from Son et al. [107].

nuity, momentum and energy of Son et al., Wu and Dhir [126]
investigated the effects of noncondensables on subcooled pool
boiling using the coupled level set and moving mesh method
developed by Wu et al. [127]. They found that noncondensables
have minimal influence on heat transfer. Aparajith et al. [128]
extended the 2-D model of Son et al. [107] to 3-D, and numerically
simulated bubble growth for water and PF-5060 in reduced grav-
ity, concluding that departure diameter and bubble growth time
vary with gravity according to Dy~ g %% and ty ~ g %9, respec-
tively. Dhir et al. [129] then studied bubble growth of perfluoro-
n-hexane for g/g. =1 x 10~ and showed excellent agreement with
experimental data. Studies by a different group showed that
decreasing gravity increases growth time and departure diameter
[130]. Son et al. [131] and Mukherjee and Dhir [132] simulated ver-
tical bubble merger from a single nucleation site in 2-D domain,
and lateral bubble merger from separate nucleation sites in 3-D
domain, respectively, and, in both cases, achieved good agreement
with experimental data. All earlier studies by Dhir and co-workers
described in this paragraph employed constant wall temperature,
thereby neglecting thermal response of the wall. Aktinol and Dhir
[133] incorporated wall response in their simulations and con-
cluded that wall heat flux varies by up to four orders of magnitude
during bubble growth. They also found that wall thickness and
material have a significant impact on waiting time between suc-
cessive nucleations.

More recently, Dhir and co-workers also addressed the influ-
ence of slow fluid motion on bubble growth and departure. Li
and Dhir [134] simulated single bubble nucleation in horizontal
flow and vertical upflow for liquid flow velocities from 0.076 to
0.23 m/s in 3-D domain, using experimental contact angle data

as input to the model. Fig. 5(a) and (b) compares experimental
results and numerical predictions of volume fraction for a liquid
velocity of 0.076 m/s and 5.3 °C wall superheat for horizontal flow
and vertical upflow, respectively. They achieved good agreement
for horizontal flow, with the bubble initially assuming spherical
shape and then getting tilted in the flow direction and growing
asymmetrically. For vertical upflow, reasonable agreement was
achieved in terms of bubble location and shape, sliding motion,
and eventual lift-off from the wall. More recently, Son and Dhir
[135] revisited the problem of nucleate pool boiling, by addressing
high wall heat fluxes. By implementing the GF method and LS
scheme, they used 2-D and 3-D simulations to demonstrate a sig-
nificant increase in bubble merger in both vertical and lateral
directions at high heat fluxes.

Using a simulation approach similar to that of Dhir and co-
workers but with a simplified micro-layer model from [106], Lee
et al. [136] investigated bubble growth on a microcavity. By testing
various shapes of microcavities on which bubbles nucleate, they
found out that truncated conical cavities show better nucleation
in comparison to cylindrical and conical cavities. Lee and Son
[137] and Lee et al. [138] continued pursuing this approach to
study boiling heat transfer enhancement on microstructured and
microfined surfaces, respectively, and confirmed their benefits.

Kunkelmann and Stephan [106] simulated bubble growth using
the VOF scheme in the CFD software OpenFOAM in 2-D axisym-
metric domain, with phase change based on Tanasawa’s model.
Unlike the approach used by Dhir and co-workers, Kunkelmann
and Stephan used a micro-layer model developed by Stephan and
Busse [139] to study bubble growth and departure on a heated
wall. They complemented this study with simulations of nucleate
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Fig. 5. Predictions of bubble shape for single bubble during flow boiling of water at 0.076 m/s and AT,, = 5.3 °C using LS scheme in 3-D domain and energy jump condition,
and corresponding experimental images for (a) horizontal orientation, and (b) vertical upflow orientation. Adapted from Li and Dhir [134].

boiling of HFE-7100 using a coupled VOF and LS model in Open-
FOAM, but with phase change based on energy jump condition
[140,141]. This approach greatly reduced mesh refinement
requirements at the interface. They examined single bubble
growth and departure, and lateral bubble merger, while also
including micro-layer effects at the three-phase contact line. In a
separate study, Kunkelmann et al. [142] investigated both experi-
mentally and numerically the effects of three-phase contact line
on evaporative heat transfer. Sielaff et al. [143] used a VOF scheme
similar to [106], with phase change based on energy jump condi-
tion, to study lateral bubble coalescence; their simulations were
able to capture residual droplets in merged bubbles. Chen and
Utaka [144] solved micro-layer evaporation separately using
experimentally measured micro-layer thickness, and implemented
computed mass, momentum and energy source terms in the VOF
scheme. Jia et al. [145] used the micro-layer formulation by Ste-
phan and Busse [139] in their VOF scheme.

Sato and Niceno [105] studied nucleate boiling using the mass
conservative constrained interpolation profile (CIP) scheme in 3-
D domain, including a micro-layer treatment similar to that of
Kunkelmann and Stephan [106], with phase change based on
energy jump condition. Fig. 6(a) shows a sample of Sato and Nice-
no's bubble growth sequence during nucleate boiling in water,
along with the temperature and velocity fields. Bubbles are
depicted growing and departing, followed by emergence of a new
bubble at the nucleation site. Fig. 6(b) shows corresponding tem-
poral variations of integrated wall heat flux and bubble radius,

which also shows minimum heat flux coinciding with bubble
departure from the wall. Fig. 6(c) shows predictions agree quite
well with experimental results in terms of bubble shape and bub-
ble departure period. Sato et al. [146] later extended the model to
vertical and horizontal flow boiling by incorporating in the phase
change model turbulent thermal conductivity according to

@/ =n-{(k +kr) VT — (ke + kr)VT,}, (45)

and demonstrated reasonable agreement with experiments. Lal
et al. [147] investigated near-saturated flow boiling using Sato
and Niceno’s [105] model, but used a very fine grid, and were there-
fore able to account for turbulence without using Eq. (45). They
achieved good overall agreement of bubble shape and diameters
with experimental data. It should be mentioned that this CIP
method conserves mass, while the FT and LS methods do not.

In another study, Ling et al. [148] studied nucleate boiling of a
single bubble, two-bubbles, and bubble mergers using the VOSET
scheme in 2-D domain with the micro-layer model of Ma et al.
[149]. There have also been a number of studies of bubble nucle-
ation, growth and departure that do not account for micro-layer
evaporation effects. Among those, Aus der Wiesche [150] simu-
lated nucleate pool boiling with the VOF scheme. Kunugi et al.
[151] used a different method for interface reconstruction called
Multi-Interface Advection and Reconstruction Solver (MARS) devel-
oped in [152] in the VOF scheme to study bubble nucleation in pool
boiling and flow boiling. Tryggvason and Lu [153] used the FT
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Fig. 6. Predictions of bubble growth in saturated nucleate pool boiling of water computed using mass conservative CIP scheme in 3-D domain and energy jump condition. (a)
Temporal variations of area averaged wall heat flux and bubble radius. (b) Comparison of computed and experimental bubble shape. (c) Bubble growth predictions, with right
half of bubble showing bubble shape and left half temperature field; total duration of sequence is approximately 0.027 s. Adapted from Sato and Niceno [105].

scheme to simulate nucleate boiling in 3-D domain. Shin et al.
[154] extended the LCRM method also to simulate nucleate boiling
in 3-D domain. Yoon et al. [155] used the mesh free technique
(MPS-MAFL) developed by Koshizuka et al. [156] to simulate bub-
ble growth, departure and rise in nucleate pool boiling. LB methods
have also been used by researchers to study bubble growth and
departure on a horizontal surface [157,158] and in slow moving
flow [159].

5.1.2. Film boiling
Film boiling involves formation of a continuous vapor film on

the heated wall, blocking any wetting of the wall by liquid. There-

fore, the wall heat transfer coefficient is considerably poorer than
in nucleate boiling. Here, vapor bubbles are released with rather
uniform frequency from the wavy liquid-vapor interface, rather
than from the wall, which is why film boiling is easier to model
than nucleate boiling. This relative simplicity has spurred a large
number of studies aiming to simulate film boiling as a precursor
to more complex phase change phenomena.

Early film boiling simulations were performed by Son and Dhir
[110], who adopted a moving body-fitted coordinate system. They
used 2-D axisymmetric domain and modeled surface tension using
the continuum surface force (CSF) model by Brackbill et al. [61].
Son and Dhir’'s model showed good predictions of bubble size
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and breakoff diameter, while Nusselt number predictions were
lower than experimental data. However, this model is applicable
only as long as a single interface is present. Therefore, once the
bubble detaches, and multiple interfaces are formed, the computa-
tion is brought to an end. Also using a moving body-fitted coordi-
nate system, Banerjee and Dhir [160,161] investigated subcooled
film boiling on a horizontal disc in 2-D axisymmetric domain. They
achieved good agreement with experiments in terms of interface
shape, temporal position of interface, interface growth rate, and
wall heat flux.

Juric and Tryggvason [104] simulated film boiling using the FT
scheme in 2-D domain, with phase change based on Tanasawa'’s
model [83], but did not encounter the disjointed interface problem.
By inputting wall heat flux as boundary condition instead of wall
temperature (as was used in many other studies), they studied
growth of initial instability of the film along with bubble depar-
ture. Fig. 7(a) shows predictions for a Morton number of
Mo =1 x 1072 with a relatively low value of dimensionless heat
flux of g" =10 at different dimensionless times t*. Shown is the
liquid-vapor interface undergoing a Rayleigh-Taylor instability,
and the vapor bubble subsequently pinching-off and rising. For a
lower Mo =1 x 107 and higher q"* = 20, Fig. 7(b) shows the vapor
being converted into a mushroom shaped bubble, preventing

o3l
7, ,
Pk by, /[p/ o {”i /(gpz/ )}I 3}

et/ [{i lom2) o]

( ghfy) T(p o )

qu*:

T*=

Mo =1x103, g”* =10

pinch-off of its stem. While the predicted bubble shape did not
exactly match experiments, both heat transfer rate and wall tem-
perature showed good agreement with correlations. Shin and Juric
[67] simulated film boiling on a horizontal surface in 3-D domain
using the level contour reconstruction method assuming interface
is maintained at Ty, with phase change based on energy jump con-
dition. Their approach eliminated the iterative procedure used by
Juric and Tryggvason to match interface velocity. Esmaeeli and
Tryggvason [162,163] also eliminated the iterative procedure in
simulations of film boiling on a horizontal surface using 3-D
domain, with phase change based on energy jump condition. Later,
they used the same scheme to investigate film boiling on a single
horizontal cylinder and multiple cylinders [164], by incorporating
an immersed boundary method [165] to tackle uneven surfaces.
Fig. 8 shows their predictions for a bubble pinching off from the
cylinder in 3-D domain. Notice how, as vapor is generated and bub-
ble grows, the upper half portion becomes tighter and lower half
thinner. Eventually, the bubble is pinched off and surface tension
pulls the interface back, re-initiating the process is a repeatable
manner.

Son and Dhir [47] investigated film boiling using the LS method
in 2-D axisymmetric domain with phase change based on energy
jump condition, but unlike their earlier work [110], the newer

Mo =1x10%, g"* = 20
t=4 t*=20

Fig. 7. Simulations of hydrogen film boiling using FT scheme in 2-D domain with Tanasawa phase change model for different times: (a) Mo=1 x 103 and q"" = 10. (b)
Mo =1 x 107 and q"" = 20. The vapor-liquid interface is shown as solid black line, with temperature field plotted to the left and velocity vectors to the right of domain.

Adapted from Juric and Tryggvason [104].
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Fig. 8. Simulations of film boiling on a horizontal cylinder using the FT method in 3-D domain with energy jump condition. Domain size is 0.06 m x 0.06 m x 0.15 m, and
simulation parameters are AT,,-10 °C, pf [pg =40, s [lig =10, kr [k = 40, Cp s [Cp-10, h-10 k] /kg. Adapted from Esmaeeli and Tryggvason [164].

model was capable of tackling multiple interfaces. They assumed
constant liquid temperature equal to T, and an effective conduc-
tivity dependent on conductivity of vapor alone,

k' =k,'(1-H). (46)

Fig. 9(a) shows evolution of the interface in water for three wall
superheats of AT, =10, 22, and 30 °C. Notice, for all superheats,
how discrete bubbles are released at interfacial nodes and antin-
odes. At the higher superheat, long vapor jets form simultaneously
below the bubbles at the nodes and antinodes. The numerical sim-
ulations predict average wall heat flux values of g}, =9.28, 21.60
and 29.90 W/cm? for AT,, =10, 22, and 30 °C, respectively. The
computed modes bear reasonable similarity with experimental
results by Reimann and Grigull [166] corresponding to
g, =16.21, 21.49, and 27.10 W/cm?, as shown in Fig. 9(b). In addi-
tion, Nusselt number predictions are within those based on the
Berenson [167] and Klimenko [168] correlations. Bazdidi-Tehrani
and Zaman [169] extended the LS method to saturated film boiling
on a vertical wall. Son and Dhir [170] used the ghost fluid (GF)
method in conjunction with their LS scheme to investigate film
boiling on a horizontal cylinder in 2-D and 3-D domains, also
accounting for the cylinder wall. Son and Dhir [171] explored the
effects of decreasing cylinder diameter on film boiling in 3-D
domain, and the simulated trends were consistent with prior
experimental data. Gibou et al. [66] also implemented the GF
method in conjunction with the LS scheme to study film boiling
in 2-D domain and obtained good qualitative results. Kim and
Son [172] investigated film boiling in a simple jet impingement
configuration.

Welch and Wilson [102] were the first to implement the VOF
method in boiling situations, with phase change based on energy
jump condition, and tested their approach with film boiling in 2-
D domain. Their simulation results compare well with those of
Son and Dhir [47] and Juric and Tryggvason [104], who used differ-
ent numerical schemes. Fig. 10(a) and (b) shows simulation results
for bubbles pinching off the vapor-liquid interface, and corre-
sponding temporal variations of Nusselt number, respectively.
Fig. 10(b) shows the time-averaged Nusselt number agrees with
predictions based on the Berenson correlation [167]. Simulations
at higher heat flux predicted mushroom shaped behavior similar
to that from [104]. Welch and Rachidi [173] extended the Welch
and Wilson model by incorporating the solid wall in the computa-
tional domain, therefore incorporating all three phases: liquid,
vapor, and solid. Agarwal et al. [174] also used the VOF scheme
to investigate bubble growth and heat transfer in film boiling in
2-D domain, but Nusselt number was under-predicted compared

to predictions based on the Berenson [167] and Klimenko’s [168]
correlations. Hardt and Wondra [77] used the VOF scheme with
Tanasawa’s phase change model to study film boiling in 2-D
domain. They developed a different mass source term smearing
scheme at the interface to decrease numerical instabilities as dis-
cussed earlier. Their simulations produced mushroom shaped bub-
bles with long jets connecting the bubbles to the vapor film at the
wall. Yuan et al. [175] used the VOF scheme to investigate both
natural convection and forced convection film boiling on a sphere
in non-orthogonal body-fitted coordinates. Sun et al. [70] studied
2-D film boiling using the VOF scheme along with their simplified
conductivity formulation. Another example of VOF-based simula-
tions is an investigation of film boiling on a spherical surface by
Arevalo et al. [176].

Several other methods have also been used to simulate film
boiling. Using the CLSVOF scheme, Tomar et al. [111] showed bub-
bles generating alternatively at nodes and anti-nodes and, above
certain superheat values, captured long vapor jets below the bub-
bles, similar to simulation results of Son and Dhir [47]. They stud-
ied film boiling of both R134a and water, and found that bubble
frequency is higher for R134a. Welch and Biswas [177] and Tomar
et al. [178] explored the effects of applying an electric field on film
boiling by coupling electrohydrodynamics with the CLSVOF
method. Guo et al. [179] simulated film boiling on a horizontal wall
using the VOSET method. Tsui et al. [180] used a modified VOF
method to simulate horizontal film boiling. Li et al. [181] used a
hybrid LB scheme, where the LB method was used to simulate fluid
flow, but the energy equation was solved using a traditional finite
difference scheme. They were able to simulate, not only film boil-
ing, but the entire boiling curve, including nucleate, transition, and
film boiling, and demonstrated quantitative agreement with
experimental results.

5.1.3. Flow boiling

In the studies discussed above, it is quite obvious that investiga-
tors have focused most two-phase computational efforts on rela-
tively simple and elemental nucleate pool boiling (and very slow
flow boiling) and film boiling phenomena. However, these phe-
nomena do serve as important test cases for validation of numeri-
cal schemes and phase change models, and constitute an important
foundation for addressing more complicated two-phase phenom-
ena. As discussed in the Introduction, most modern heat transfer
applications involve far more complicated phase change phenom-
ena, which include high flow velocities, turbulence, and many dis-
crete moving interfaces.

Flow boiling is characterized by liquid-to-vapor phase change
along a heated wall where flow velocity plays a crucial role in
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Fig. 9. (a) Simulation results for film boiling of water using LS scheme in 2-D domain with energy jump condition for AT,, = 10, 22, and 30 °C. (b) Experimental results for film
boiling of water for different heat fluxes. Adapted from Son and Dhir [47]
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Fig. 10. (a) Simulation results of film boiling using VOF scheme in 2-D domain with
energy jump condition. (b) Comparison of simulation results of Nusselt number and
prediction of prior correlation. Operating conditions for simulations are: Ts,-500 K,
Psar=1.013 x 10° Pa, 6 =0.1 N/m, hg-10 K]/kg, AT,, =10 °C, ps=200 kg/m?, pg=5-
kg/m?>, Cpr=400]/kg K, cpe=200]/kg K, kr=40 W/mK, k;=1W/mK, p=0.1Pas,
and g = 0.005 Pa s. Adapted from Welch and Wilson [102].

maintaining heat flux above incipient boiling, but safely below
CHF. There is also a gradual axial increase in vapor production,
which increases void fraction and results in several transitions
between two-phase flow patterns. For example, vertical upflow
in a long heated circular tube with subcooled inlet produces a suc-
cession of flow patterns, including pure liquid, bubbly, slug, annu-
lar, mist, and pure vapor. However, changes in any of the system
parameters, such as inlet pressure, inlet quality, mass velocity, heat
flux, tube diameter, or orientation relative to gravity, can have a
drastic influence on transport behavior within each flow pattern,
as well as transitions between patterns, hence on pressure drop,
heat transfer coefficient, and CHF.

By examining the progress made with direct numerical simula-
tions of nucleate boiling and film boiling, it is evident that their
adaptability to flow boiling scenarios of practical interest requires
extremely high grid resolution, rendering computations practically
impossible. This is why investigators attempting full-scale simula-
tion of flow boiling, such as in micro-channels, usually rely on sim-
ple models with coarser grid. Reviewed below are these flow
boiling simulation efforts.

Mukherjee and Kandlikar [182] studied vapor bubble growth in
water along a micro-channel using the LS method in 3-D domain,
with phase change based on energy jump condition. A spherical

vapor bubble was initiated at the center of a square 200-pm
micro-channel with superheated liquid flowing around it. Using a
constant contact angle, they found that bubble growth rate
increases with increasing superheat and decreases with increasing
flow rate. Fig. 11 depicts bubble growth for T;, = 102 °C and wall
superheat of AT, =7°C. The initial bubble maintains spherical
shape while growing until it reaches the size of the channel’s
cross-section, following which it begins to grow axially into oblong
shape, a behavior that is qualitatively consistent with experimental
observations. Mukherjee [183] extended this model to bubble
growth in flow boiling along the wall of a micro-channel. His sim-
ulations suggest the effect of contact angle on a moving meniscus
in flow boiling is far less significant than in nucleate pool boiling.
Mukherjee and Kandlikar [184] extended this model further to
flow boiling in a micro-channel with inlet flow constriction, and
showed that the restriction decreases bubble growth and increases
flow reversal. Mukherjee et al. [185] also examined wall heat flux
during vapor bubble growth along a micro-channel. Their simula-

0 0.278 ms

Fig. 11. Simulation results for vapor bubble growth in water flow boiling along a
200-pum micro-channel using LS scheme in 3-D domain with energy jump condition
for T;;=102°C, AT,-7°C, Re=100, and g=0. Adapted from Mukherjee and
Kandlikar [182].
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tions yielded good agreement of bubble growth rate with experi-
ments, and wall heat flux was shown to increase with increasing
superheat, unaffected by changes in flow rate.

Magnini et al. [78] incorporated the height function interface
reconstruction method in the VOF scheme, with phase change
according to Tanasawa’s model, to simulate growth of a Taylor
bubble during flow boiling in micro-channel. The model was
solved in Fluent using 2-D domain for three different fluids,
R113, R134a, and R245fa. Fig. 12(a) shows axial growth of an
R113 bubble for G=600kg/m?s and ¢/, =9 kW/m? Figs. 12(b)
shows velocity contours along with variations of axial and radial
velocities, and Fig. 12(c) temperature contours and corresponding
heat transfer coefficient variations as compared to single-phase
flow. Magnini et al. performed single-phase computations sepa-
rately in the single-phase liquid domain. Based on the computed
flow and temperature field variations around the bubble, they
identified four separate heat transfer regions: wake region down-
stream from the bubble (z/D = 8-10), wake region near the bubble
(z/D=10-12.5), liquid film region (z/D=12.5-19), and liquid
region upstream of the bubble (z/D>19). Magnini et al. [186]
extended this work to two elongated Taylor bubbles, and showed
how bubble overlap improves heat transfer compared to a single
bubble. In another study, Magnini and Thome [187] investigated
back-to-back vapor bubbles that are generated at fixed frequency.

Lee and Son [188] studied flow boiling of water in a micro-
channel using the LS method in 3-D domain, with phase change
based on energy jump condition, by incorporating a simplified
model for micro-layer evaporation as in [106], and achieved good
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agreement of predicted bubble growth rate with experiments.
They showed that both bubble growth rate and wall heat transfer
rate increase when channel size is smaller than bubble departure
diameter. Suh et al. [189] extended the same model to parallel
micro-channels, accounting also for the solid wall. They captured
the backward bubble expansion responsible for flow reversal that
occurs when bubbles do not form concurrently in the separate
channels. They also showed that the backward bubble growth
reduces wall heat transfer rate in multiple micro-channels com-
pared to a single micro-channel.

Zu et al. [99] studied flow boiling of water in a micro-channel
using the VOF method in 3-D domain by approximating phase
change using a method they termed “pseudo-boiling”. They
injected vapor artificially through a small hole on the wall to sim-
ulate nucleation. Then bubble growth was defined by a fixed rate of
vapor generation at the contact area between the bubble and the
superheated wall; the vapor injection and generation rate were
based on experimental observations [100]. This method was
shown to reproduce experimental observations of bubble distor-
tion and trajectory. Zhuan and Wang [90] studied nucleate boiling
of water in a micro-channel using the VOF method in 3-D domain,
along with correlations to define interfacial mass and energy trans-
fer for different stages of boiling, and achieved qualitative agree-
ment with prior experiments. Zhuan and Wang [190] extended
this model to flow boiling of R134a and R22 in a micro-channel
with mass velocities ranging from 350 to 2000 kg/m?s, and
demonstrated good agreement of predicted flow patterns and flow
pattern transitions with experimental data.
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Fig. 12. (a) Simulation results for bubble growth in flow boiling of R113 along a 0.5-mm channel at G = 600 kg/m? s using VOF scheme in 2-D axisymmetric domain with
Tanasawa phase change model (dashed line marks entrance to heated region). (b) Average liquid axial and radial velocities (above) and velocity contours (below); the thick
solid black line indicates bubble interface. (c) Heat transfer coefficient (above) and temperature contours (below). Adapted from Magnini et al. [78].
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Bubble growth in subcooled flow boiling is undoubtedly more
complicated that in saturated flow boiling. Here, superheated lig-
uid is present close to the heated wall, and subcooled liquid in
the central core, causing bubbles departing from the wall to incur
condensation in the core. Zhuan and Wang [191] studied the
effects of subcooled boiling of water on bubble growth, condensa-
tion and collapse using the VOF model with bubble condensation
rate based on a heat transfer coefficient correlation by Warrier
et al. [192]. The predicted flow patterns corresponded well with
experimental observations, but heat transfer coefficient predic-
tions were less accurate. Jeon et al. [95] investigated condensation
of a bubble in subcooled water in a channel with rectangular cross
section in vertical upflow using the VOF method in 3-D domain,
with phase change based on an interfacial heat transfer correlation
from [96]. Fig. 13(a) compares predicted temporal variations of
bubble shape alongside actual bubble images. Since initial condi-
tions affect bubble shape, they were not able to compare exact
bubble shape with experiments. However, as shown in Fig. 13(b),
bubble volume agrees well with experimental data, an indication
of the effectiveness of the model in capturing mass transfer rate.
Pan et al. [193] also studied condensation of water bubbles in a
vertical channel using the VOF scheme in 3-D domain, and formu-

lated phase change based on heat transfer coefficient h; = k;Nu, /D,
where Nu, = f(Rey, Pry, Ja, Foy;), and Rey, Pry, Ja, and Foy,; are, respec-
tively, the bubble Reynolds number, liquid Prandtl number, Jacob
number, and Fourier number evaluated using initial bubble diam-
eter. Their predictions of bubble size, deformation and lifetime
compare well with prior experiments. Bahreini et al. [87] studied
bubble condensation in subcooled water flow using the VOF
scheme in 2-D domain with phase change based on the Lee model
[85], and their predictions show consistency with prior experimen-
tal observations.

Several researcher teams [88,194-199] have relied on the Lee
model [85] to simulate phase change during flow boiling using 3-
D domain. Wu et al. [194] used the Eulerian multiphase phase
model in Fluent. Unlike the VOF model, this model solves continu-
ity and momentum equations separately for the two phases, and
coupling at the interface is achieved through pressure and inter-
phase exchange coefficients. Wu et al. studied flow boiling of
R141b in a horizontal serpentine tube with heating along only
the straight sections, where flow enters the tube 3 °C subcooled
and exits saturated. They accounted for turbulence using Realiz-
able k-& model, and showed good agreement of predictions with
experiments. Yang et al. [195] simulated flow boiling of R141b in
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Fig. 13. (a) CFD simulations of void fraction for condensation in subcooled water flow using VOF scheme in 3-D domain with phase change based on heat transfer correlation,
compared to experimentally captured images. (b) Comparison of temporal variations of predicted and experimental bubble volume. Adapted from Jeon et al. [95].



C.R. Kharangate, I. Mudawar / International Journal of Heat and Mass Transfer 108 (2017) 1164-1196

heated coiled tube with circular cross section, with the flow enter-
ing the tube 8.5-10.5 °C subcooled. They used the VOF scheme in
Fluent using 3-D domain and, like Wu et al., used Realizable k-¢
model for turbulence. They captured experimentally observed flow
regimes, including bubbly, churn, slug, stratified, and wavy, in
order of increasing flow quality. As shown in Fig. 14, both simula-
tions and experiments show increasing flow rate for fixed heat flux
delays transition to higher quality flow regimes, while increasing
heat flux for fixed flow rate promotes earlier transition to high
quality regimes. Fang et al. [196] simulated flow boiling of water
in a vapor venting micro-channel with 3 °C inlet subcooling using
VOF model in Fluent, and assumed laminar flow because of low
Reynolds numbers. They showed that the vapor venting micro-
channel produces lower pressure drop than a micro-channel with-
out venting for the entire range of heat fluxes below critical value,
which defines when vapor generation rate exceeds vapor venting
capacity of the channel, but pressure drops are similar above this
value. Wei et al. [197] simulated subcooled flow boiling of water
in a vertical rectangular channel with single-sided heating using
the VOF scheme, and achieved good agreement with correlations
from literature. They also induced inertia by swing motion and,
as expected, found pressure to increase in comparison to motion-
less conditions. De Schepper et al. [88] simulated hydrocarbon
feedstock of the convection section of a steam cracker in 3-D
domain using standard k-¢ model for turbulence, and were able
to capture flow regimes from the literature. Lee et al. [198] inves-
tigated void fraction patterns, temperature, and pressure in spe-
cially designed micro-channels for GaN-on-SiC semiconductor
devices. Lorenzini and Joshi [199] studied the effects of non-
uniform heating on high-flux micro-channel flow boiling.

Other noteworthy simulations of micro-channel boiling flow
include a study by Nichita and Thome [68], who used CLSVOF with
a simplified source term based on energy jump condition to study
bubble growth and departure in a micro-channel. Using the Level
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Set Two-Phase Flow Mode available in Chemical Engineering Mod-
ule in the commercial finite element analysis software COMSOL,
Zhou et al. [200] performed both steady state and transient compu-
tations of flow boiling to explore both bubble flow patterns and
flow transitions. They also showed how reentrant cavities increase
dryout heat flux. Pan et al. [201] defined a new source term for
phase change based on energy required for the cell containing
the interface to achieve saturation conditions. They defined the
energy and mass source terms as

 0gPeCpg(Tsar — T) + 0 PrCpp(Tsar — T)

Q AL (47)
and
S¢ =5 =-Q/hy. (48)

They tested this method with saturated flow boiling in circular and
square micro-channels using 2-D and 3-D domains, respectively.
They used the non-iterative time advancement (NITA) scheme in
Fluent and iteratively solved the energy equation to set interfacial
temperature to T, and showed good agreement with prior
findings.

As an example of other simulation approaches, Krepper et al.
[97] studied subcooled flow boiling in a channel of a nuclear fuel
assembly in commercial software CFX using a two-fluid Eulerian
approach. This approach requires validation and improvement in
interfacial source/sink terms and results are very application spe-
cific. Krepper et al. adopted the wall boiling model by Kurul and
Podowski [202] and compared predictions to experimental data
by Bartolomej and Chanturiya [203] and Bartolomej et al. [204]
for preliminary model validation. Krepper and Rzehak [205] and
Krepper et al. [206] further improved this model for vertical upflow
boiling of R12 in a heated circular pipe.
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5.2. Condensation

Condensation is commonly encountered in heat exchange
devices tasked with rejecting heat from a closed two-phase loop,
and is associated with conversion of vapor to liquid. Common con-
densation configurations include film condensation with and with-
out flow, dropwise condensation, and internal flow condensation.
Film condensation involves formation of a liquid on a wall whose
temperature is below saturation, and the film increases in thick-
ness and flow rate in the direction of gravity in the absence of
vapor flow, or in the flow direction in the presence of high vapor
shear. This form of condensation is encountered mostly on tubes
or vertical walls. Dropwise condensation is characterized by dro-
plets covering the wall, which range in thickness from a few
micrometers to larger, more visible liquid masses. Flow condensa-
tion occurs within a tube and involves a succession of flow patterns
including pure vapor, annular, slug, bubbly and pure liquid [207] in
order of decreasing quality. In the literature, numerical simulations
have been focused on film condensation and internal flow conden-
sation. This is why the review below will be focused on these
configurations.

Early simulations of flow condensation were performed by
Zhang et al. [101] in an investigation of capillary blockage in
mini-channel. Using the VOF scheme in 2-D domain, they applied
an artificial source term to force the interface to Ty, then calcu-
lated an energy source term and corresponding mass source term
using the newly updated temperature field. Their results show that
increasing flow velocity increases the length required to achieve
full condensation; and higher flow rates increase interfacial wavi-
ness. Yuan et al. [208] studied film condensation between parallel
plates in vertical downflow in 2-D domain using an approach to
achieve Ty, at the interface similar to that of Zhang et al., along
with the traditional VOF scheme, but defined fluid fraction in terms
of total enthalpy. Liu et al. [89] also studied vertical downflow film
condensation between parallel plates using the VOF method in 2-D
domain, but with phase change based on the Lee model [85]. They
showed the condensing film is initiated in smooth laminar state
and becomes wavy laminar downstream due to increases in both
Reynolds number and film thickness as depicted in Fig 15.

Da Riva and Del Col [209] used the VOF scheme with phase
change based on the Lee model [85] to study flow condensation
of R134a in a circular micro-channel at different orientations rela-
tive to gravity and in microgravity. Gravity dominance was
observed at low mass velocity of G = 100 kg/m? s, with large differ-
ences in flow and heat transfer behaviors corresponding to differ-
ent orientations. Differences were significantly reduced as mass
velocity was increased to G = 800 kg/m? s, where inertia began to
dominate gravity. Ganapathy et al. [69] studied flow condensation
of R134a in a micro-channel using the VOF scheme with phase
change based on a simplified form of energy jump condition, and
achieved qualitative agreement with flow patterns captured in
prior experiments as shown in Fig 16. They also achieved good
agreement of two-phase frictional pressure drop and Nusselt num-
ber predictions with prior correlations from the literature. In
another study, Chen et al. [86] used the VOF scheme to simulate
flow condensation of FC-72 in a micro-channel, and their predic-
tions of two-phase flow patterns agreed quite well with prior
experiments. Yin et al. [210] and Zhang et al. [211] studied flow
condensation in horizontal tubes. Yin et al. [210] studied the effect
of non-condensable gases on flow condensation in horizontal
micro-tubes using the VOF scheme and showed how heat transfer
is significantly compromised in the presence of air. Zhang et al.
[211] investigated flow condensation of R410a in horizontal tubes
ranging in diameter from 0.25 to 4 mm. Using the VOF scheme,
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they achieved good agreement of predicted heat transfer coeffi-
cients and pressure drops with empirical correlations.

Internal flow condensation studies at the macro scale include
vertical downflow by Lee et al. [212] and vertical upflow by Qiu
et al. [213] and Kharangate et al. [214]; all of whom used the
VOF scheme with phase change based on the Lee model [85]. Kha-
rangate et al. investigated high heat flux vertical upflow condensa-
tion of FC-72 by rejecting heat to water flowing in counter-flow
through an outer annulus. They used the k-« model with Shear
Stress Transport (SST) and a turbulence dampening factor of 10
as defined in the ANSYS Guide [215] to account for turbulence
across the annular liquid film and the vapor core. Their simulations
yielded predictions of axial variations of void fraction, radial tem-
perature profile, and heat transfer coefficient. Fig. 17(a) compares
predicted and measured annular film flows corresponding to the
climbing (upward moving) film regime. They both show interfacial
ripples along the liquid film’s interface, and liquid droplets
entrained in the vapor core. Fig. 17(b) shows good agreement
between predicted and measured average heat transfer coefficient
for a broad range of mass velocities. Another important aspect of
their study is the temperature distribution across the liquid film
and influence of interfacial dampening of eddy diffusivity at the
interface due to surface tension, as shown in Fig. 17(c). This impor-
tant interfacial dampening phenomenon will be addressed in more
detail later in this paper. In another study, Qiu et al. [216] used the
VOF scheme to study flow condensation of propane in an upright
spiral tube. Alizadehdakhel et al. [217] used the VOF scheme in
2-D domain, with phase change based on the Lee model, to inves-
tigate simultaneous evaporation and condensation of water in a
thermosyphon. Fig. 18(a) shows predicted wall temperature along
the evaporation, adiabatic, and condensation sections of the ther-
mosyphon, alongside closely matched experimental data. Fig. 18
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(b) shows the computational domain and vapor void fraction con-
tours captured in the three sections.

Other noteworthy investigations are two simulation studies by
Liu and Cheng [218,219], who used the LB method to model both
film and dropwise condensation.

The reader should refer to [220] for more comprehensive sum-
maries of relevant computational studies on bubble nucleation,
growth and departure, film boiling, flow boiling, and flow conden-
sation discussed in this paper, including information on phase
change configuration, test fluid, multiphase scheme, mesh, and
mass source formulation.

6. Future needs and recommendation
6.1. Overriding needs

Clearly, investigators have achieved many noteworthy break-
throughs in simulating boiling and condensation systems. How-
ever, there is broad diversity in the methods used, and
computations are presently limited to rather simple configura-
tions, unlike the many diverse configurations found in systems of
practical interest as discussed in the Introduction. Looking forward,
it is universally acknowledged that computational tools will play a
vital role in two-phase flow and heat transfer research, in depar-
ture from the present practice of relying on empirical correlations
and costly experimental work. However, several important tasks
must be undertaken before investigators can achieve the long-
term objective of developing a more unified, physically based, accu-
rate, and computationally efficient methodology. Key among these
tasks are:

(1) New experiments designed specifically for validation of sim-
ulation models of boiling and condensation, and involving
simultaneous use of state-of-the-art diagnostics tools.

(2) New or improved interface tracking schemes that conserve
mass and accurately capture complex interface topologies.

(3) New or improved mass transfer models that capture the true
physics of mass and energy transfer at the interface.

(4) New or improved turbulence models that accurately account
for dampening of eddies across the liquid-vapor interface.

(5) More aggressive computational modeling of complicated
phase-change configurations prevalent in modern
applications.

6.2. Validation experiments and better diagnostics tools

Like experiments that have already been used to validate prior
simulation work, future experiments must be carefully designed
for the specific purpose of validating future simulations. Use of
state-of-art diagnostic tools will play a vital role in these experi-
ments. Aside from maximizing the use of conventional pressure,
temperature, and flow rate measurement instrumentation, phase
change experiments intended for validation of simulation models
will require implementation of sophisticated diagnostic tools to
measure volume fraction as well as both velocity and temperature
contours. It is obvious from studies reviewed earlier that investiga-
tors have relied heavily on high-speed video imaging of the inter-
face as a means of assessing the validity of two-phase schemes.
This non-intrusive method of image capture and analysis has been
used to determine interface shape and in many cases used to infer
void fraction. But, while high-speed video will continue to play a
vital role in most phase change experiments, investigators often
face difficulty resolving accurate void fraction information in situa-
tions involving multiple overlapping interfaces or reflection from
the heated wall. Some researchers [221,222] have employed a ‘to-
tal reflection method’ to mitigate reflection problems, by visualiz-
ing the boiling process from behind a completely transparent
heated wall, with a silicon oil layer used beneath the wall. How-
ever, a key drawback of this approach is it precludes testing realis-
tic metallic surfaces when performing boiling experiments, given
that lateral conduction plays a key role in all boiling situations.
Temperature measurements can be made with probes embedded
directly in the heated wall and in the flow. But most temperature
measurements suffer from spatial resolution issues and relatively
slow response time. Temperature sensors with fast response and
higher spatial resolution have been developed by Heng et al.
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Fig. 17. (a) Void fraction predictions using VOF scheme in 2-D axisymmetric
domain and Lee phase change model of climbing film regime during vertical upflow
condensation of FC-72, and experimental images. (b) Comparison of experimental
and computed spatially averaged condensation heat transfer coefficient versus
mass velocity. (c) Variation of computed fluid temperature with radial distance
from the wall at two axial locations for Gpc=271.5kg/m?s. Adapted from
Kharangate et al. [214].

[223] and Moghaddam and Kiger [224], respectively. Multi-sensor
conductivity and optical probes by Barrau et al. [225] and Kim et al.
[226], and wire mesh probes by Prasser et al. [227] have been used
to measure bubble diameter and velocity in pool boiling. Lyu and
Mudawar [228-230] used a thin blade fitted with an array of
micro-thermocouples to measure instantaneous temperature pro-
file across a wavy, free-falling water film, simultaneously with
measurements of film thickness and wave speed using thermal

conductance sensors. Mudawar and Houpt [231,232] used laser
Doppler velocimetry (LDV) to measure velocity profile (including
turbulent fluctuations) across a free-falling film simultaneously
with film thickness, the latter using an electrical conductance
probe. This technique facilitated detailed mapping of liquid veloc-
ity streamlines relative to interfacial waves. A key limitation of
many of the instruments just mentioned is their intrusive nature.
A very promising tool for velocity measurements is micro-
particle image velocimetry (u-PIV), which was used by Qu et al.
[233] to measure liquid velocity profile in a micro-channel, and
infrared (IR) thermography, used by Theofanous et al. [234,235]
to capture thermal patterns on a heated wall. Khodaparast et al.
[236] employed another type of p-PIV called micro-particle sha-
dow velocimetry (¢-PSV) to measure micro-channel flows. Further
improvements in velocity measurements for boiling and condens-
ing flows are possible with 3D PIV [237,238]. For micro-channel
measurements, two noteworthy examples of studies involving
simultaneous use of multiple diagnostic tools are experiments by
Gerardi et al. [239] and Duan et al. [240]. These recent studies
are good examples of the type of experiments and diagnostics tools
that are needed for validation of future simulations of boiling and
condensation.

6.3. Improving interface tracking methods

Reviewed earlier in this article were several methods of inter-
face tracking along with their advantages and disadvantages. Over-
all, it is crucial for numerical schemes to accurately conserve mass
as well as capture interface topologies accurately. Even though sev-
eral advances have been made towards accomplishing these goals,
further improvements are necessary to tackle complex phase
change scenarios. One aspect of interface tracking is the treatment
of interface thickness. Some models use zero thickness [102], but
are numerically difficult to solve, while others use an artificial
thickness to smooth properties across multiple cells [47,77].

While different methods are available to account for surface
tension, spurious currents must be avoided. Phase-field methods
[58] take into account physical interactions at the molecular level
better than VOF, LS, and FT methods, hence improvements in those
methods may be needed to better capture interfacial physics and
surface tension effects.

Computing requirements are perhaps the biggest obstacle in
computational modeling of phase change processes, and are the
main impetus for preferring 2-D over 3-D simulations. However,
two-phase flows are inherently highly three-dimensional and
involve complex interface topologies that cannot be accurately
resolved with 2-D simulations. Limitations of 2-D simulations have
spurred the development of methods that combine multiscale
(adaptive) meshes [47,241], where, to reduce computing require-
ments, analytical models are employed in certain regions of the
grid where computations would have otherwise demanded very
fine mesh. Overall, while researchers continue to develop new or
improved methods for interface capturing, further validation of
these methods is required using simulations of more complex
phase change processes.

6.4. Improving mass transfer models

The different phase change models that have been developed
and/or adopted thus far fall short in both accuracy and ability to
capture the true physics of mass and energy transfer at the inter-
face. Simplifying assumptions such as constant temperature in
the entire saturated phase, interface maintaining saturation tem-
perature, and zero conductivity of one of the phases, preclude
model closure and jeopardize predictive accuracy. In the short
term, new or improved adaptive phase change schemes are needed
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Fig. 18. Simulation results for water thermosyphon using VOF scheme in 2-D domain and Lee phase change model. (a) Comparison of predicted and measured wall

temperatures. (b) Void fraction predictions. Adapted from Alizadehdakhel et al. [217].

that can accurately maintain interfacial temperature depending on
local temperature deviation of the interface cell. The empirical
coefficients in models like those of Tanasawa [83] and Lee [85]
could be adjusted locally and not kept constant in simulations. In
the long term, new or improved phase change models are needed
that can more accurately estimate both mass and energy transfer
at the interface, which is lacking is current models.

6.5. Better account of turbulence effects

Turbulence is prevalent in most practical two-phase flow and
heat transfer processes. Moreover, two-phase flow generally pro-
motes transition to turbulent flow at much lower Reynolds num-
bers than single-phase flow. Even though Direct Numerical
Simulations (DNS) provide the highest accuracy, computing
requirements are a major obstacle to implementing this method
for full-scale phase change simulations. Many of the phase change
studies involving turbulent modeling that were discussed earlier in
this article employ Reynolds-averaged Navier-Stokes (RANS) mod-
els like the 2-equation, k-¢ and k-« models. While standard k-¢
model is the most widely used turbulent model, it cannot accu-
rately resolve momentum and thermal boundary layers in the

vicinity of the wall, which is why low Reynolds number k-¢ model
is used in those locations. The standard k-w model and k-« model
with Shear Stress Transport (SST) are also good models for momen-
tum and thermal boundary layers. Using either low Reynolds num-
ber k-¢ model or k- models in simulations requires high
resolution mesh in locations like the wall or near a liquid-vapor
interface.

An important aspect of turbulence in two-phase flows is damp-
ening of turbulent fluctuations at the liquid-vapor interface by sur-
face tension force [79,212,214]. This phenomenon is illustrated in
Fig. 19(a) for a thin, free-falling film undergoing interfacial evapo-
ration. As discussed by Kharangate et al. [79], turbulence intensity
is reflected in the magnitude of eddy momentum diffusivity, &;,.
Near the wall, &, — 0, which, in the presence of a fairly constant
heat flux across the thin film, produces large temperature gradient
near the wall. A large increase in &, in the middle region of the film
greatly decreases temperature gradient, resulting in fairly constant
liquid temperature in the middle region. However, turbulent
eddies are suppressed at the liquid-vapor interface by surface ten-
sion, and with &, — 0 at the interface, a second large temperature
gradient is produced near the interface. Fig. 19(b) shows tempera-
ture profiles across the film at different axial locations predicted
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Fig. 19. (a) Schematic representations of eddy momentum diffusivity profile across free-falling evaporating water film, and influence of interfacial dampening of eddy
momentum diffusivity on temperature profile. (b) Temperature profiles across evaporating film at different axial locations predicted using VOF scheme in 2-D axisymmetric

domain with Tanasawa phase change model. Adapted from Kharangate et al. [79].

using VOF scheme in 2-D axisymmetric domain and Tanasawa’s
phase change model. To generate the temperature profiles in
Fig. 19(b), Kharangate et al. used the k-co model with Shear Stress
Transport (SST), with a turbulence dampening factor of 10. The
large interfacial temperature gradient is clearly captured for down-
stream locations. A similarly large interfacial temperature gradient
is captured in annular condensing films [214] as was shown earlier
in Fig. 17(c). As discussed by Kharangate et al. [79], the large inter-
facial gradient can in fact be used to assess the accuracy of phase
change models used.

Moving forward, a shift to higher accuracy simulations like
Large Eddy Simulations (LES) would constitute an important step
towards improving predictive accuracy of computational models
involving turbulent boiling and condensing flows.

6.6. Simulating more complex phase-change configurations prevalent
in modern applications

It is obvious from the studies reviewed in this article that phase
change simulation efforts have been focused on rather simple pool
boiling, film boiling, flow boiling and flow condensation configura-
tions. While some attempts have been made to address more com-
plex phase change problems, including falling films [79,80], heat
pipes [242], jet impingement [243] and cryogenics [81,244], there
is now a need to undertake more aggressive steps to tackle several
important phenomena that have received significant attention in

experimental studies and/or are crucial to design of modern phase
change devices and systems. Following is a summary of such
phenomena:

(1) As shown in Fig. 20(a), two distinct mechanisms have been
proposed as dominating flow boiling heat transfer in
micro-channel heat sinks: nucleate boiling and convective
boiling. And recommendations have been made in numer-
ous, mostly experimental studies regarding operating condi-
tions that render dominant one mechanism versus the other
[245,246]. Clearly, computational models might play a cru-
cial role in capturing detailed interfacial behavior associated
with each.

(2) Flow boiling CHF is one of the most important design param-
eters for heat-flux-controlled two-phase cooling systems.
For the most common configuration of flow boiling in a tube,
experimental evidence points to formation of a wavy insu-
lating vapor layer prior to CHF, with cooling provided only
in ‘wetting fronts’ correspond to the wave troughs, Fig. 20
(b), with CHF triggered by lift-off of the troughs from the
wall [247]. This depiction of interfacial behavior lends itself
well to computational modeling.

(3) Two-phase micro-channel heat sinks are susceptible to dif-
ferent types of instabilities, including severe pressure drop
oscillations and mild parallel channel oscillations, and these
instabilities have been shown to trigger pre-mature CHF [2],
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as shown in Fig. 20(c). While, as discussed earlier, some
investigators have simulated the problem of bubble
backflow in micro-channels, more aggressive computational
efforts are needed to address these important
phenomena.

(4) While jet impingement has been the target of a few compu-

tational efforts, important phenomena such as splashing of
liquid away from the heated wall and ensuing wall dryout
[248], Fig. 20(d), warrant more aggressive computational
modeling efforts.
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(5) Impact of individual droplets with dry or wet surfaces has
been the subject of a substantial number of computational
efforts. However, a very important application of droplet
impact is spray cooling, where liquid supplied through a
nozzle undergoes breakup into a large number of droplets
with broad range of trajectories as shown in Fig. 20(e)
[3,249]. Admittedly, computational modeling of spray cool-
ing is a formidable task, given its flow complexity and large
number of discrete interfaces. Nonetheless, computational
efforts might shed light on crucial mechanisms associated
with liquid film buildup on the heated wall, and its impact
on spray cooling.

(6) The Leidenfrost point is one of the most important phenom-
ena in the production of metal alloys, which is encountered
during the quench phase of heat treating [250]. As the metal
alloy part is cooled from very high temperature, this point
marks a transition from slow cooling in the film boiling
regime to fast cooling, as the surface enters the transition
boiling regime. This behavior, which is depicted in Fig. 20(f),
has a strong bearing on alloy microstructure and hence
mechanical properties of the part produced. Accurate compu-
tational modeling of the Leidenfrost point will therefore have
a profound practical impact on the entire heat treating
industry.

7. Concluding remarks

This article reviewed published papers concerning computa-
tional fluid dynamics simulations of boiling and condensation.
Two-phase schemes and surface tension models adopted by differ-
ent research teams were discussed, followed by thorough discus-
sion on implementation of mass transfer across the two-phase
interface. Also included was a comprehensive review of articles
covering a variety of boiling and condensation configurations,
along with the computational methods used, examples of their
predictions, and comparisons with experimental data. The article
was concluded with identification of future research needs to
improve predictive capabilities, as well as crucial phase change
phenomena that warrant significant attention in future computa-
tional studies.
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