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This explores downflow condensation in a circular tube both experimentally and computationally using
FC-72 as a working fluid. A highly instrumented condensation module is used to map detailed axial var-
iations of both wall heat flux and wall temperature, which are used to determine axial variations of the
condensation heat transfer coefficient. The experimental results are compared to predictions of a
two-dimensional axisymmetric computational model using FLUENT. The study provides detailed con-
struction of the model, including choice of interfacial phase change sub-model, numerical methods,
and convergence criteria. The model is shown to yield good prediction of the heat transfer coefficient.
The computed temperature profiles exhibit unusual shape, with steep gradient near the annular liquid
film interface as well as near the wall, and a mild gradient in between. This shape is shown to be closely
related to the shape of the eddy diffusivity profile. These findings point to the need for future, more
sophisticated measurements of liquid film thickness, and both velocity and temperature profiles, to both
validate and refine two-phase computational models.

� 2015 Elsevier Ltd. All rights reserved.
1. Introduction

1.1. Importance of predictive tools for two-phase cooling system
design

Two-phase cooling systems have gained significant popularity
in recent years due to an urgent need to tackle unprecedented heat
dissipation challenges in commercial, aerospace and defense elec-
tronics. Heat dissipation rates at the device and system levels in
these applications are no longer manageable with single-phase
cooling systems. Therefore, more aggressive two-phase cooling
solutions are being sought, using a variety of configurations, such
as pool [1–3], mini/micro-channel [4–7], jet [8–10] and spray
[11,12], as well as hybrid configurations combining the benefits
of two or more of these configurations [13,14]. These two-phase
cooling solutions have already yielded as high as 1127 W/cm2

using dielectric coolants [15] and 27,600 W/cm2 using water
[16,17].

A complete two-phase cooling system requires an effective
means for rejecting the heat absorbed from the electronics to the
ambient, and this is generally achieved with the aid of a high per-
formance condenser. Unfortunately, recent studies concerning the
development of two-phase cooling solutions have focused mostly
on the heat acquisition by boiling, and to a far lesser degree on ulti-
mate rejection of the heat by condensation. Clearly, a better under-
standing of the thermal performance of high performance
condensers is needed to achieve a more complete methodology
for cooling system design. Recent findings concerning fluid flow
and heat transfer mechanisms of condensation are available in
Refs. [18–20].

While empirical formulations constitute the most popular
means for predicting transport behavior in condensers [21–23],
these formulations are limited by working fluids, geometries, and
operating conditions of the databases upon which they are based.
To achieve more universal predictive tools, there is a desire to
develop both theoretical and computational techniques.
Theoretical models are based mostly on the application of mass,
momentum and energy conservation laws to control volumes
encompassing the liquid and vapor phases or the entire flow [24].
These models have been especially effective for annular condensa-
tion, but far less so for slug flow and bubbly flow. But even for annu-
lar flow, there are major modeling challenges stemming from a lack
of ability to model interfacial waves and the influence of the inter-
face on turbulence in both the liquid film and vapor core [24–26].
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Nomenclature

cp specific heat at constant pressure
c mesh (cell) size
D diameter
E energy per unit mass
F force
G mass velocity
g gravitational acceleration
H step function
h heat transfer coefficient
hfg latent heat of vaporization
I turbulence intensity
jh
e heat flux from wall to interface in Schrage model

k thermal conductivity
L length
M molecular weight
_m00 mass flux

n number of cells
~n unit vector normal to interface
P pressure
Pr Prandtl number
PrT turbulent Prandtl number
Q energy source term
q00 heat flux
R universal gas constant (8.314 J/mol K)
r radial coordinate
Re Reynolds number
ri mass transfer intensity factor
S volumetric mass source
T temperature
t time
t+ dimensionless time
U mean inlet vapor velocity
u velocity
u0 fluctuating component of velocity

u⁄ friction velocity
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
swall=qf

q
V volume
xe thermodynamic equilibrium quality

y distance perpendicular to wall
y+ dimensionless distance perpendicular to wall
z stream-wise coordinate
z0 location where xe = 1

Greek symbols
a volume fraction, void fraction
c accommodation coefficient in Schrage model
d liquid film thickness
em eddy momentum diffusivity
ge evaporation heat transfer coefficient in Schrage model
l dynamic viscosity
m kinematic viscosity
q density
r surface tension
s shear stress
u level set function
w generic property

Superscript
– average component

Subscripts
c condensation
D diameter
e evaporation; thermodynamic equilibrium
eff effective
exp experimental
f liquid
g vapor
i initial; interfacial
in inlet
sat saturated
w water
wall wall
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1.2. Application of commercial software and numerical methods to
two-phase systems

The limitations of empirical formulations and theoretical mod-
els point to the need for computational tools that can tackle inter-
facial waviness, turbulence structure, and different condensation
flow patterns. Computational tools have been quite effective in
simulating complex turbulent single-phase systems, showing good
agreement with experimental data. And computation efforts have
benefitted greatly from both the developments in CPU processing
speed and availability of commercial CFD software such as
ANSYS FLUENT, OpenFOAM, FLOW-3D and COMSOL. Increasingly,
these software packages have been able to combine various
numerical techniques to enhance prediction accuracy. Aside from
the ability to tackle complicated geometries, computational tools
can significantly reduce cost, especially for efforts where extensive
testing is cost prohibitive such as microgravity experiments [27].
However, the ability of commercial software to accurately predict
complex two-phase flows is questionable, which is why many
researchers are making persistent efforts in pursuit of improved
accuracy.

Numerical approaches to modeling two-phase systems have
been studies quite thoroughly and several types of approaches
have been developed for this purpose. These approaches can be
categorized into three different types: (1) Lagrangian, (2)
Eulerian and (3) Eulerian–Lagrangian.

Smoothed-Particle Hydrodynamics (SPH) [28,29] and
Multiphase Particle-in-Cell (MP-PIC) [30] methods are based on
the Lagrangian approach. These methods provide a high level of
accuracy at the interface and allow interfacial boundary conditions
to be easily applied because they can tackle individual fluid parti-
cles and determine how these particles behaves in motion.
However, Lagrangian methods are limited to simple cases due to
the complexity of applying complicated grid topologies.
Therefore, as the demand for solving complex situations increases,
methods following Eulerian perspectives have gained more
popularity, given their simplicity, feasibility of tackling multiple
interfaces (e.g., multiple bubbles), and relative ease of implementa-
tion into commercial CFD software.

Level-Set Method (LSM) [31] and Volume-of-Fluid (VOF)
method [32] are two representative examples based on the
Eulerian perspective. Developed by Osher and Sethian [31], LSM
tracks the interface by a smooth function u, where u = 0 at the
interface, which is called the zero level set, and is positive for
one phase and negative for the other. In this method, interfacial
topologies such as curvatures and sharp interfaces can be easily
captured. However, this method suffers an inability to tackle mass
conservation, as it results in loss of mass when solving the
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advection equation. Therefore, many researchers employ a sepa-
rate method such as the fractional-step method or projection
method to achieve mass conservation in LSM [33]. VOF is a numer-
ical method for tracking an interface based on the phase volume
fraction, a, of each phase, which has a value between 0 and 1.
The sum of volume fractions of vapor and liquid in a cell is equal
to unity, and the properties of each cell are determined as follows:

w ¼
X

i

aiwi; ð1Þ

where w can be any property such as density or viscosity. This
method can be solved without the mass loss, however, it compro-
mises estimation of the interface topology compared to LSM. This
prompted researchers to combine different methods to compensate
for the disadvantages of individual methods in tackling two-phase
problems. Coupled Level Set/Volume of Fluid (CLSVOF) method
[34–36] is one of the most actively researched combined methods,
and is based on LSM, with the VOF used to conserve mass when the
interface is advected. Unverdi and Tryggvason [37] and Tryggvason
et al. [38] used the combined Eulerian–Lagrangian perspective,
which is called the front tracking method. This method utilizes a
fixed grid method with a moving grid at the interface to capitalize
on the advantages of both Eulerian and Lagrangian systems.

1.3. Phase change models

The phase change process also has been tackled in numerical
methods separately using different types of models. The sharp
interface model has been used since the early 1990s when numer-
ical simulation of phase change was initially attempted. The sharp
interface model is based on the Rankine–Hugoniot jump condition
[39] for energy conservation, where all the heat transferred at the
interface is assumed to be consumed by latent heat due to phase
change. If micro-scale mass transfer can be neglected and interfa-
cial temperature is assumed to equal the saturation temperature,
mass transfer rate can be determined from energy conservation
according to the relation

q00i ¼ �keffrTi �~n ¼ _m00hfg ; ð2Þ

where _m00 [kg/m2 s] is the mass flux due to phase change at the
interface. The volumetric mass source term, S [kg/m3 s], for the indi-
vidual phases can be determined as follows,

Sg ¼ �Sf ¼ _m00 jrag j ¼
keff ðra � r TÞ

hfg
; ð3Þ

where keff is the effective thermal conductivity, which can be deter-
mined from the volume fractions and thermal conductivities of the
vapor and liquid.

Son and Dhir [33], Gibou et al. [39] and Bazdidi-Tehrani and
Zaman [40] adopted the sharp interface model using the LSM to
simulate pool boiling. Ganapathy et al. [41] used the sharp inter-
face model with the VOF method to simulate condensation in
micro-channels. Sun et al. [42] proposed the following simplified
equation based on the assumption of linear distribution of Tf near
the interface and negligible heat conduction in the saturated vapor
phase (kg = 0).

Sg ¼ �Sf ¼
2kf ðraf � r TÞ

hfg
: ð4Þ

They recommended that the effective thermal conductivity, keff, in
Eq. (3), which is determined from the conductivities of vapor and
liquid, be replaced by twice the liquid conductivity, which they jus-
tified by the observation that bubble growth in superheated liquid
is not related to the vapor conductivity.
Schrage [43] proposed a different type of phase change model
based on the Hertz–Knudsen equation [44], with the interfacial
jump in the temperature and pressure Tsat (Pf) = Tf – Tsat (Pg) = Tg.
Mass flux at the interface was determined from mass conservation
at the interface between the mass fluxes from liquid to vapor and
from vapor to liquid.

_m00 ¼ 2
2� cc

ffiffiffiffiffiffiffiffiffi
M

2pR

r
cc

Pgffiffiffiffiffi
Tg

p � ce
Pfffiffiffiffiffi
Tf

p
" #

; ð5Þ

where R = 8.314 J/mol K is the universal gas constant, c the fraction
of molecules transferred from one phase to the other during phase
change, and 1 � c the fraction reflected. The subscripts c and e in Eq.
(5) refer to condensation and evaporation, respectively; ce = 1 and
cc = 1 represent complete evaporation and complete condensation,
respectively [45]. Many investigators use equal values of cc and ce

by setting cc = ce = c in phase change simulations and referred to c
as the accommodation coefficient. Marek and Straub [45] deter-
mined c based on published data. They recommended c = 0.1–1
for dynamically renewing water surfaces such as jets or moving
films, and c < 0.1 for stagnant surfaces. Hardt and Wondra [46] set
c = 1 for film boiling, and Magnini et al. [47] also set c = 1 for lami-
nar flow boiling based on a recommendation by Rose [48]. On the
other hand, Kartuzova and Kassemi [49] used a relatively low value
of c = 0.01 in their simulation of ventless pressurization of a cryo-
genic storage tank.

Tanasawa [50] simplified Eq. (5) by assuming the interfacial
temperature is equal to Tsat, and the heat flux linearly dependant
on the temperature jump between the interface and the vapor.
Their modified model for evaporation situations is expressed as

_m00 ¼ 2c
2� c

ffiffiffiffiffiffiffiffiffi
M

2pR

r
qghfgðT � TsatÞ

T3=2
sat

; ð6Þ

where Tsat is based on local pressure, P, and the volumetric mass
source term is determined from

Sg ¼ �Sf ¼ _m00jrag j: ð7Þ

Lee [51] derived a third type of phase change model, which is
the most widely used for simulating phase change processes, espe-
cially condensation. This model is based on the assumption that
mass is transferred at a constant pressure and a quasi
thermo-equilibrium state, and obtained from the following
equations:

Sg ¼ �Sf ¼ riagqg
ðT � TsatÞ

Tsat
for condensation ðT < TsatÞ; ð8aÞ

and

Sg ¼ �Sf ¼ riaf qf
ðT � TsatÞ

Tsat
for evaporation ðT > TsatÞ; ð8bÞ

where ri is an empirical coefficient called the mass transfer intensity
factor [42] and has the units of s�1. Researchers have used a very
wide range of ri values, which seem to change not only with the
flow geometry and flow conditions, but mesh size and time step
as well. Wu et al. [52] set ri = 0.1 in their simulations of flow boiling
in serpentine tubes. The same value of ri = 0.1 was used by De
Schepper et al. [53] in simulating flow boiling is a hydrocarbon
feedstock, and by Alizadehdakhel et al. [54] for investigation of
evaporation and condensation in a thermosyphon. Yang et al. [55]
set ri = 100 in order to numerically maintain the interfacial tem-
perature, Ti, within Tsat ± 1 K. They pointed out that very small val-
ues of ri cause the interfacial temperature to deviate from the
saturated temperature. Fang et al. [56] also set ri = 100, and, like
Yang et al., concluded that very small values of ri cause significant
deviation of Ti from Tsat, and increasing ri helps maintain Ti close
to Tsat; they also pointed out that extremely large values of ri cause



Table 1
Summary of computational phase change literature.

Author(s) System Model Discretization scheme & mesh Remarks

Sharp interface model
Son and Dhir (1998) [33] Horizontal film boiling Sharp Interface model: _m00 ¼ �keff rT

hfg
where

k�1
eff ¼ k�1

g þ ðk
�1
f � k�1

g ÞH BC: Twall = constant

Line-by-line TriDiagonal Method Algorithm (TDMA) with
multigrid method, Gauss–Seidel method

LSM, 2D, axisymmetric, laminar, water

Bazdidi-Tehrani and Zaman
(2002) [40]

Vertical film boiling Sharp interface model: _m00 ¼ �keffrT
hfg

BC: Twall = constant

Line-by-line TDMA with multigrid method, Gauss–Seidel
method, fully implicit scheme (diffusion), 1st explicit
method (convection source), rectangular mesh (256 � 128)

LSM, 2D, planner, laminar, t+ = 0.01

Gibou et al. (2007) [39] Film boiling Sharp interface model: _m00 ¼ �keffrT
hfg

BC: imposed interfacial boundary for T, V and l

3rd-order total variation diminishing (TVD) Runge–Kutta,
high order upwind (convection)

LSM, 2D planar, Dt = 0.05, 0.055 s, assigned
properties

Nichita and Thome (2010)
[59]

Pool/flow boiling Sharp interface model: Sg ¼ �Sf ¼
keffraf �rT

hfg

BC: Twall = constant (Tsat + 8 K), contact
angle = 54�

0.08 � 0.1 m CLSVOF, 2D/3D planar/ axisymmertic,
laminar, water, R134a FLUENT

Kartuzova and Kassemi
(2011) [49]

Phase change in
pressurized cryogenic
storage tank

Sharp interface model: _m00 ¼ kgrTg�kfrTf

hfg
Schrage

model: _m00 ¼ 2 c
2�c ð M

2pRÞ
1=2ð Pgffiffiffiffi

Tg

p � Pfffiffiffiffi
Tf

p Þ

Sg ¼ �Sf ¼ _m00 jraj where c = 0.01

PISO, QUICK/compressive (volume fraction), unstructured,
n = 24,215

VOF, 2D, realizable k–e, k–x SST,
Dt = 1 � 10�2–10�3 s, Flow3D, FLUENT

Sun et al. (2012) [42] Horizontal film boiling Modified sharp interface model:

Sg ¼ �Sf ¼
2 kfraf �rT

hfg

BC: Twall = constant (Tsat + 5 K)

64 � 128 VOF, 2D, Dt = 1 � 10�2 s, assigned
properties, FLUENT

Ganapathy et al. (2013) [41] Flow condensation in
rectangular micro-
channel

Sharp interface model: Sg ¼ �Sf ¼
ðkeff�rTÞ� ra

hfg

BC: q00wall = constant

CSF (wall adhesion), Geo-reconstruct (volume-fraction),
PRESTO (pressure), 1st upwind (momentum), Green Gauss
node-based (gradient), quadrilateral, n = 750,000,
Dh = 100 lm, 0.1 � 30 mm domain, Dc P 2 lm

VOF, 2D planar, laminar, R-134a, HFC-134a
Courant = 0.25 (5 max), FLUENT

Schrage model [43]
Hardt and Wondra (2008)

[46]
Film boiling Schrage model: ge ¼

2c
2�c

h2
fgffiffiffiffiffiffiffiffiffiffiffi

2pRh2 o
p qg

T3=2
sat ðP1Þ

where Rh20

is gas constant for water jh
e ¼ geðT � TsatðP1ÞÞ

Q ¼ jh
e
V

R
V jrajdV ;Sg ¼ Q

hfg
c = 0.1

BC: Twall = constant (Tsat + 5 K)

PISO (pressure–velocity coupling), CSF (wall adhesion),
Geo-Reconstruct (volume fraction), 1st order implicit
(time), 3rd order (convective), central-differencing
(diffusive), 64 � 192/100 � 300

VOF, 2D planar, assigned properties,
FLUENT

Ranjan et al. (2011) [61] Film evaporation Schrage model: _m00 ¼ 2c
2�c ð M

2pRÞ
1=2ð Pgffiffiffiffi

Tg

p � Pfffiffiffiffi
Tf

p Þ

BC: Tw = constant

SIMPLE (pressure–velocity coupling), 2nd upwind
(convective), 2nd differencing (diffusive), tetrahedral

Octane, water, FLUENT

Doro (2012) [60] Falling film evaporation Schrage model: ge ¼
2c

2�c
h2

fgffiffiffiffiffiffiffiffiffiffiffiffi
2pRh2 0
p qg

T3=2
sat ðP1Þ

where Rh20

is gas constant for water jh
e ¼ geðT � TsatðP1ÞÞ

Q ¼ jh
e
V

R
V jrajdV , Sg ¼ Q

hfg
BC: q00wall = constant

PISO CSF (wall adhesion) 2D, laminar, Dt = 6 ls, water, OpenFOAM

Magnini et al. (2013) [47] Flow evaporation Modified Schrage by Tanasawa [50]:

_m00 ¼ 2c
2�c ð M

2pRÞ
1=2 qg hfg ðT�Tsat ðP1ÞÞ

T3=2
sat ðP1Þ

Sg ¼ _m00 jraj where

c = 1 BC: q00wall = constant

PISO (pressure–velocity coupling), 1st explicit (VOF), Geo-
reconstruct (volume-fraction), Green-Gauss node-based
(gradient), 3rd MUSCL (momentum, energy), PRESTO
(pressure), D = 0.5 mm, D/Dc = 300

VOF,2D axisymmetric, laminar,
Dt = 5 � 10�7, R113, R134a, R245fa,
Courant of 0.25 (5 max), FLUENT

Lee model [51]
Wu et al. (2007) [52] Flow boiling in

serpentine tube
Lee model: S ¼ riaf qf

ðT�Tsat Þ
Tsat

for T > Tsat

S ¼ riagqg
ðT�Tsat Þ

Tsat
for T < Tsat ri = 0.1 s�1

BC: q00wall = constant

SIMPLE (pressure–velocity coupling) Dt = 1 � 10�5, R141B, FLUENT

Yang et al. (2008) [55] Flow boiling in a coiled
tube

Lee model: S ¼ riaf qf
ðT�Tsat Þ

Tsat
for T > Tsat

S ¼ riagqg
ðT�Tsat Þ

Tsat
for T < Tsat ri = 100 s�1

BC: q00wall = constant

PISO (pressure–velocity coupling), CSF (wall adhesion), 2nd
upwind (momentum), 2nd upwind (energy), hexahedral,
n = 118,800 (135 � 880), D = 6 mm

VOF, realizable k–e, DTsat 6 1 K, R141B,
FLUENT

De Schepper et al. (2009)
[53]

Flow boiling Lee model: S ¼ riaf qf
ðT�Tsat Þ

Tsat
for T > Tsat

S ¼ riagqg
ðT�Tsat Þ

Tsat
for T < Tsat ri = 0.1 s�1

BC: q00wall = constant

PISO (Pressure–velocity coupling), Geo-Reconstruct
(volume fraction), 2nd upwind (momentum, energy),
hexahedral, n = 1,993,648, D = 0.0525 m, L = 11.3 m

VOF, 3D, Dt = 0.001 s, standard k–e model,
gas-oil, FLUENT
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numerical convergence problems. However, in their simulation of
micro-channel condensation in microgravity, Da Riva and Del Col
[57] used very large values of ri = 7.5 � 105 s�1 for a low mass velo-
city of G = 100 kg/m2 s, and ri = 1.0 � 107 s�1 for a high mass velo-
city of G = 800 kg/m2 s. Chen et al. [58] used the following
modified Lee model,

Sg ¼ �Sf ¼ ri;ChenagqgðT � TsatÞ for condensation ðT < TsatÞ;
ð9aÞ

and

Sg ¼ �Sf ¼ ri;Chenaf qf ðT � TsatÞ for evaporation ðT > TsatÞ; ð9bÞ

where ri,Chen was set to 100 s�1 K�1. Notice that the units of ri,Chen

are different from those of ri (s�1) because of deletion of the tem-
perature denominators from the original Eqs. (9a) and (9b).
Therefore, the corresponding ri at Tsat = 60 �C (saturation tem-
perature for the FC-72 working fluid used in their study) is equiva-
lent to using the original Lee model with ri = 33,315.

Table 1 provides a comprehensive summary of literature con-
cerning the implementation of different computational phase
change models.

1.4. Objectives of study

The present study includes both experimental and computa-
tional investigations of condensation of FC-72 in vertical downflow
in a circular tube. A highly instrumented condensation test module
is used to map detailed axial variations of both the wall heat flux
and wall temperature, which are also used to determine the axial
variation of the condensation heat transfer coefficient. The
experimentally determined parameters are compared to predic-
tions of a two-dimensional and axisymmetric computational mod-
el using FLUENT. This paper will provide detailed information on
the choice of interfacial phase change model, numerical methods
used, and convergence criteria.
2. Experimental methods

The computational results are evaluated against experimental
data obtained using a condensation facility utilizing a
tube-in-tube condensing module, which employs FC-72 as working
fluid. Fig. 1(a) shows a schematic of the condensation facility,
which is comprised of a primary loop for the FC-72 and two sec-
ondary water cooling loops. Condensation is achieved by transfer-
ring heat from the primary loop to the first water loop via the
condensation module. Using a gear pump, FC-72 liquid is passed
through one of several rotameters connected in parallel for flow
rate measurement, followed by a 14.2 kW pre-heater, where the
FC-72 is converted to vapor. The slightly superheated FC-72 vapor
then enters the condensation module where is gradually converted
to liquid by rejecting heat to a counter-flow of water from the first
secondary water loop. Exiting the condensation module, the FC-72
passes through a plate-type condenser, where it is cooled by the
second water cooling loop, followed by an air-cooled condenser
to bring any vapor exiting the test module to subcooled liquid state
before returning to the primary loop’s reservoir.

Two separate systems are used to rid the FC-72 from any dis-
solved non-condensable gases prior to performing any tests. The
first is a vacuum pump that is used initially to remove any
non-condensables by creating vacuum inside the system. The sec-
ond is an air-cooled condenser. To assist the deaeration process,
the reservoir of the primary loop is fitted with two immersion hea-
ters to produce vigorous boiling in the FC-72 liquid. A mixture of
vapor and non-condensable gases is passed through the deaeration



Fig. 1. Schematics of (a) flow delivery system, (b) heat transfer module, and (c) flow visualization module.
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condenser, where most of the vapor is recaptured by condensation
as the non-condensable gases are purged to the ambient.

Two separate modules are used in this facility. The first is used
in the present study to obtain detailed heat transfer data, and the
other for flow visualization; both feature tube-in-tube construc-
tion. For the heat transfer module, Fig. 1(b), the FC-72 flows
through the inner 11.89-mm i.d. stainless steel tube and is cooled
by a counter-flow of water through the annulus. The total conden-
sation length of this module is 1259.84 mm. Type-T thermocouples
are located at the outer surface of the inner tube at 14 axial loca-
tions to measure the outer wall temperature, with two
diametrically-opposite thermocouples installed at each axial loca-
tion to ensure vertical and symmetrical alignment of the condensa-
tion module. The water temperature is also measured at the same
14 axial locations, with three additional water thermocouples
installed at each of three axial locations near the inlet, middle
and exit to check for any circumferential asymmetry. Both tem-
perature and pressure are also measured in the FC-72 and water
inlets and outlets. Fig. 1(c) illustrates the construction of the sec-
ond, flow visualization module.

Further details concerning the construction and instrumenta-
tion of the fluid delivery system, measurement methods and
Table 2
Operating conditions of the experimental study.

G Pin DP Tin xe,in

[kg/m2 s] [kPa] [kPa] [�C]

Max. 459.0 209.9 13.7 86.6 1.08
Min. 184.4 108.6 1.0 63.5 1.04
measurement accuracies are provided in [25]. The operating condi-
tions of the experimental study are given in Table 2.
3. Computational methods

3.1. Governing equations

The VOF method [32] adopted in FLUENT is used to compute the
conservation equations for liquid and vapor while also accounting
for mass transfer between the two phases. The continuity equa-
tions are expressed as [62]

liquid phase:

@

@t
ðaf qf Þ þ r � ðaf qf~uf Þ ¼ Sf ; ð10aÞ

vapor phase:

@

@t
ðagqgÞ þ r � ðagqg~ugÞ ¼ Sg : ð10bÞ

The momentum and energy equations, which are written for
the combined phases, are expressed, respectively, as [62]
Gw Tw,in Tw,out �q00wall
�h

[kg/m2 s] [�C] [�C] [W/cm2] [W/m2 K]

308.2 29.7 45.1 9.02 2715.02
37.0 22.3 29.9 2.11 1359.75
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momentum:

@

@t
ðq~uÞ þ r � ðq~u~uÞ ¼ �rP þr � ½lðr~uþr~uTÞ� þ q~g þ~F; ð11Þ

energy:

@

@t
ðqEÞ þ r � ð~uðqEþ PÞÞ ¼ r � ðkeffrTÞ þ Q ; ð12Þ

where E [J/kg] is the energy per unit mass, which is determined
from [62]

E ¼
af qf Ef þ agqgEg

af qf þ agqg
; ð13Þ
Fig. 2. Computational domain.

Fig. 3. Averaged wall temperature and condensation heat transfer coefficient for
different mesh sizes.

(b)

Fig. 4. Experimentally determined axial variations of (a) wall heat flux and (b)
water and outer wall temperatures for four operating conditions.

Table 3
Solution methods and controls.

Discretization method
Pressure–velocity

coupling
Pressure-implicit with splitting of operators (PISO)
Skewness correction = 1
Neighbor correction = 1

Gradient Least squares cell based
Pressure Body force weighted
Momentum Third-order monotonic upstream-centered scheme for

conservation laws (MUSCL)
Volume fraction Geo-reconstruct
Turbulent kinetic

energy
First order upwind

Specific
dissipation rate

First order upwind

Energy Second order upwind
Transient

formulation
First order implicit

Under-relaxation factors
Pressure 0.3
Density 1
Body forces
Vaporization mass
Turbulent

viscosity
Energy
Momentum 0.7
Turbulent kinetic

energy
0.8

Specific
dissipation rate



Table 4
Thermophysical properties used in the computational study.

Tsat hfg qg cp,g kg lg qf cp,f kf lf r
[�C] [J/kg] [kg/m3] [J/kg K] [W/m K] [N s/m2] [kg/m3] [J/kg K] [W/m K] [N s/m2] [N/m]

Max. 75.0 82,721 23.1 1259.8 0.015 1.22 � 10�5 1593.5 1130.5 0.054 4.24 � 10�4 8.2 � 10�3

Min. 58.4 77,623 14.2 1212.0 0.014 1.16 � 10�3 1530.5 1104.8 0.052 3.60 � 10�4 6.5 � 10�3

(a) 
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q ¼ af qf þ agqg ; ð14aÞ

l ¼ af lf þ aglg ; ð14bÞ

and

keff ¼ af kf þ agkg : ð14cÞ

In the present computations, mass transfer due to condensation
is accounted for by using the appropriate mass source terms, Sf and
Sg, and the corresponding energy transfer term is accounted for as

Q ¼ hfgSf : ð15Þ
(b) (c) 
3.2. Computational domain

Fig. 2 shows the computation domain used in the present study.
This domain is two-dimensional and axisymmetric, simulating ver-
tical downflow condensation in a circular tube, and uses actual
dimensions of the experimental condensation module. The length
of the domain is set longer than the actual length of 0.80 m to
avoid any end effect at the lower outlet. A quadrilateral mesh is
adopted for the entire domain. The mesh is uniform everywhere
Fig. 5. Computed and spline curve-fitted axial variations of (a) condensation heat
transfer coefficient and (b) wall temperature using ri = 10,000.

Fig. 6. (a) Axial variations of experimental and computed local condensation heat
transfer coefficients, and variations of (b) temperature with y+ and (c) eddy
diffusivity with y+ for ri of 0.1, 100 and 10,000.
except near the condensation wall, where it is gradually refined
to capture thin liquid film formation in the upstream region as well
as stronger gradients across the liquid film. Grid independence is
verified by averaging the computed condensation heat transfer
coefficient and wall temperature over the length 0.2 < z < 0.8 m
for each of six different grid sizes, and comparing the average val-
ues with experimental results. The region z < 0.2 m is intentionally
excluded for the averaging because of difficulty modeling this
upstream region as discussed later. Fig. 3 shows the average heat
transfer coefficient and wall temperature reach asymptotic values
just below a cell (mesh) size of Dc < 20.6 lm; Dc = 10.3 lm is
therefore adopted in all the present computations. However, the
minimum cell size of Dc = 1.3 lm is used near the condensing wall,
which ensures more than five cells are within y+ < 5.

3.3. Initialization and boundary conditions

Like the actual experiments, FC-72 is assumed to be introduced
into the channel in slightly superheated vapor state (4–7 �C super-
heat) and constant inlet velocity of U = G/qg, matching actual inlet
operating conditions tested experimentally.

Turbulence intensity, I, for each case is estimated from the fol-
lowing empirical relation for pipe flows [62],

I ¼ u00

�u
¼ 0:16Re�1=8

D : ð16Þ
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The axial variation of the wall heat flux is obtained from the
experimental data and employed as boundary condition using
FLUENT’s user defined function DEFINED_PROFILE. The heat flux is
determined from the local differential sensible heat rise of the cool-
ing water according to

q00wall ¼ _mwcp;wðTw;iþ1 � Tw;iÞ=ðpDÞ: ð17Þ

Fig. 4 shows axial variations of the experimentally determined wall
heat flux for four FC-72 mass velocities that are examined in the
computational study.

For the cooling wall, default values of 0 m, 0.5 and 90� are used
for roughness height, roughness constant and contact angle,
respectively, due to relative insensitivity of the condensation heat
transfer coefficient to the values of these parameters after the film
is established.

One of the main challenges in the computational model is the
difficulty initiating a continuous liquid film in the upstream region
of the condensation tube. While an actual liquid film is observed in
the experiments near the inlet, the computational model could not
generate a continuous film in the same region, but farther down-
stream. In other words, the phase change relations used in the
computational model could not accurately replicate the actual
physical phenomena. Instead, the model is found to generate a cer-
tain mass of liquid in random discrete cells at the wall once it
detects temperatures below Tsat, rather than generate a continuous
film. Using a very large value for the mass transfer intensity factor,
ri, was supposed to remove this discrepancy. Instead, it further
destabilized the numerical solution. Hence, a different numerical
approach is adopted to assist the solution process. A very thin liq-
uid film of uniform thickness di is artificially applied from z = z0,
where xe = 1, to z = 0.2 m, to numerically initiate the upstream for-
mation of the liquid film and also significantly reduce convergence
Fig. 7. Axial variations of experimental and computed local conden
time. An appropriate value for di, which is determined from a
recent annular flow condensation model [63], is applied from
z = z0 to z = 0.2 m. The location z0 corresponding to xe = 1 is
obtained from the simple energy balance

xe ¼ 1þ cp;gðTin � TsatÞ=hfg ; ð18Þ

where Tin is the temperature of the superheated vapor at the tube
inlet. Depending on operating conditions, the applied initial liquid
film thickness varies form di = 49–77 lm, less than 0.6% of the chan-
nel diameter. Using the appropriate di value, the computational
model predicts downstream film thicknesses much greater than
di. The use of an artificial film upstream with thickness di is also very
instrumental in achieving acceptable results using a reasonable val-
ue for ri, rather than the very high values adopted by Da Riva and
Del Col [57].

3.4. Solution technique

Downflow condensation in the circular tube is simulated with
ANSYS FLUENT using a pressure-based solver. Explicit scheme of
the VOF model is used in Multiphase Model of FLUENT with default
values for volume fraction cutoff and Courant number of 1 � 10�6

and 0.25, respectively. Turbulence effects are taken into account
using the Shear-Stress Transport (SST) k–x model [64] with a tur-
bulent damping factor of 10. Realizable k–e model [65] is another
popular turbulent model that has been used to tackle both adiabat-
ic and diabatic turbulent single-phase and two-phase flows
[49,55,58,66,67]. However, it is avoided in the present study
because of its tendency to create appreciable disturbances at the
interface for relatively low ri values when the interfacial tem-
perature is still much lower than Tsat. In the present computations,
the Continuum Surface Force (CSF) model [68] with wall adhesion
sation heat transfer coefficients for four operating conditions.
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is used to tackle surface tension force. The pressure-implicit with
splitting of operators (PISO) scheme [69], with the skewness and
neighbor corrections of unity, is used to tackle pressure–velocity
coupling. Least-Squares Cell-Based formulation is used for gradient
discretization. Magnini et al. [47] reported that Green-Gauss
Node-Based formulation is the best option for gradient discretiza-
tion, however, this formulation was found to pose convergence
problems when used in initial attempts in conjunction with realiz-
able k–e model, which is why the Green-Gauss Node-Based formu-
lation was avoided altogether. The Body Force Weighted scheme,
which is recommended for situation involving large body force,
and third-order Monotonic Upstream-centered Scheme for
Conservation Laws (MUSCL) [70], are used for pressure and
momentum discretization, respectively. PREssure STaggering
Option (PRESTO) and Quadratic Upstream Interpolation for
Convective Kinematics (QUICK) [71] schemes were initially tested
for the pressure and momentum discretization, respectively, but
abandoned after showing minute differences in predictions,
excepting a minor increase in the condensation heat transfer coef-
ficient. Piecewise Linear Interface Calculation (PLIC) algorithm
(named Geo-Reconstruct in FLUENT) [72] is used for volume
fraction discretization, first-order upwind scheme [73] for both
turbulent kinetic energy and specific dissipation rate, and
second-order upwind scheme [73] for energy discretization.
Complete details of the solution methods and thermophysical
properties used in this study are provided in Tables 3 and 4,
respectively.

4. Results

4.1. Determination of optimum mass transfer intensity factor, ri

Determining an appropriate value for the mass transfer intensi-
ty factor, ri, is one of the most important tasks when using the Lee
(a) 

(c) 

Fig. 8. Axial variations of experimental and computed
model [51] for phase change applications since this value will
affect, not only the computed temperatures, but the detailed fea-
tures of the entire two-phase flow field as well. Therefore, different
values for ri are examined in pursuit of good agreement between
computed and measured temperatures and condensation heat
transfer coefficients. Before addressing the optimum value for ri,
it is important to note that the computed heat transfer coefficient
and temperature displayed oscillations and fluctuations, especially
in the inlet region. These features are the result of interfacial
waves, vapor bubble entrainment in the annular liquid film, and
liquid droplet entrainment in the vapor core. To better represent
computed trends and their comparisons with the experimental
data, the computed axial variations of heat transfer coefficient, h,
and temperature, T, are spline curve-fit using MATLAB Curve
Fitting Toolbox [74], as depicted in Fig. 5(a) and (b), respectively.

Fig. 6(a)–(c) compare axial variations of h, temperature profiles
and eddy momentum diffusivity profiles, respectively, computed
using three different values of ri = 0.1, 100 and 10,000. Also includ-
ed in Fig. 6(a) is the axial variation of the experimentally deter-
mined h. The temperature and eddy diffusivity profiles are
plotted versus dimensionless distance from the wall, y+, which is
defines as

yþ ¼ yu�

mf
¼ y

mf

ffiffiffiffiffiffiffiffiffi
swall

qf

s
: ð19Þ

Notice how different ri values lead to different predictions of the
condensation heat transfer coefficient, temperature and eddy
momentum diffusivity. These differences are rooted in the fact that
ri is not only a relaxation factor, but also determines mass transfer
rate, which affects both Twall and liquid film thickness. For conden-
sation, vapor temperature begins to decrease near the wall in
response to heat removal at the wall. Once the vapor temperature
falls below Tsat, positive values of the volumetric mass source term
(b) 

(d) 

wall temperatures for four operating conditions.
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for liquid, Sf, and energy source term due to phase change, Q,
respectively, are realized in accordance with Eqs. (8a) and (15),
respectively. This causes heat removal at the wall to be compensat-
ed in part by phase change from vapor to liquid, rather than by
reduction of vapor temperature alone. It is observed that the use
of a low value of ri = 0.1 results in a relatively small Q that is insuf-
ficient to resist the decrease in the interface and wall temperatures.
Notice in Fig. 6(b) how ri = 0.1 causes appreciable deviation of inter-
facial temperature, Ti, from Tsat. This also leads to lower predictions
of h compared to experimental values as depicted in Fig. 6(a) since
h ¼ q00wall=ðTsat � TwallÞ. As ri is increased to 100, both Sf and Q become
large enough to compensate for heat removal at the wall, which
causes Ti to approach Tsat, Fig. 6(b), and better predictions of h,
Fig. 9. Variation of computed temperature with dimensionless distance
Fig. 6(a). Increasing ri further to 10,000 shows even better agree-
ment between Ti and Tsat, Fig. 6(b), and computed and experimental
h, Fig. 6(a). However, much higher values of ri yielded severe oscil-
lations in the computed interface and, as suggested in Refs. [55–57],
caused the solution to diverge.

Fig. 6(c) shows the magnitude of peak eddy diffusivity in the
liquid film is very sensitive to ri. This dependence is attributed in
part to liquid film thickness changes relative to the value of ri used.
Mascarenhas and Mudawar [66] found computed eddy diffusivity
in free-falling liquid films that are subjected to sensible heating
to fluctuate between the wave crests and troughs. Since a low ri

delays phase change from vapor to liquid at the interface, the loca-
tion of a = 0 in the present study, where eddy diffusivity goes to
from the wall at three axial locations for four operating conditions.
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zero, moves closer to the wall, causing the magnitude of peak eddy
diffusivity to decrease. Da Riva and Del Col [57] obtained thinner
liquid films with sharper interface when using very large ri values
in their study of horizontal condensation along a mini-channel.
However, increasing ri in the present study did not change the
average liquid film thickness, which may be due to stronger
gravitational effects in vertical downflow compared to horizontal
flow.

One important finding from the computed eddy momentum
diffusivity profiles in Fig. 6(c) is the dampening of eddy diffusivity
near the interface for all three values of ri. This important behavior
will be explained later.

Based mostly on the h and T trends with ri in Fig. 6(a) and (b),

respectively, the value of ri = 10,000 is used to generate all compu-
tational results presented hereafter.
Fig. 10. Schematic representations of (a) eddy momentum diffusivity profile across
the liquid film, and (b) influence of eddy momentum diffusivity on temperature
profile.
4.2. Heat transfer results

Fig. 7(a)–(d) compare experimental and computed variations of
h along the tube for four FC-72 mass velocities of G = 184.6, 276.0,
367.0 and 413.0 kg/m2 s, respectively. Overall, there is good agree-
ment in the middle and downstream regions of the channel for all
four FC-72 mass velocities. But, while both predicted and
experimental values show the expected large values in the inlet
region where the film begins to form, there are appreciable devia-
tions in the same region. Similar inlet region discrepancies were
observed in comparisons between analytical model predictions
and experimental data for condensation in tubes [25,26,63], and
this may be attributed in part to the difficulty obtaining accurate
data in this region because of strong axial conduction effects in
the metallic condensation tube.

Notice that, unlike the trends in Fig. 7(a)–(c) for the three low-
est G values, the computed h values for the highest G, Fig. 7(d), uni-
formly underpredicts experiment. This points to the merits of
using a value even higher than ri = 10,000 for the highest G.
However, using increasing values of ri with increasing G compro-
mises consistency in the utilization of a computational model.

Fig. 8(a)–(d) compare experimental and computed variations of
Twall along the tube for G = 184.6, 276.0, 367.0 and 413.0 kg/m2 s,
respectively. While the experimental Twall shows a fairly linear
drop, the computed Twall shows lower values upstream and higher
downstream, but with an average approaching the measured. Like
Fig. 7(d), only the highest G shows predictions uniformly underpre-
dicting the measured.

Fig. 9(a)–(d) show computed temperature profiles for G = 184.6,
276.0, 367.0 and 413.0 kg/m2 s, respectively. These plots show
interfacial temperatures are predicted within ±2 �C of Tsat. The liq-
uid film is shown getting thicker towards to the exit, especially for
G = 276.0 and 413.0 kg/m2 s.

As shown earlier in Fig. 6(c), eddy momentum diffusivity is
dampened near the interface. This important phenomenon is
believed to be the result of suppression of turbulent fluctuations
at the interface by surface tension forces. As discussed in Ref.
[75], similar interfacial dampening has been reported in several
previous studies on free-falling films, as well as in the recent com-
putational study by Mascarenhas and Mudawar [66,67] concerning
free-falling films subjected to sensible heating. As shown in
Fig. 6(b) as well as Fig. 9(a)–(d), the liquid film temperature exhi-
bits an unusual profile with a mild gradient in the middle of the
film and large gradients both at the wall and interface. This behav-
ior is explained with the aid of Fig. 10(a) and (b). An eddy diffu-
sivity profile is shown having zero value both at the wall and the
interface, and a maximum somewhere in between. The tem-
perature profile in Fig. 10(b) increases from Tw at y = 0 to Tsat at
the interface. The shape of the temperature profile, can be
explained with the aid of the simple relation for a turbulent film

�q00wall ¼ kf 1þ Prf

Prf ;T

em

mf

� �
dT
dy
; ð20Þ

which assumes the heat flux at the wall is conserved across the film.
The term Prf,T in Eq. (20) is the turbulent Prandtl number across the
film, whose magnitude is close to unity. Since the left hand side of
Eq. (20) is constant, the temperature gradient must decrease with
increasing em/mf. Per Fig. 10(a), em/mf is very small near both the wall
and interface, leading to large temperature gradients in these two
regions. On the other hand, large em/mf in between greatly reduces
the temperature gradient in this region. These trends produce a
seemingly unusual temperature profile, which resembles the com-
puted profiles in Figs. 6(b) and 9(a)–(d).

4.3. Void fraction results

Fig. 11(a) depicts computed void fraction contour plots for
FC-72 mass flow rates of G = 184.6 and 413.0 kg/m2 s, the lowest
and highest values considered in this study. Notice that the liquid
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film is marred by significant disturbances along with droplet
entrainment into the vapor core. Overall, the liquid film thickness
increases along flow direction as more vapor is condensed into liq-
uid, and as the vapor velocity and therefore vapor shear exerted on
the liquid film gradually abate. There is also an axial increase in the
amplitude and wavelength of the interfacial disturbances as sug-
gested in Ref. [20]. The same trends are depicted in Fig. 11(b) for
FC-72 mass velocities of G = 184.6, 276.0, 367.0 and 413.0 kg/m2 s
and three axial locations of z = 0.3, 0.5 and 0.7 m.

4.4. Future work

The present findings point to the need to conduct detailed mea-
surements of liquid velocity and liquid thickness to validate future
computational models. Such measurements have been conducted
in adiabatic falling liquid films [76,77] and provide valuable insight
into both turbulence structure and interfacial waviness. However,
these measurements are made possible by the relatively large
thickness of the liquid film compared to films encountered in con-
densing flows. As discussed in [78], measurements of liquid velo-
city in thin layers are possible with the aid of micro-particle
image velocimetry (l-PIV), but optical requirements palace strin-
gent limits on the size and shape of the flow channel. Given the
small thickness of condensing films, better and more miniaturized
diagnostic tools are needed to measure liquid layer thickness and
characterize interfacial waves [20,25–27,63], as well as tem-
perature profile across the liquid layer [79–82] in non-adiabatic
systems. Only then will detailed validation of computational phase
change models be possible. It is also important to note that such
diagnostic tools can play a vital role in understanding and compu-
tational modeling of far more complex two-phase phenomena,
such as the formation of a wavy vapor–liquid wall layer that pre-
cedes the formation of critical heat flux (CHF) in flow boiling
[83–86].
5. Conclusions

This study involved both experimental and computational
investigations of condensation of FC-72 in vertical downflow in a
circular tube. An experimental facility was developed to map
detailed axial variations of both wall heat flux and wall tem-
perature, which were used to determine axial variations of the con-
densation heat transfer coefficient. The experimental results were
compared to predictions of a two-dimensional, axisymmetric com-
putational model using FLUENT. This paper also provided detailed
information on the choice of interfacial phase change model,
numerical methods, and convergence criteria. Key findings from
the study are as follows.

(1) The mass transfer intensity factor, ri, used in the computa-
tional model influences both the condensation heat transfer
coefficient and interfacial temperature. Very low ri values
produce interfacial temperatures far smaller than the



878 H. Lee et al. / International Journal of Heat and Mass Transfer 85 (2015) 865–879
saturation temperature, lower wall temperatures and lower
condensation heat transfer coefficients. On the other hand,
very high ri values produce appreciable interfacial distur-
bances as well as pose convergence issues. A value of
ri = 10,000 is deemed most suitable for the condensation
configuration, working fluid and operating conditions of
the present study.

(2) Overall, the computed condensation heat transfer coeffi-
cients show good agreement with experiment, with the
highest values encountered in the inlet region where the liq-
uid film is thinnest.

(3) Eddy momentum diffusivity profiles across the liquid film
exhibit appreciable dampening near the interface, which is
attributed to turbulence suppression by surface tension
forces. The computed eddy diffusivity is zero near the wall
and the interface and highest in between.

(4) The computed temperature profiles across the liquid film
exhibit unusual shape, with steep gradients near both the
wall and interface, and a mild gradient in between. This
shape is shown to be closely associated with the shape of
the eddy diffusivity profile.

(5) Computed void fraction contour plots show a liquid film
interface marred by significant disturbances as well as dro-
plet entrainment into the vapor core. The film thickens along
the flow direction as more vapor is condensed into liquid
and the vapor velocity and vapor shear exerted on the inter-
face gradually abate. Also, both the amplitude and wave-
length of the interfacial disturbances increase in the flow
direction.

(6) The findings from the present study point to the need for
future, more sophisticated measurements of liquid film
thickness, and both velocity and temperature profiles, to
both validate and refine computational phase change
models.
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