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The primary objective of this study is to construct a computational model for turbulent, free-falling liquid
films subjected to evaporative heating. The model is developed for two-dimensional axisymmetric flow
on a vertical circular tube, with both the computational domain and operating conditions matching those
of an experimental database for evaporating water films. Implemented in FLUENT, the model is used to
predict variations of the evaporative heat transfer coefficient along the heated length, as well as profiles
of eddy diffusivity, flow velocity, and temperature across the film. Energy transfer at the film’s interface is
captured successfully with the aid of a prior phase change model. The computational model predicts heat
transfer coefficients for a broad range of Reynolds numbers that are in between predictions of two prior
experimental correlations. The model predicts eddy diffusivity is fully dampened at the interface. The
temperature profile across the liquid film features a steep gradient near the interface, which is attributed
to turbulence dampening coupled with energy loss at the film’s interface.

� 2014 Published by Elsevier Ltd.
1. Introduction

1.1. Falling-film heat transfer literature

Free-falling liquid films are found in a variety of industries,
including chemical, pharmaceutical, and power generation. These
films provide high heat transfer coefficients while capitalizing on
gravity to achieve liquid motion. Heat exchangers utilizing falling
films rely on either sensible or evaporative heating of the film.
With sensible heating, the heat absorbed from the wall gradually
increases the mean liquid temperature in the flow direction. On
the other hand, evaporative heating is achieved once the film’s
interface reaches saturation temperature. Evaporating liquid films
in practical applications are typically turbulent and capitalize upon
the added mixing provided by interfacial waves to achieve very
attractive heat transfer performance.

Most of the published falling-film studies concern laminar and
turbulent fluid flow in adiabatic films. And, while studies concern-
ing heat transfer to films are relatively sparse, far more data are
available for sensible heating than evaporation. Table 1 provides
a summary of popular falling-film correlations for both sensible
heating and evaporative heating derived from measurements by
different researchers. For evaporative films, early works include a
study by Struve [8], who presented heat transfer data for R11. Chun
and Seban [6] performed fairly extensive measurements of
evaporating water films and recommended heat transfer coeffi-
cient correlations for both laminar and turbulent films. Fujita and
Ueda [9] also performed evaporative heating experiments with
water at 1 atmosphere and compared their data to Chun and Seban
correlations. Shmerler and Mudawar [7] performed experiments
with turbulent free-falling water films and recommended an alter-
native correlation for the heat transfer coefficient.
1.2. Computational methods for phase change processes

Developing two-phase heat transfer facilities and performing
experiments using different fluids and over broad ranges of operat-
ing parameters in order to measure heat transfer parameters is a
very costly endeavor. This explains the present growing interest
in utilizing computational methods to determine the same param-
eters. Use of computational tools to predict fluid flow and heat
transfer in phase change system has been the subject of intense
study only during the past two decades. Researchers have sug-
gested different interfacial models to predict mass, momentum
and heat transfer in phase change systems. Three main types of
phase change models have been widely used for this purpose.

Early works conducted in the 1990s were based on the sharp
interface model, which uses the Rankine–Hugoniot jump condition
[10] for energy conservation at the interface. Micro-scale mass
transfer is neglected and the liquid–vapor interface is maintained
at saturation temperature. This allows mass transfer rate to be
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Nomenclature

A+ constant in eddy diffusivity model
E energy per unit mass
F force
g gravitational acceleration
h heat transfer coefficient
hE heat transfer coefficient for evaporative heating,

q00w= Tw � Tsatð Þ
h�E dimensionless heat transfer coefficient for evaporative

heating, hEm
2=3
f = kf g1=3

� �
hfg latent heat of vaporization
hH heat transfer coefficient for sensible heating,

q00w= Tw � Tmð Þ
h�H dimensionless heat transfer coefficient for sensible

heating, hHm2=3
f = kf g1=3

� �
K Von-Karman constant
k thermal conductivity; turbulent kinetic energy

Ka Kapitza number, l4
f g= qf r3

� �
L length of heated portion of test section
M molecular weight
_m00 interfacial mass flux
~n unit vector normal to interface
p pressure
Pr Prandtl number
Prf,T turbulent Prandtl number
Q energy source term
q00 local heat flux normal to the wall
q00w wall heat flux
R universal gas constant (8.314 J/mol K)
r radial coordinate
Re Reynolds number, 4C/lf

ri mass transfer intensity factor
S volumetric mass source term
T temperature
t time
Tsat saturation temperature

u local x-direction velocity
u⁄ friction velocity,

ffiffiffiffiffiffiffiffiffiffiffiffiffi
sw=qf

q
x axial coordinate
y distance perpendicular to the wall
y+ dimensionless distance perpendicular to the wall,

yu�=mf

Greek symbols
a volume fraction, void fraction
d liquid film thickness
e dissipation rate of turbulent kinetic energy
em eddy momentum diffusivity
eh eddy heat diffusivity
C mass flow rate per unit film width
c accommodation coefficient in Schrage model
l dynamic viscosity
m kinematic viscosity
q density
s shear stress

Superscripts
? vector
+ dimensionless

Subscripts
c condensation
crit critical
e evaporation
eff effective
f liquid
g vapor
i interfacial
m mean
sat saturation
w wall
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determined from energy conservation at the interface according to
the relation

q00i ¼ �keff rTi �~n ¼ _m00 hfg ; ð1Þ

where _m00 [kg/m2 s] is the mass flux due to phase change at the
interface. The volumetric mass source term, S [kg/m3 s], for the indi-
vidual phases is determined from

Sg ¼ �Sf ¼ _m00 rag

�� �� ¼ keff ra � rTð Þ
hfg

; ð2Þ

where keff is the effective thermal conductivity determined from the
volume fractions and thermal conductivities of the liquid and vapor.
In effect, this model uses all energy crossing the interface for mass
transfer.

The second popular approach is based on a model by Schrage
[11], which in turn is based on the Hertz–Knudsen equation [12]
that allows for interfacial jump in temperature and pressure,
where Tsat (pf) = Tf – Tsat (pg) = Tg. The net mass flux across the
interface, _m00 [kg/m2 s], is determined by the difference between
liquid to vapor and vapor to liquid mass fluxes,

_m00 ¼ 2
2� cc

ffiffiffiffiffiffiffiffiffi
M

2pR

r
cc

Pgffiffiffiffiffi
Tg

p � ce
Pfffiffiffiffiffi
Tf

p
 !

; ð3Þ

where R = 8.314 J/mol K is universal gas constant, c the fraction of
molecules transferred from one phase to the other during phase
change, and 1 � c the fraction of molecules reflected at the inter-
face. The subscripts c and e in Eq. (3) refer to condensation and
evaporation, respectively, and ce = 1 and cc = 1 represent complete
evaporation and complete condensation, respectively [13]. Many
investigators use equal values of cc and ce by setting cc = ce = c in
phase change simulations, and refer to c as the ‘‘accommodation
coefficient’’. Tanasawa [14] simplified Eq. (3) by setting the interfa-
cial temperature equal to Tsat, and assuming the heat flux is linearly
dependent on temperature jump between the interface and the
vapor. For evaporation, their modified model is expressed as

_m00 ¼ 2c
2� c

ffiffiffiffiffiffiffiffiffiffiffi
M

2pR

r
qg hfg T � Tsatð Þ

T3=2
sat

; ð4Þ

where Tsat is based on local pressure, p, and the volumetric mass
source term is determined from

Sg ¼ �Sf ¼ _m00 rag

�� ��: ð5Þ

This model is applicable only to the liquid–vapor interface, and has
been used mostly to tackle evaporating and condensing films, and
film boiling.

The third popular approach is based on a phase change model
proposed by Lee [15]. This model has been widely used in conden-
sation studies, but is applicable to both condensation and boiling.
The Lee model is based on the assumption that mass is transferred



Table 1
Heat transfer coefficient correlations for falling films.

Author(s) Correlation Range

Sensible heating
Wilke [1] h�H ¼ 2:07Re�1=3 Re < 2460Pr�0:646

f

h�H ¼ 0:0323Re1=5Pr0:344
f 2460Pr�0:646

f < Re < 1600

h�H ¼ 0:00102Re2=3Pr0:344
f

1600 < Re < 3200

h�H ¼ 0:00871Re2=5Pr0:344
f

3200 < Re

5.4 < Prf < 210

Gimbutis [2]
h�H ¼ 0:165Re0:16 � 0:4

� �
Pr0:34

f
Prf

Prf ;w

� �0:25 2800 6 Re 6 70,000

4.3 < Prf < 8.4

Shmerler and Mudawar [3] h�H ¼ 0:0106Re0:3Pr0:63
f

2500 6 Re 6 39,500

2.55 < Prf < 6.87

Al-Najem et al. [4] h�H ¼ 6:832� 10�4 Re0:4829Pr0:93717
f � 21;817:84

Re

� �
4000 6 Re 6 20,000

1.8 < Prf < 4.4

Ye et al. [5] h�H ¼ 0:00462Re0:429Pr1=3
f

800 6 Re 6 7000

2.55 < Prf < 7.2

Evaporative heating
Chun and Seban [6] h�E ¼ 0:0038Re0:4Pr0:65

f
320 6 Re 6 21,000

1.77 < Prf < 5.7

Shmerler and Mudawar [7] h�E ¼ 0:0038Re0:35Pr0:95
f

4990 < Re < 37,620

1.75 < Prf < 5.42
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at a constant pressure and a quasi thermo-equilibrium state, and
obtained from the relations

Sg ¼ �Sf ¼ ri ag qg
T � Tsatð Þ

Tsat
for condensation ðT < TsatÞ ð6aÞ

and

Sg ¼ �Sf ¼ ri af qf
T � Tsatð Þ

Tsat
for evaporation ðT > TsatÞ; ð6bÞ

where ri is an empirical coefficient called the ‘‘mass-transfer inten-
sity factor’’, and has the units of s�1. This model is the least physical
of the three models but has the simplest form. Eqs. (6a) and (6b)
reveal that this model relies on some form of weighting factor to
determine mass transfer. It is important to note that the Lee model
does not set physical limits on the coefficient ri. With this model,
phase change is defined both at the liquid–vapor interface and
the phase being changed, i.e., liquid phase for boiling and vapor
phase for condensation.

1.3. Objectives of study

The primary objective of the present study is to develop a com-
putational model for evaporating turbulent free-falling liquid
films. An appropriate phase change model will be adapted to pre-
dict the fluid flow and heat transfer characteristics of the film. The
predictive accuracy of the model will be assessed against data for
water corresponding to a broad range of Reynolds numbers. The
computational model is used to generate eddy diffusivity, velocity
and temperature profiles across the film. Another objective of this
study is to help lay a foundation for future computational model-
ing of boiling and condensation processes.
2. Experimental methods

The data used to assess the accuracy of the computational
model are obtained using the Purdue University Boiling and Two-
Phase Flow Laboratory (PU-BTPFL) falling–film facility depicted in
Fig. 1(a). Fig. 1(b) shows a schematic diagram of the flow loop that
delivered deionized water at the desired flow rate, pressure and
temperature to a test chamber containing the falling-film test sec-
tion. Fluid purity plays a paramount role in this study, and is
achieved using the charging system depicted in Fig. 1(b). A vacuum
pump is used first to remove any fluid from the loop. The water is
then deaerated by vigorous boiling before being charged into the
loop’s reservoir. During the tests, the water is circulated by a mag-
netically coupled centrifugal pump, with the pressure and flow
rate regulated with the aid of a control valve and a bypass valve.
Temperature is regulated with the aid of two separate heat
exchangers.

Fig. 2(a) shows the construction of the test chamber. The liquid
film is formed on the outer surface of a vertical 25.4-mm diameter,
1835-mm long cylindrical test section contained in a leak proof
chamber made from Lexgard plastic. The chamber is comprised
of two identical flanged sections with outer dimensions of
152.5 � 152.5 � 991 mm3 and a wall thickness of 35 mm. The test
section consists of three parts: a 300-mm long porous polyethylene
tube, a 757-mm long G-10 fiberglass plastic tube, and a 781-mm
long stainless steel tube. The water flows radially outwards from
an inlet reservoir through the porous wall of the polyethylene tube
before falling downwards as a thin film along the outer walls of the
downstream fiberglass plastic and stainless steel tubes. The poly-
ethylene tube has a mean porosity of 20 lm, which causes the
water film to be formed gradually and uniformly with minimal
radial velocity. The middle, adiabatic G-10 tube allows the film
to be develop hydrodynamically before being heated along the
lower stainless steel tube. Soldered to the upper and lower ends
of the stainless steel tube are short copper cylinders that serve as
electrical terminals. Low voltage, high d.c. current (up to 15 V
and 750 A) is passed across the copper terminals through the
0.41-mm thick wall of the stainless steel tube, generating a uni-
form heat flux along the outer wall of the same tube. The wall heat
flux is maintained at least 25% below the onset of nucleate boiling.

Wall temperature of the stainless steel tube is measured by dia-
metrically opposite pairs of type-T thermocouples at 17 axial loca-
tions. Thermal entrance effects are captured by reducing the axial
pitch of thermocouples near the top of the stainless steel tube.
Fig. 2(b) shows the provisions adopted to obtain accurate inner



Fig. 1. (a) Photo of falling film facility. (b) Schematic diagram of flow loop.

Fig. 2. (a) Cut-away view of test chamber. (b) Cross-sectional view of inner wall thermocouples.
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wall temperature measurements. The bead of each thermocouple
is embedded in a small mass of thermally conducting boron nitride
epoxy that is deposited into the head of a 6–32 nylon socket head
cap screw. The epoxy is machined to a cylindrical profile to match
the inner surface of the stainless steel tube. The threads of the
nylon screw closest to the head are machined out in order to insert
a stainless steel spring, while a few threads on the opposite end of
the screw are retained for insertion into a Delrin plastic tube that is
slid along the inside of the stainless tube, allowing the screw to be
compressed normal to the axis of the Delrin tube. During assembly,
the screw heads are painted with a thin layer of thermally conduct-
ing silicone grease, then each diametrically opposite pair is com-
pressed inwards for insertion into the stainless steel tube. The
spring forces the boron nitride epoxy to make precise contact with
the inner wall of the stainless steel tube. This process is repeated
for each thermocouples pair as the Delrin tube is slid gradually
along the stainless steel tube.
3. Computational methods

3.1. Computational domain

Fig. 3 shows the domain used in the computational model.
Because of the symmetrical construction of the test section and
small ratio of film thickness to distance between the test section
and test chamber walls, the flow is assumed axisymmetric and
two-dimensional. The computational domain consists of the inlet
reservoir, porous film distributor, and 1835-mm long annulus
formed between the outer wall of the 25.4-mm test section and
Lexgard chamber. FLUENT Analysis System in the Toolbox of
ANSYS Workbench 12.1 [16] is used to compute the fluid flow
and heat transfer parameters. The complete analysis is performed
in the Project Schematic of Workbench, including geometry crea-
tion, meshing, processing and post-processing.
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Fig. 3. Computational domain.
3.2. Governing equations

The present model employs the standard two-equation k–x
turbulent model with shear stress transport (SST) formulation as
prescribed in the ANSYS Guide [16]. A key reason for using the
k–x model is its ability to tackle turbulence dampening at the
interface, which is key to obtaining accurate temperature profiles
adjacent to the interface, a feature not available with other models,
such as the popular k–e model. A turbulence dampening factor of
10 is prescribed. Two-phase treatment follows the Volume of Fluid
(VOF) model [17], and solid–liquid interfaces are governed by
continuities of both temperature and heat flux. The VOF model in
FLUENT is used to compute conservation equations for liquid and
vapor while also accounting for mass transfer between the two
phases. The continuity equations are expressed as [16]

liquid phase :
@

@t
af qf

� �
þr � af qf ~uf

� �
¼ Sf ; ð7aÞ

vapor phase :
@

@t
ag qg

� �
þr � ag qg~ug

� �
¼ Sg : ð7bÞ

The momentum and energy equations, which are applied to the
combined phases, are expressed, respectively, as

momentum :
@

@t
q~uð Þ þ r � q~u~uð Þ

¼ �rP þr � l r~uþr~uT
� �� 	

þ q~g þ~F; ð8Þ

energy :
@

@t
qEð Þ þ r � ~u qEþ Pð Þð Þ ¼ r � keff rT

� �
þ Q : ð9Þ

where E [J/kg] is the energy per unit mass, which is determined
from

E ¼
af qf Ef þ ag qg Eg

af qf þ ag qg
; ð10Þ

where q ¼ af qf þ ag qg ; ð11aÞ

l ¼ af lf þ ag lg ; ð11bÞ

and keff ¼ af kf þ ag kg : ð11cÞ

In the present computations, mass transfer due to evaporation is
accounted for by using the appropriate mass source terms, Sf and Sg,
and the corresponding energy transfer term is accounted for as

Q ¼ hfg Sf : ð12Þ
3.3. Phase change model

The phase change model by Lee [15] commonly used with
boiling and condensation situations attempts to maintain satura-
tion conditions at the interface while allowing for mass and energy
transfer in one of the phases. Physically, use of ak multipliers in
Eqs. (6a) and (6b) implies that it is possible for mass transfer to
occur where phase k exists as long as the temperature condition
is satisfied. Fig. 4(a) shows the region where the source term is
valid when using the Lee model for evaporation. Notice that phase
change is allowed in the liquid phase and at the interface when
T > Tsat. However, this is not physically what is expected in an evap-
orating falling film. By maintaining the wall heat flux at least 25%
below the onset of boiling, phase change will take place at the
film’s interface but nowhere else within the liquid domain.

The sharp interface model and Tanasawa model [14] (which is a
simplified form of the Schrage [11] model) are better suited to the
present situation because they allow mass transfer to occur only at
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the interface. Fig. 4(b) shows where the source terms are valid
when using the sharp interface model and Tanasawa model for
evaporation. This domain is the result of the rag multiplier yield-
ing non-zero source terms in Eqs. (2) and (5) only at the interface.
The sharp interface model converts any energy crossing the inter-
face to phase change; this energy is not defined by the problem but
realized in the solution. This solution can be different for different
situations depending on how much energy crosses the interface
versus being carried away by the liquid. What is being sought in
the present evaporating film situation is the ability to predict
and specify this energy so that Tsat is maintained at the interface.
The sharp interface model can be utilized here if the temperatures
of the interface and surrounding vapor are manually maintained at
Tsat, or if energy transfer is confined to the interface with the vapor
temperature maintained at Tsat. On the other hand, Tanasawa’s
model does not require placing any of these restrictions for the
present situation, and is therefore the most convenient option, pro-
vided an appropriate value of c is used. The Tanasawa’s model is
therefore adopted in all the present computations. Marek and
Straub [13] determined the value of c based on published data.
They recommended c = 0.1–1 for dynamically renewing water sur-
faces such as jets or moving films, and c < 0.1 for stagnant surfaces.
Hardt and Wondra [18] set c = 1 for film boiling, and Magnini et al.
[19] also set c = 1 for laminar flow boiling based on a recommenda-
tion by Rose [20]. On the other hand, Kartuzova and Kassemi [21]
used a relatively low value of c = 0.01 in their simulation of vent-
less pressurization of a cryogenic storage tank.
It is observed that a low value of c yields interfacial tempera-
tures higher than Tsat. After testing different values of c in the pres-
ent study, it is determined that c = 0.1 helps maintain interfacial
temperature at Tsat with reasonable accurately. It is also worth not-
ing that some of cases examined here are successfully modeled
with c values as high as 1, but these results are realized at the
expense of reduced stability of the numerical solution. On the
other hand, c < 0.1 resulted in deviation of interfacial temperature
from Tsat for several cases. Therefore, a constant value of c = 0.1 is
deemed most appropriate based on its ability to maintain interfa-
cial temperature at Tsat ± 0.1 �C for all test cases. Another reason for
using this small value of c is that it requires minimal energy to
maintain Tsat. Using c = 0.1, the mass flux obtained from Eq. (4) is
used to calculate the mass source terms, Sg and Sf, according to
Eq. (5), and the corresponding energy source term due to evapora-
tion, Q [W/m3], according to Eq. (12).

3.4. Grid size

The grid system used in the present study consists of 1,397,474
nodes and 1,467,562 cells. Two finer grid systems, with 2,273,821
and 3,057,589 cells, were attempted and found to provide minimal
influence on the computed results. The grid used is non-uniform,
having greater density in the porous zone and near the wall and
film interface, especially for the heated portion of the test section,
in pursuit of superior accuracy in resolving key flow parameters.
Turbulence is captured accurately near the wall by using a mini-
mum of five cells within y+ < 5.

4. Computational results

4.1. Interfacial waves

Interfacial waviness is an inherent feature of falling liquid films
that influences mass, momentum and heat transfer characteristics.



58 C.R. Kharangate et al. / International Journal of Heat and Mass Transfer 81 (2015) 52–62
The waves can be assessed by examining both the temporal and
spatial variations of the film thickness. The present computations
are performed for film Reynolds numbers of Re = 4990– 37,620
and Prandtl numbers of Prf = 1.75–5.42. Most cases are successfully
modeled except those associated with low Re and low Prf numbers.
At lower Prf numbers, it is found that it is very difficult to create the
film for smaller Re cases. Hence, only 10 of the 13 cases tested
yielded convergent solutions.

Fig. 5 shows instantaneous film profiles for three different Re
values and Prf = 5.42. Notice that the average film thickness
decreases with decreasing Re. The highest Re case also features a
well-defined film substrate with the interface potentially masking
high frequency perturbations. On the other hand, the lowest Re
case shows more pronounced long waves with large fluctuations
in substrate thickness. It should be noted that film formation at
lower Re, especially for the lowest Prf of 1.75, is both more difficult
to compute and prone to appreciable film breakup.

4.2. Heat transfer coefficient

The evaporation heat transfer coefficient is computed using
local time averaged values of

hE xð Þ ¼ 1
Dt xð Þ

Z Dt xð Þ

0
hE x; tð Þdt: ð13Þ
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Fig. 6. Variations of measured and predicted dimensionless heat transfer coefficients alo
Prf = 4.53, (c) Prf = 3.07, and (d) Prf = 1.75.
The period Dt is carefully chosen to include at least 30 periods of
the dominant film profile. After a steady film is formed, it is
observed that a 0.2-s period is sufficient to provide repeatable heat
transfer values as explained in a recent study by Mascarenhas and
Mudawar [22] involving turbulent falling films subjected to sensible
heating. Fig. 6(a)–(d) shows axial variations of the dimensionless
evaporation heat transfer coefficient,

h�E ¼
hE m2=3

f

kf g1=3 ; ð14Þ

along the heated length for different Reynolds numbers and
Prf = 1.72, 3.07, 4.52 and 5.42, respectively. For each combination
of Re and Prf, the plots show the experimental data, curve fit to
the experimental data, and computed variations. For all cases, the
data show a thermal development region persisting to over one half
the heated length. Thermal development lengths are also evident in
the computed variations, but they are prolonged for most cases
compared to the data. Lack of a clearly defined downstream fully
developed region is attributed to the inability of the phase change
model to accurately account for interfacial energy transfer. Different
values of c in Eq. (4) provide different mass fluxes and therefore dif-
ferent energy transfer rates at the interface.

These results bring into question the choice of optimum value
of c as discussed earlier. A constant value of c = 0.1 is used in the
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present study to achieve both numerical stability and uniformity in
solution method. But using a constant value might be responsible,
at least in part, for the prolonged thermal entrance lengths in the
computed variations in Fig. 6(a)–(d).

Notice also that there is some departure between predicted and
measured values in the upstream part of the thermal development
region. The predicted values show a steeper drop near x = 0, com-
pared to a milder drop for the experimental data. This difference
might be related to the design of the test section, specifically at
x = 0 and x = L, where the stainless steel tube is soldered to short
copper cylinders that act as electrical terminals for the current sup-
plied through the stainless steel wall. Axial heat conduction along
the stainless steel wall towards the terminal blocks compromise
the uniformity of wall heat flux at these locations and mask the
sharp drop in wall temperature near x = 0. Overall, the computed
results show reasonable agreement for the Prf = 3.07, 4.52 and
5.43 cases, but appreciable departure for the lowest Pr = 1.72 cases,
where liquid viscosity is lowest. These results indicate that the
model is less successful in tackling the highest temperature case.

The developing nature of the film makes it difficult to determine
a universal correlation for the fully developed evaporation heat
transfer coefficient. Shmerler and Mudawar [7] determined fully
developed h�E by averaging values measured at x/L = 0.576, 0.704
and 0.832, outside the upstream thermal development region and
the exit region. Using the same axial range of x/L = 0.576–0.832,
(a)

(b)
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Fig. 7. (a) Comparison of measured and computed variations of dimensionless
fully-developed evaporation heat transfer coefficient with Reynolds number for
Re = 4990–37,620 and Prf = 1.75–5.42. (b) Comparison of computed variation of
dimensionless fully-developed evaporation heat transfer coefficient with prior
correlations for Prf = 1.75 and 5.42.
the computed values are spatially averaged to yield the following
dimensionless relation for ‘‘fully developed’’ evaporation heat
transfer coefficient,

h�E ¼ 0:00044Re0:598Pr0:975
f ; ð15Þ

as shown in Fig. 7(a), where all fluid properties are based on satu-
ration conditions. Fig. 7(b) shows this relation falling mostly
between the correlations of Chun and Seban [6], and Shmerler
and Mudawar [7].

4.3. Eddy diffusivity and velocity profiles

Analytical modeling of the film’s fluid flow and heat transfer
depends highly on the ability to accurately model turbulence
structure across the film. Turbulence effects are reflected in the
variation of eddy momentum diffusivity, em, and eddy heat diffu-
sivity, eh, across the film. For a turbulent falling film, the variations
of shear stress and heat flux across the film are expressed as

s ¼ lf 1þ em

mf
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and

q00 ¼ �kf 1þ Prf

Prf ;T

em

mf


 �
@T
@y

; ð17Þ

where Prf,T = em/eh is the turbulent Prandtl number.
Eddy diffusivity across a turbulent boundary layer is often mod-

eled with the aid of a modified Van Driest formulation [23]. But
eddy diffusivity profiles commonly utilized with internal or exter-
nal flows single-phase flows [24,25] lack the ability to account for
the dampening influence of surface tension on turbulence eddies
near a liquid–vapor interface. Mills and Chung [26], Seban and Fag-
hri [27], Hubbard et al. [28], and Mudawar and El-Masri [29] rec-
ommended different formulations to account for the dampening
of eddy diffusivity near the interface. Mudawar and El-Masri devel-
oped a single continuous eddy diffusivity profile incorporating the
Van Driest model near the wall, an experimental profile derived
from open channel flow data for the bulk region of the film, and
a dampening multiplier for the interface region. The Mudawar
and El-Masri profile is given by

em

mf
¼�1

2
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where K = 0.4, A+ = 26, and Recrit ¼ 97=Ka0:1 for sensible heating or
Recrit ¼ 0:04=Ka0:37 for evaporative heating. They also recommended
the following relation for turbulent Prandtl number,

Prf ;T ¼ 0:66þ 1:4exp �15
yþ

dþ


 �
: ð19Þ

Fig. 8 compares the average eddy diffusivity profile across the
film at an axial location of x = 0.75 m from the inlet of the heated
length determined from the computational model with the Muda-
war and El-Masri profile for three different cases. The average pro-
file is obtained by averaging eddy diffusivity profiles for different
subintervals within a period of a single dominant wave, as explained
by Mascarenhas and Mudawar [22] for turbulent falling films sub-
jected to sensible heating. Notice that, like the empirical profile,
the computed eddy diffusivity is zero both at the wall and the film
interface. There is also good overall agreement between the com-
puted and empirical profiles in both shape and magnitude, evi-
denced by R-square fits of 0.96, 0.92 and 0.88 for Re = 37,620 and
Prf = 1.75, Re = 15,240 and Prf = 3.07, and Re = 9510 and Prf = 5.42,
respectively. These trends are also similar to those of the eddy diffu-
sivity profiles computed by Mascarenhas and Mudawar for sensible
heating.

Fig. 9 shows x-velocity profiles across the film computed at
x = 0.75 m for two cases: Re = 37,620 and Prf = 1.75, and Re = 9510
and Prf = 5.42. These profiles are representative of turbulent
boundary layer profiles with the higher velocity displaying steeper
slope near the wall.
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4.4. Temperature profile

Eddy diffusivity and Prf,T are also essential for analytical deter-
mination of temperature profile across the film. For a thermally
fully developed film, the heat flux across the film is constant and
equal to the wall heat flux, q00w. Eq. (17) shows that, at least for
the fully developed region, temperature profile across the film
acquires a large slope where em/mf tends to zero, and a small slope
where em/mf tends to a maximum. This behavior is explained with
the aid of Fig. 10(a) and (b). An eddy diffusivity profile is shown
in Fig. 10(a) having zero values both at the wall and the interface,
and a maximum somewhere in between, as depicted earlier in
Fig. 8. Fig. 10(b) shows the temperature profile acquires large slope
both at the wall, where T = Tw, and the interface, where T = Tsat. The
temperature profile displays an unusual temperature gradient at
the interface, which is not commonly observed with turbulent
thermal boundary layers for other flow situations.

Fig. 11(a) and (b) depict computed non-dimensional tempera-
ture profiles across the liquid film computed at four axial locations
for Re = 9510 and Prf = 5.42, and Re = 37,620 and Prf = 1.75, respec-
tively. The phase change model employed in this study is clearly
capable of capturing the aforementioned temperature profile
trends. Notice how the temperature profile features a sharp gradi-
ent near the interface, implying a finite heat flux is dissipated at
the interface, and that the computed interface temperature is very
close to Tsat. Additionally, the gradient near the interface is shown
increasing axially, which suggests a larger fraction of the wall heat
flux is being dissipated at the interface as the film flows down-
stream. These trends demonstrate that the phase change model
adopted in this study is able to replicate the physical phenomena
quite well. It is worth indicating that the same phase change model
would have failed to capture the interfacial temperature gradient
without the dampening of eddy diffusivity at the interface. On
the other hand, the interfacial temperature gradient can be
achieved without the complete dampening of eddy diffusivity at
r
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Fig. 12. Differences in thermal development between hydrodynamically fully de
the interface if the heat flux at the interface is artificially increased.
However, following the minimum energy principle, it is physically
more realistic if the eddy diffusivity is a minimum.

Overall, these facts and temperature trends prove that the two-
equation k–x turbulent model, with shear stress transport (SST)
formulation and a turbulence dampening factor of 10, is able to
capture all the physical phenomena quite well, and therefore well
suited for turbulent evaporating falling films.

The influence of interfacial dampening of eddy diffusivity is
reflected in fundamental differences between sensible and evapo-
rative heating of turbulent falling films. For sensible heating, the
wall heat flux is absorbed by the film rather than dissipated at
the interface. With a small heat flux at the interface, Eq. (17) indi-
cated that the temperature profile will not acquire a steep gradient
at the interface where em/mf tends to zero. Fig. 12 highlights the dif-
ferences between temperature profiles for sensible and evapora-
tive heating of turbulent falling films along the heated length.
Sensible heating is shown yielding a steep gradient at the wall
but not at the interface. Whereas, evaporative heating is shown
yielding steep gradients both at the wall and the interface. Once
the evaporating film becomes thermally fully developed, it is able
to transfer all the wall energy across the film and to the interface
without increasing the wall or film temperatures.

4.5. Future work

The present study provides valuable insight into fluid flow and
heat transfer behavior as well as turbulent characteristics of an
evaporating free-falling film. However, validation of both computa-
tional and analytical models can benefit greatly from future
detailed measurements of film thickness, liquid velocity and liquid
temperature. Previous studies on adiabatic, relatively thick films
[30,31] provide a framework for future simultaneous measure-
ments of interfacial waves and turbulence structure. Given the
small thickness of falling films, miniaturized diagnostic tools, such
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as micro-particle image velocimetry (l-PIV) [32], must be consid-
ered for velocity measurements within the film. Advanced diagnos-
tic tools may also aid in development and validation of
computational models for more complex phase change configura-
tions involving wavy interfaces, including annular condensation
[33] and flow boiling critical heat flux [34–36].
5. Conclusions

This study examined fluid flow and heat transfer characteristics
of turbulent, free-falling liquid film subjected to evaporative heat-
ing. A computational model was developed for two-dimensional
axisymmetric film flow on a vertical circular tube, with both the
computational domain and operating conditions matching those
of an experimental database for evaporating water films. Imple-
mented in FLUENT, the model incorporates a phase change model
suggested by Tanasawa [14], and is used to predict variations of the
evaporative heat transfer coefficient along the heated length, as
well as profiles of eddy diffusivity, flow velocity, and temperature
across the film. Key findings from the study are as follows.

1. Energy transfer at the film’s interface is captured successfully
with the aid of the Tanasawa phase change model. An accom-
modation coefficient of c = 0.1 is successful at maintaining the
film interface at saturation temperature for all the cases tested.

2. The model predicts variations of the heat transfer coefficient
along the heated length similar to those measured experimen-
tally, but with a broader thermal development region.

3. Predicted heat transfer coefficients for a broad range of Rey-
nolds numbers and Prandtl numbers between 3.07 and 5.43 fall
between predictions of two prior experimental correlations.

4. The model predicts eddy diffusivity is fully dampened at the
film interface. The predicted eddy diffusivity profile resembles
the empirical profile recommended by Mudawar and El-Masri
[29] for falling films in both trend and magnitude. The predicted
velocity profiles follow expected trends.

5. The temperature profile across the liquid film features a steep
gradient near the film interface, which is attributed to the
dampening of turbulence coupled with energy loss at the film
interface.

6. The two-equation k–x turbulent model, with shear stress
transport (SST) formulation and a turbulence dampening factor
of 10 in FLUENT successfully capture the physics of falling films
subjected to evaporative heating.

7. This work points to the need for more sophisticated and minia-
turized diagnostic tools to measure liquid film thickness, liquid
velocity, liquid temperature and turbulence to refine phase
change models and further assess the accuracy of computa-
tional techniques for study of phase change processes.
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