Theoretical model for local heat transfer coefficient for annular flow boiling in circular mini/micro-channels
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A B S T R A C T

This study examines two-phase heat transfer characteristics associated with annular flow boiling in circular mini/micro-channels with circumferentially uniform heat flux. A theoretical control-volume-based model is developed based on the assumptions of smooth interface between the annular liquid film and vapor core, and uniform film thickness around the channel's circumference. Droplet entrainment and deposition effects are incorporated in the model with the aid of new correlations for initial liquid droplet quality at the onset of annular flow, and deposition mass transfer coefficient, respectively. The model also accounts for interfacial suppression of turbulent eddies due to surface tension with the aid of an eddy diffusivity model specifically tailored to shear-driven turbulent films. The model shows excellent predictive capability against 149 convective boiling dominant data points for saturated flow boiling in circular mini/micro-channels, evidenced by an overall mean absolute error of 16.5%, with 91.3% and 98.0% of the data falling within ±30% and ±50% error bands, respectively.

© 2014 Elsevier Ltd. All rights reserved.

1. Introduction

Recent advances in applications such as high performance computers, electrical vehicle power electronics, avionics, and directed energy laser and microwave weapon systems have led to unprecedented challenges in removing large amounts of heat from very small areas [1–8]. While a variety of two-phase cooling schemes, including pool boiling [9–11], jet [12–15], spray [16–19], surface enhancement [20–22], and hybrid cooling techniques that combine the benefits of different schemes [23,24] have been considered for these applications, two-phase mini/micro-channel devices have been especially favored for their compactness, relative ease of fabrication, high heat dissipation to volume ratio, and small coolant inventory.

Studies on flow boiling in mini/micro-channels have resulted in different approaches to predicting pressure drop and heat transfer coefficient. The vast majority of these studies are based on Lockhart–Martinelli-type [25] separated flow models for pressure drop [26–30], and semi-empirical correlations for heat transfer coefficient [31–34]. However, these methods have been validated only for specific flow configurations and relatively narrow ranges of operating conditions. In pursuit of ‘universal’ predictive tools that are applicable to different working fluids and broad ranges of operating conditions, a series of studies have been conducted at the Purdue University Boiling and Two-Phase Flow Laboratory (PU-BTPFL), which involve systematic consolidation of world databases for mini/micro-channels, and development of universal predictive tools for pressure drop [35,36], heat transfer coefficient [37,38], and dryout incipience quality [39], following very closely a methodology that was adopted earlier to predict flow boiling critical heat flux (CHF) for water flow in tubes [40–42].

Another effective method to predicting pressure drop and heat transfer coefficient for annular two-phase flow in mini/micro-channels is the control-volume-based approach. Because annular flow consists of predominantly two separated phases – vapor core and annular liquid film – it lends itself better to theoretical modeling than dispersed flow regimes such as bubbly and slug flows. Fig. 1 shows a schematic of the convective boiling dominant regime that is associated with saturated inlet conditions and terminated with dryout. In a recent study by the authors [38,39], convective boiling was identified as one of two dominant heat transfer mechanisms for saturated flow boiling in mini/micro-channels. For this convective boiling dominant regime, bubbly and slug flow occupy a small portion of the channel length, while annular flow spans a significant fraction. Gradual evaporation and thinning of the annular liquid film cause the heat transfer coefficient to increase along the channel length. With a sufficiently high wall heat flux or sufficiently long channel, dryout of the
annular film ensues at a location downstream where the heat transfer coefficient begins to decrease appreciably.

The control-volume-based approach proved effective in predicting a variety of two-phase flow configurations, including pool boiling [10,11], separated flow boiling [43–48], and flow boiling in micro-channel heat sinks [49]. Recently, the authors of the present study also used this approach to construct a new model for annular condensation in mini/micro-channel flows [50]. Nonetheless, several fundamental challenges remain when attempting to develop an accurate model for annular flow boiling. These include interfacial instabilities, interfacial mass, momentum and heat transfer, and turbulence within the annular film. Two other sources of difficulty are droplet entrainment and droplet deposition. Entrainment refers to tiny liquid droplets breaking off the crests of waves and driven along with the vapor core. Deposition refers to droplets from the vapor core falling back upon the film interface. As indicated by Qu and Mudawar [51], the annular regime in flow boiling is initiated far upstream in a micro-channel, with an abundance of entrained droplets that are formed mostly by shattering of liquid from the micro-channel’s upstream bubbly and slug flows.

The primary goal of the present study is to develop a theoretical control-volume-based model for annular flow boiling in mini/micro-channels. To assess the accuracy of the model, convective boiling dominant heat transfer data for saturated flow boiling in circular mini/micro-channels are compiled from six sources [52–57] as indicated in Table 1. Since two heat transfer regimes exist for flow boiling in mini/micro-channels, nucleate boiling dominant

### Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( A )</td>
<td>area in Eq. (47)</td>
</tr>
<tr>
<td>( A_{ch} )</td>
<td>constant-sectional area of channel</td>
</tr>
<tr>
<td>( A_{lc} )</td>
<td>flow area of liquid control volume</td>
</tr>
<tr>
<td>( B_0 )</td>
<td>Boiling number, ( \frac{q_{hi}}{H_i G} )</td>
</tr>
<tr>
<td>( C )</td>
<td>liquid droplet concentration in vapor core</td>
</tr>
<tr>
<td>( C_a )</td>
<td>Capillary number, ( \mu_G (\rho \sigma) )</td>
</tr>
<tr>
<td>( C_F )</td>
<td>specific heat at constant pressure</td>
</tr>
<tr>
<td>( D )</td>
<td>tube diameter</td>
</tr>
<tr>
<td>( D_h )</td>
<td>hydraulic diameter</td>
</tr>
<tr>
<td>( D_{hc} )</td>
<td>hydraulic diameter of vapor core</td>
</tr>
<tr>
<td>( e )</td>
<td>liquid droplet quality</td>
</tr>
<tr>
<td>( e_0 )</td>
<td>initial liquid droplet quality at onset of annular flow</td>
</tr>
<tr>
<td>( F )</td>
<td>function</td>
</tr>
<tr>
<td>( f )</td>
<td>Fanning friction factor; liquid film quality</td>
</tr>
<tr>
<td>( G )</td>
<td>mass velocity</td>
</tr>
<tr>
<td>( h )</td>
<td>heat transfer coefficient</td>
</tr>
<tr>
<td>( h_l )</td>
<td>latent heat of vaporization</td>
</tr>
<tr>
<td>( K )</td>
<td>Von-Karman constant</td>
</tr>
<tr>
<td>( k )</td>
<td>deposition mass transfer coefficient; thermal conductivity</td>
</tr>
<tr>
<td>( l^* )</td>
<td>dimensionless turbulent mixing length</td>
</tr>
<tr>
<td>( \text{MAE} )</td>
<td>mean absolute error</td>
</tr>
<tr>
<td>( \dot{m} )</td>
<td>mass flow rate</td>
</tr>
<tr>
<td>( P )</td>
<td>pressure</td>
</tr>
<tr>
<td>( P_{cr} )</td>
<td>critical pressure</td>
</tr>
<tr>
<td>( P_F )</td>
<td>wetted perimeter</td>
</tr>
<tr>
<td>( P_I )</td>
<td>local perimeter</td>
</tr>
<tr>
<td>( P_{Ib} )</td>
<td>interfacial perimeter</td>
</tr>
<tr>
<td>( P_h )</td>
<td>heated perimeter</td>
</tr>
<tr>
<td>( P_r )</td>
<td>reduced pressure, ( P/P_{cr} )</td>
</tr>
<tr>
<td>( Pr )</td>
<td>Prandtl number</td>
</tr>
<tr>
<td>( Pr_T )</td>
<td>turbulent Prandtl number, ( \varepsilon_{tm}/\varepsilon_h )</td>
</tr>
<tr>
<td>( q'' )</td>
<td>heat flux at distance ( y ) from channel wall</td>
</tr>
<tr>
<td>( q_{hi} )</td>
<td>heat flux based on heated perimeter of channel</td>
</tr>
<tr>
<td>( q_{uc} )</td>
<td>uniform circumferential heat flux for circular tube</td>
</tr>
<tr>
<td>( Re )</td>
<td>Reynolds number</td>
</tr>
<tr>
<td>( Re_c )</td>
<td>effective Reynolds number of vapor core, ( \rho_l (u_c - u_f) D_{hc} / \mu_f )</td>
</tr>
<tr>
<td>( Re_f )</td>
<td>liquid film Reynolds number, ( 4 \rho_l (u_{tl} - u_l) D_{hc} / \mu_f )</td>
</tr>
<tr>
<td>( Re_f )</td>
<td>superficial liquid Reynolds number, ( G (1 - x) D_{hc} / \mu_f )</td>
</tr>
<tr>
<td>( Re_{fo} )</td>
<td>liquid-only Reynolds number, ( GD_{hc} / \mu_f )</td>
</tr>
<tr>
<td>( Re_{gc} )</td>
<td>vapor core Reynolds number, ( \rho_g u_c D_{hc} / \mu_g )</td>
</tr>
<tr>
<td>( T )</td>
<td>temperature</td>
</tr>
<tr>
<td>( T^* )</td>
<td>dimensionless temperature</td>
</tr>
<tr>
<td>( u )</td>
<td>velocity</td>
</tr>
<tr>
<td>( u^* )</td>
<td>dimensionless velocity</td>
</tr>
<tr>
<td>( u_{tm} )</td>
<td>mean liquid film velocity</td>
</tr>
<tr>
<td>( v )</td>
<td>specific volume</td>
</tr>
<tr>
<td>( W )</td>
<td>deposition rate</td>
</tr>
<tr>
<td>( We )</td>
<td>Weber number, ( G^2 D_{hc} (\rho \sigma) )</td>
</tr>
<tr>
<td>( x )</td>
<td>vapor quality</td>
</tr>
<tr>
<td>( x_0 )</td>
<td>vapor quality at onset of annular flow</td>
</tr>
<tr>
<td>( \chi_e )</td>
<td>effective vapor quality in vapor core</td>
</tr>
<tr>
<td>( \chi_q )</td>
<td>thermodynamic equilibrium quality</td>
</tr>
<tr>
<td>( \chi_{tr} )</td>
<td>Lockhart–Martinelli parameter based on turbulent liq-uid-turbulent vapor flows</td>
</tr>
<tr>
<td>( y )</td>
<td>distance perpendicular to channel wall</td>
</tr>
<tr>
<td>( y^* )</td>
<td>dimensionless distance perpendicular to channel wall, ( y u^* / v_f )</td>
</tr>
<tr>
<td>( z )</td>
<td>stream-wise distance</td>
</tr>
</tbody>
</table>

### Greek symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Gamma_d )</td>
<td>deposition mass transfer rate per unit channel length</td>
</tr>
<tr>
<td>( \Gamma_{er} )</td>
<td>evaporation mass transfer rate per unit channel length</td>
</tr>
<tr>
<td>( \delta )</td>
<td>thickness of annular liquid film</td>
</tr>
<tr>
<td>( \delta^* )</td>
<td>dimensionless thickness, ( \delta u^* / v_f )</td>
</tr>
<tr>
<td>( \varepsilon_h )</td>
<td>eddy heat diffusivity</td>
</tr>
<tr>
<td>( \varepsilon_{tm} )</td>
<td>eddy momentum diffusivity</td>
</tr>
<tr>
<td>( \mu )</td>
<td>dynamic viscosity</td>
</tr>
<tr>
<td>( \nu )</td>
<td>kinematic viscosity</td>
</tr>
<tr>
<td>( \rho )</td>
<td>density</td>
</tr>
<tr>
<td>( \rho_l )</td>
<td>homogeneous density of vapor core</td>
</tr>
<tr>
<td>( \sigma )</td>
<td>surface tension</td>
</tr>
<tr>
<td>( \tau )</td>
<td>shear stress</td>
</tr>
</tbody>
</table>

### Subscripts

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{avg} )</td>
<td>average</td>
</tr>
<tr>
<td>( c )</td>
<td>vapor core</td>
</tr>
<tr>
<td>( cb )</td>
<td>convective boiling dominant heat transfer</td>
</tr>
<tr>
<td>( e )</td>
<td>entrained liquid</td>
</tr>
<tr>
<td>( exp )</td>
<td>experimental (measured)</td>
</tr>
<tr>
<td>( f )</td>
<td>saturated liquid; liquid film</td>
</tr>
<tr>
<td>( fo )</td>
<td>liquid only</td>
</tr>
<tr>
<td>( g )</td>
<td>saturated vapor</td>
</tr>
<tr>
<td>( i )</td>
<td>interfacial</td>
</tr>
<tr>
<td>( nb )</td>
<td>nucleate boiling dominant heat transfer</td>
</tr>
<tr>
<td>( \text{pred} )</td>
<td>predicted</td>
</tr>
<tr>
<td>( \text{sat} )</td>
<td>saturation</td>
</tr>
<tr>
<td>( \text{sh} )</td>
<td>shuffling</td>
</tr>
<tr>
<td>( \text{tp} )</td>
<td>two-phase</td>
</tr>
<tr>
<td>( w )</td>
<td>wall</td>
</tr>
</tbody>
</table>
and convective boiling dominant, only the convective boiling dominant data associated with annular film evaporation are used. The selected data are obtained from the original database amassed by Kim and Mudawar [38]. In addition, only local heat transfer coefficient data are considered; data averaged over the channel length are excluded. The database that is compared to the model predictions consists of 149 heat transfer data points covering five different working fluids, water, FC72, R134a, R22 and R32, hydraulic diameters from 0.51 to 3.1 mm, mass velocities from 100 to 400 kg/m$^2$s, wall heat fluxes from 0.6 to 20.9 W/cm$^2$, and qualities from 0.02 to 0.96. To achieve closure in the new model development, correlations are developed for initial liquid droplet quality at the onset of annular flow and the deposition mass transfer coefficient.

2. Model development

2.1. Model assumptions

(1) The annular flow is steady, incompressible, and concurrent.
(2) Pressure is uniform across the channel’s cross-sectional area.
(3) Thermodynamic equilibrium is maintained along the channel.

(4) Gravitational effects are negligible due to high shear stresses in mini/micro-channels.
(5) The liquid film interface is smooth, and liquid film thickness is circumferentially uniform due to strong surface tension effects in mini/micro-channels.

Table 1

<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Fluid(s)</th>
<th>$D$ [mm]</th>
<th>$G$ [kg/m$^2$s]</th>
<th>$q_{00}$ [W/cm$^2$]</th>
<th>$x$</th>
<th>$x_0^a$</th>
<th>$\left(\frac{h_{nb}}{h_{cb}}\right)_{av}^b$</th>
<th>Number of data points</th>
<th>MAE [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sumith et al. [52]</td>
<td>Water</td>
<td>1.45</td>
<td>106.5</td>
<td>20.9</td>
<td>0.02–0.22</td>
<td>0.01</td>
<td>0.29</td>
<td>5</td>
<td>30.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.45</td>
<td>152.7</td>
<td>20.9</td>
<td>0.02–0.15</td>
<td>0.01</td>
<td>0.33</td>
<td>5</td>
<td>22.8</td>
</tr>
<tr>
<td>Saitoh et al. [53]</td>
<td>R134a</td>
<td>1.12</td>
<td>300</td>
<td>1.3</td>
<td>0.21–0.83</td>
<td>0.08</td>
<td>0.56</td>
<td>35</td>
<td>15.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.1</td>
<td>300</td>
<td>1.2</td>
<td>0.21–0.84</td>
<td>0.07</td>
<td>0.57</td>
<td>26</td>
<td>15.2</td>
</tr>
<tr>
<td>Ohta et al. (2009) [54]</td>
<td>FC72</td>
<td>0.51</td>
<td>107</td>
<td>0.9</td>
<td>0.07–0.70</td>
<td>0.06</td>
<td>0.79</td>
<td>10</td>
<td>12.5</td>
</tr>
<tr>
<td>Bang et al. [55]</td>
<td>Water</td>
<td>1.73</td>
<td>100</td>
<td>5.0</td>
<td>0.02–0.56</td>
<td>0.02</td>
<td>0.14</td>
<td>12</td>
<td>26.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.73</td>
<td>100</td>
<td>8.0</td>
<td>0.04–0.45</td>
<td>0.02</td>
<td>0.19</td>
<td>10</td>
<td>8.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.73</td>
<td>100</td>
<td>11.5</td>
<td>0.06–0.45</td>
<td>0.02</td>
<td>0.24</td>
<td>10</td>
<td>14.1</td>
</tr>
<tr>
<td>Oh and Son [56]</td>
<td>R22</td>
<td>1.77</td>
<td>400</td>
<td>1.0</td>
<td>0.12–0.96</td>
<td>0.08</td>
<td>0.53</td>
<td>7</td>
<td>31.6</td>
</tr>
<tr>
<td>Li et al. [57]</td>
<td>R32</td>
<td>2.0</td>
<td>202</td>
<td>0.6</td>
<td>0.36–0.80</td>
<td>0.11</td>
<td>0.41</td>
<td>29</td>
<td>13.3</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>149</td>
<td>16.5</td>
</tr>
</tbody>
</table>

$^a$ Vapor quality at location of the onset of annular flow, which is determined according to Taitel and Dukler [59] ($x_0 = 1.6$).
$^b$ Average value of $h_{nb}/h_{cb}$ for individual database, where $h_{nb}$ and $h_{cb}$ are calculated using Table 2.
(6) Axial momentum changes in the liquid film are negligible due to the relatively small velocity of the liquid film.

(7) Mass transfer occurs only at the vapor–liquid interface.

(8) Heat flux is uniform along the vapor–liquid interface.

(9) Entrainment of liquid droplets occurs entirely by shattering of liquid from collapse of upstream bubbly/slug flow regimes.

(10) Deposition rate of entrained liquid droplets is circumferentially uniform.

2.2. Control volume analysis

The total mass flow rate, \( m \), in the flow channel can be expressed as

\[
m = m_f + m_e + m_g,
\]

where \( m_f \), \( m_e \), and \( m_g \) are the mass flow rates of the liquid film, entrained liquid droplets and vapor core, respectively, and their ratios to the total mass flow rate are defined as the liquid film quality, \( f \), liquid droplet quality, \( e \), and vapor quality, \( x \), respectively.

\[
f = \frac{m_f}{m},
\]

\[
e = \frac{m_e}{m},
\]

and

\[
x = \frac{m_g}{m}.
\]

Based on assumption (4), the vapor quality is set equal to the thermodynamic equilibrium quality,

\[
x = x_e.
\]

Qu and Mudawar [58] used Taitel and Dukler’s [59] flow regime map to determine the boundary between intermittent and annular flow in their analytical model for laminar micro-channel flow with \( X_{sw} = 1.6 \). In the present study, the original formulation of the Taitel and Dukler map, which is based on Lockhart–Martinelli’s parameter for the combination of turbulent liquid and turbulent vapor flow [25] is used to determine this boundary.

\[
X_{it} = \left( \frac{\mu_f}{\mu_g} \right)^{0.1} \left( 1 - x \right)^{0.9} \left( \frac{\rho_f}{\rho_g} \right)^{0.5} = 1.6.
\]

Rearranging Eq. (6) yields the following relation for initial vapor quality at the onset of annular flow,

\[
x_0 = \left[ 1 + 1.6^{1/0.9} \left( \frac{\mu_f}{\mu_g} \right)^{-1/9} \left( \frac{\rho_f}{\rho_g} \right)^{-1/1.8} \right]^{-1}.
\]

As indicated in Table 1, all initial vapor quality values of individual databases predicted by Eq. (7) are smaller than the experimental quality ranges. This confirms that all the convective boiling dominant data in Table 1 fall into the annular flow regime.

For the prediction of initial liquid entrainment quality of water flow boiling in micro-channels, Qu and Mudawar [58] modified a value proposed earlier by Whalley et al. [60] to account for the effects of mass velocity and surface tension using the Weber number.

\[
We_{fr} = \frac{C^2D_h}{\rho_f \sigma}
\]

A new correlation is developed for initial liquid droplet quality at the onset of annular flow, which yields least MAE values between the model predictions and the experimental mini/micro-channel data summarized in Table 1.

\[
e_0 = 0.951 - 0.32C_{61}^{0.21}P_{fr}^{0.42},
\]

where the Capillary number and reduced pressure, which are used to cope with both different working fluids and broad ranges of operating conditions, are defined, respectively, as

\[
Ca = \frac{\mu_f G}{\rho_f \sigma}
\]

and

\[
P_{fr} = \frac{P}{P_{cw}}.
\]

To develop a theoretical control-volume-based model, mass and momentum conservation are first applied to control volumes encompassing the liquid film and vapor core separately. Mass conservation for the liquid film, entrained liquid droplets, and vapor core are expressed, respectively, as

\[
\frac{dm_f}{dz} + \Gamma_{fr} - \Gamma_d = 0,
\]

\[
\frac{dm_e}{dz} + \Gamma_d = 0
\]

and

\[
\frac{dm_g}{dz} - \Gamma_{fr} = 0.
\]

The mass flow rate of the liquid film, and rates of mass transfer due to evaporation and deposition can be expressed, respectively, as

\[
\dot{m}_f = \rho_f \int_0^y u_f p_{fr} dy,
\]

\[
\Gamma_{fr} = \frac{q_{fr}}{h_{fr}}
\]

and

\[
\Gamma_d = W P_{fr} \delta_f,
\]

where the local perimeter, \( P_{fr} \), heated perimeter, \( P_{fr} \), and interfacial perimeter, \( P_{fr} \), are expressed, respectively, as

\[
P_{fr} = \pi(D - 2y),
\]

\[
P_{fr} = \pi D
\]

and

\[
P_{fr} = \pi(D - 2\delta).
\]

As discussed by Qu and Mudawar [58], droplet deposition from the vapor core to the annular liquid film is a highly complex phenomenon, which explains why researchers have relied on empirical methods to evaluate its influence on the heat transfer coefficient. According to Whalley et al. [60] and Paleev and Filippovich [61], droplet deposition is assumed a mass transfer process yielding a linear relationship between deposition rate, \( W \), and liquid droplet concentration, \( C \), in the vapor core.

\[
W = kC,
\]

where \( C \) is defined as

\[
C = \frac{m_e}{m_g + m_e v_f},
\]
and $k$ is the deposition mass transfer coefficient, which has the units of velocity. Qu and Mudawar [58], Hewitt and Govan [62] and Sugawara [63] proposed different correlations for $k$ based on the popular functional form of Paleev and Filippovich [61]. In the present study, the Paleev and Filippovich correlation is modified by introducing both density ratio and reduced pressure to tackle different working fluids and broad ranges of operating conditions. The following correlation for $k$ is proposed, which yields the lowest MAE values between the model predictions and the experimental mini/micro-channel data summarized in Table 1,

$$
k = 0.0018 \left( \frac{\rho_u u_c D}{\mu_k} \right)^{-0.26} \left( \frac{C}{\rho_k} \right)^{0.28} \left( \frac{\rho_k}{\rho_f} \right)^{0.63} P_{R}^{-1.57}, \quad (23)$$

where $u_c$, $A_c$, $\rho_H$ and $x_c$ are, respectively, the mean velocity, flow area, homogeneous density, and effective vapor quality of the vapor core, which are defined as

$$u_c = \frac{m_e + m_e}{\rho_H A_c},$$

$$A_c = \frac{\pi}{4} (D - 2\delta)^2,$$  

$$\rho_H = \frac{1}{x_c \nu_f + (1 - x_c) \nu_f},$$

and

$$x_c = \frac{m_s}{m_e + m_e}.$$  

Applying momentum conservation to the liquid film control volume depicted in Fig. 3(a) yields

$$\Gamma_{j,k} u_j \Delta z - \Gamma_{a} u_c \Delta z = P_{A} y_{j}, - \left( p + \frac{d P}{d z} \Delta z \right) A_{j,k} - \tau P_{j,y} \Delta z + \tau P_{j,y} \Delta z,$$  

where the flow area, $A_{j,k}$, is expressed as

$$A_{j,k} = \frac{\pi}{4} (D - 2\delta)^2.$$  

Rearranging Eq. (28) gives

$$\tau = \left( p + \frac{d P}{d z} \right) A_{j,k} + \tau P_{j,y} + \Gamma_{a} u_c - \Gamma_{a} u_c.$$

Allowing for turbulence in the liquid film, the local shear stress in the film can be expressed as

$$\tau = \mu_f \left( 1 + \frac{e_m}{\nu_f} \right) \frac{du}{dy},$$  

where $e_m$ is the eddy momentum diffusivity. Substituting Eq. (31) into Eq. (30) and integrating yield the velocity profile across the liquid film,
The interfacial friction factor, \( f_i \), can be determined from relations by Shah and London [65],

\[
\frac{\tau_i}{\frac{1}{2} \rho_f (u_c - u_l)^2} = \frac{(u_c - u_l) \Gamma_f}{2 P_{f, i}}.
\]

Eq. (31) can be expressed in nondimensional form as

\[
\frac{\tau}{\tau_w} = \left(1 + \frac{\nu_m}{\nu_f} \right) \frac{du^+}{dy^+},
\]

where

\[
\begin{align*}
\nu^+ &= \frac{u^+}{u^*}, \\
\nu^* &= \frac{\nu}{u^*}, \\
\text{and} \\
\frac{u^+}{\nu^+} &= \left(\frac{\tau_w}{P_f} \right)^{0.5}.
\end{align*}
\]

Based on the Prandtl mixing length theory, the eddy diffusivity can be expressed in terms of the turbulent mixing length according to the relation

\[
\frac{\nu_m}{\nu_f} = \frac{1}{18} \left( \frac{I}{J} \right) \frac{du^+}{dy^+}.
\]

A turbulent mixing length relation originally proposed by Van Driest [66] was modified by Kays [67,68] to

\[
l^* = Ky \left[ 1 - \exp \left( -\frac{\tau}{\tau_w} \right) \right].
\]

Substituting Eqs. (42) and (47) into Eq. (46) yields the following eddy diffusivity profile,

\[
\frac{\nu_m}{\nu_f} = -\frac{1}{2} \left[ 1 - \frac{1}{2} \left( 1 + 4K^2 y^+ \right) \left[ 1 - \exp \left( -\frac{\tau}{\tau_w} \right) \right] \right] \frac{\tau}{\tau_w} \left( \frac{1}{y^+} \right)^{0.5}.
\]

To account for interfacial dampening in the liquid film due to suppression of turbulent eddies by surface tension, a dampening term, \( (1 - y^+ \delta^+)^{0.1} \), is included in the above eddy diffusivity profile [50]. The complete form of eddy momentum diffusivity in the shear-driven film is expressed as

\[
\frac{\nu_m}{\nu_f} = -\frac{1}{2} \left[ 1 - \frac{1}{2} \left( 1 + 4K^2 y^+ \right) \left[ 1 - \exp \left( -\frac{\tau}{\tau_w} \right) \right] \right] \frac{\tau}{\tau_w} \left( \frac{1}{y^+} \right)^{0.5} \times \left( 1 + 4K^2 y^+ \right) \left[ 1 - \exp \left( -\frac{\tau}{\tau_w} \right) \right] \frac{\tau}{\tau_w} \left( \frac{1}{y^+} \right)^{0.5}.
\]

2.4. Determination of heat transfer coefficient

Heat flux across the liquid film is related to the liquid temperature gradient by the relation

\[
\frac{q^*}{q'_{lw}} = \left( \frac{1}{Pr_f} + \frac{1}{Pr_f} \frac{\nu_m}{\nu_f} \right) \frac{dT}{dy}.
\]

where \( T^* \) is the dimensionless temperature defined as
is calculated using Eq. (50) and steps (2)–(6) repeated at the next downstream node. Steps (2)–(6) are repeated until convergence is checked by comparing the two sides of Eq. (37). If the sides are not equal, \( \varepsilon_{inl}/v_f \) is updated with new values of \( \tau_w, \, \tau_s, \, u_i, \) and \( -dP/dz \) at the present node, and steps (3)–(5) are repeated with a small \( \Delta \delta \) increment until the correct value for \( \delta \) is found.

(6) \( \varepsilon_{inl}/v_f \) is calculated using Eq. (50) and steps (2)–(6) repeated for the next downstream node. The values of \( \delta \) and \( -dP/dz \) at the next downstream node are then utilized as input for the previous upstream node. Steps (2)–(6) are repeated until the value of \( \delta \) converges at the location of the onset of annular flow.

2.5. Calculation procedure

The model equations are solved numerically using a finite difference technique. The axial distance is divided into small \( \Delta z \) increments and calculations are repeated starting at the upstream location corresponding to the onset of annular flow. The calculation procedure is as follows:

(1) The initial vapor quality, \( x_0 \), and initial liquid droplet quality, \( \varepsilon_{inl}/v_h \), which as discussed by Ueda et al. [70], can be evaluated from the experimental data of Ohta et al. [54], Bang et al. [55] and Li et al. [57], respectively.

(2) The interfacial velocity, \( u_i \), interface friction factor, \( f_i \), interfacial shear, \( \tau_i \), and pressure gradient, \( -dP/dz \), at the node immediately upstream.

(3) An initial value of the film thickness \( \delta \) is assumed, which is sufficiently smaller than \( \delta \) at the node immediately upstream.

(4) The interfacial velocity, \( u_i \), interfacial friction factor, \( f_i \), interfacial shear, \( \tau_i \), and pressure gradient, \( -dP/dz \), are calculated using Eqs. (33), (39a), (39b), (39c), (38), and (34), respectively.

(5) Convergence is checked by comparing the two sides of Eq. (37). If the sides are not equal, \( \varepsilon_{inl}/v_f \) is updated with new values of \( \tau_w, \, \tau_s, \, u_i, \) and \( -dP/dz \) at the present node, and steps (3)–(5) are repeated with a small \( \Delta \delta \) increment until the correct value for \( \delta \) is found.

(6) \( \varepsilon_{inl}/v_f \) is calculated using Eq. (50) and steps (2)–(6) repeated for the next downstream node. The values of \( \delta \) and \( -dP/dz \) at the next downstream node are then utilized as input for the previous upstream node. Steps (2)–(6) are repeated until the value of \( \delta \) converges at the location of the onset of annular flow.

Fig. 4. (a) Eddy momentum diffusivity, (b) velocity, and (c) temperature profiles across evaporating liquid film in middle of channel for FC72, water, and R32 corresponding to operating conditions of Ohta et al. [54], Bang et al. [55] and Li et al. [57], respectively.
are calculated using Eqs. (50), (43), (55), and (57), respectively. Steps (2)–(5) and (7) are then repeated for the next downstream node. The calculation procedure is continued until the last node is reached.

2.6. Simplified model

Since the thickness of the liquid film is generally small compared to the channel diameter, a simplified model is also derived using the following assumption,

\[ P_{jy} = P_{jx} = P_j = \pi D. \]  

(58)

Therefore, the flow area and mass flow rate of the liquid film can be expressed, respectively, as

\[ A_{jx} = P_j (\delta - y) \]

(59) and

\[ m_f = \rho_f P_j \int_0^\delta u_j dy. \]

(60)

Applying momentum conservation to an annular element of the liquid film yields the following relation for shear stress,

\[ \tau_w = -\frac{\mu_y}{D} (\delta - y) + \tau_i + \frac{\Gamma_{mL} - \Gamma_m}{\pi D} \frac{\mu_y}{D} (\delta - y). \]  

(61)

Similar to the procedure used in previous section, the velocity profile, interfacial velocity, and pressure gradient can be simplified, respectively, as

\[ u_f(y) = \frac{\delta}{\mu_y} \left( -\frac{dP}{dz} \right) \int_0^{\gamma/\beta} \left( 1 - \frac{y}{\beta} \right)^{-1} d\left( \frac{y}{\beta} \right) + \frac{\delta}{\mu_y} \int_0^{\gamma/\beta} \left( 1 + \frac{y}{\beta} \right)^{-1} d\left( \frac{y}{\beta} \right), \]

(62)

\[ u_i = \frac{\delta}{\mu_y} \int_0^{\gamma/\beta} \left( 1 - \frac{y}{\beta} \right)^{-1} d\left( \frac{y}{\beta} \right) + \frac{\delta}{\mu_y} \int_0^{\gamma/\beta} \left( 1 + \frac{y}{\beta} \right)^{-1} d\left( \frac{y}{\beta} \right), \]

(63)

and

\[ -\frac{dP}{dz} = \frac{\mu_y}{\mu_x} \frac{\mu_f}{\mu_x} \int_0^{\gamma/\beta} \left( 1 - \frac{y}{\beta} \right)^{-1} d\left( \frac{y}{\beta} \right) \int_0^{\gamma/\beta} \left( 1 + \frac{y}{\beta} \right)^{-1} d\left( \frac{y}{\beta} \right). \]

(64)

Fig. 5. Variations of (a) quality along stream-wise direction, and (b) mean vapor core velocity, (c) interfacial velocity, (d) wall and interfacial shear stresses, (e) vapor core Reynolds number, (f) liquid film Reynolds number, (g) liquid film thickness, and (h) local two-phase heat transfer coefficient with quality for FC72 flow with \( D = 0.51 \) mm, \( G = 107 \text{ kg/m}^2\text{s}, \) \( q_r = 0.9 \text{ W/cm}^2\) and \( T_{wall} = 56 ^\circ\text{C} \), corresponding to experimental operating conditions of Ohta et al. [54].
The predictive differences of the average heat transfer coefficient between the complete and simplified models average only 2.0%, with a maximum difference of 2.7%. Although both models yield very close results, all of the subsequent calculations are based on the complete model.

3. Model results

Fig. 4(a)–(c) shows model predictions of eddy diffusivity, dimensionless velocity and dimensionless temperature profiles, respectively, of three select cases for different working fluids: FC72, water and R32, corresponding to specific operating conditions of Ohta et al. [54], Bang et al. [55] and Li et al. [57], respectively. The eddy diffusivity profile given by Eq. (50) yields values for dimensionless film thickness, $y^* = \delta^*$, up to about 18 at the middle of the channel, which is close to the outer edge of the viscous sublayer for typical turbulent flows. The present diffusivity profile is justified by the fact that Van-Driest model is applicable near the solid wall region where $y^* \lesssim 30$. Due to the interfacial dampening term, $(1/C_0 y^*/d_+)0.1$, in the eddy momentum diffusivity profile, $e_m/m_f$ is reduced to zero at the liquid film interface. The unusual temperature rise in the immediate vicinity of the film interface, which is captured in Fig. 4(c), is caused by the dampening term. Notice that, unlike the cases of water and R32, the eddy momentum diffusivity of FC72 is negligibly small. This suggests that turbulence effects in the FC72 liquid film are insignificant. More details concerning turbulence effects will be discussed below.

Figs. 5–7 show predicted variations of several key parameters for three select cases corresponding to FC72, water and R32, respectively. The liquid film and vapor core Reynolds numbers are defined, respectively, as

$$\text{Re}_F = \frac{4 \rho_f u_m \delta}{\mu_f}$$

and

$$\text{Re}_G = \frac{\rho_g u_c D_h}{\mu_g}$$

where the mean liquid film velocity, $u_m$, is expressed as

$$u_m = \frac{m_f \Delta h}{C_0 A_c - C_h}$$

Fig. 6. Variations of (a) quality along stream-wise direction, and (b) mean vapor core velocity, (c) interfacial velocity, (d) wall and interfacial shear stresses, (e) vapor core Reynolds number, (f) liquid film Reynolds number, (g) liquid film thickness, and (h) local two-phase heat transfer coefficient with quality for water flow with $D = 1.73$ mm, $G = 100 \text{ kg/m}^2\text{s}$, $q_{w0} = 8.0 \text{ W/cm}^2$ and $T_{sat} = 120^\circ\text{C}$ corresponding to experimental operating conditions of Bang et al. [55].
and the cross-sectional area of the channel, \( A_{th} \), in Eq. (67) is given by
\[
A_{th} = \frac{\pi}{4}D^2. \tag{68}
\]

As liquid is gradually converted to vapor by evaporation, the mean velocity of the vapor core, \( u_v \), and the vapor core Reynolds number, \( Re_{G} \), increase with increasing quality, causing increases in the wall shear stress, \( \tau_w \), and interfacial shear stress, \( \tau_i \). For water, Fig. 6(a), as the liquid droplet quality, \( e \), decreases rapidly along the channel, the liquid film thickness, \( f \), increases quickly at the upstream region until it reach maximum value. Then \( e \) is reduced to zero around the middle of the channel, thus no entrained droplets exist in the vapor core farther downstream. Because of gradual evaporation along the channel, the liquid film thickness, \( \delta \), decreases with increasing quality at a steeper rate than \( f \) does, causing the interfacial velocity, \( u_i \), to increase with increasing quality, Fig. 6(c). In contrast, for FC72 and R32, Fig. 5(a) and Fig. 7(a), respectively, the initial liquid droplet quality, \( e_0 \), is higher than for water, Fig. 6(a), and \( e \) decreases at a slower rate. This implies that liquid droplets are entrained in the vapor core over the entire channel length. The liquid film Reynolds number, \( Re_F \), \( u_i \) and \( f \) approach zero where dryout of the liquid film is expected. The heat transfer coefficient increases with increasing quality as the liquid film thins, which eventually leads to film dryout where the heat transfer coefficient begins to decrease sharply. The present annular model accurately captures the experimental heat transfer coefficient data in both magnitude and trend, as shown in Figs. 5(h), 6(h) and 7(h). The model also accurately predicts the location of dryout as depicted in Figs. 5(h) and 7(h).

As discussed in Kim and Mudawar [50], strong interfacial shear can promote turbulent film flow even for relatively small film Reynolds numbers, \( Re_F \). To examine the influence of based on the assumption of laminar liquid film. For water and R32, Figs. 6(f) and 7(f), respectively, show the annular model with the turbulent liquid film yields higher heat transfer coefficient values than with the laminar liquid film despite the relatively small \( Re_F \) values (smaller than 650 for water and 500 for R32). However, for FC72, both models provide fairly similar heat transfer coefficient results due to the vanishingly small turbulence effects in the FC72 liquid film as shown in Fig. 4(a). Very small \( Re_F \) values (smaller than 50), Fig. 5(f), further validate the assumption of laminar liquid film for FC72.

---

**Fig. 7.** Variations of (a) quality along stream-wise direction, and (b) mean vapor core velocity, (c) interfacial velocity, (d) wall and interfacial shear stresses, (e) vapor core Reynolds number, (f) liquid film Reynolds number, (g) liquid film thickness, and (h) local two-phase heat transfer coefficient with quality for R32 flow with \( D = 2.0 \text{ mm}, G = 202 \text{ kg/m}^2\text{s}, q_{w} = 0.6 \text{ W/cm}^2\text{ and }T_{sat} = 15 \text{°C} \) corresponding to experimental operating conditions of Li et al. [57].
Fig. 8 compares predictions of the present model with local convective boiling dominant heat transfer data in circular mini/micro-channels. The mean absolute error (MAE), defined as

\[
\text{MAE} = \frac{1}{N} \sum \left| \frac{h_{tp,\text{pred}} - h_{tp,\text{exp}}}{h_{tp,\text{exp}}} \right| \times 100\% ,
\]

is used to assess the predictive accuracy of the model. The model shows excellent accuracy against the 149 convective boiling dominant data points from Table 1, with a MAE of 16.5%, and 91.3% and 98.0% of the data falling within ±30% and ±50% error bands, respectively. Table 1 shows the present model also predicts individual database with good accuracy.

Further improvement to the accuracy of this model is possible with future experimental studies to better predict entrainment and deposition effects in small channels. Improvements are also possible by measuring eddy diffusivity profile in shear driven films. Because of the small liquid thickness in these flows, useful information on turbulence in films can be realized from studies of wavy, free-falling films [71,72], and use of advanced diagnostic tools to measure instantaneous film thickness [73–76], velocity profile [75,76] and temperature profile [73,74] across the film.

4. Conclusions

This study examined two-phase heat transfer characteristics associated with annular flow boiling in circular mini/micro-channels subjected to a uniform circumferential heat flux. A theoretical control-volume-based model was developed based on the assumptions of smooth interface between the annular liquid film and vapor core, and circumferential uniformity of film thickness. The model's predictive accuracy was assessed against 149 data points of local two-phase heat transfer coefficient associated with convective boiling dominant heat transfer for saturated flow boiling in circular mini/micro-channels. Key conclusions from the study are as follows.

1. The control-volume-based method is very effective at incorporating the complex mass, momentum and heat transfer characteristics in annular flow.

2. Droplet entrainment and deposition effects are accurately accounted for in the model using new correlations for initial liquid droplet quality at the onset of annular flow, and deposition mass transfer coefficient, respectively.

3. For shear-driven films, transition from laminar to turbulent film flow may occur at unusually small film Reynolds numbers. Turbulent effects must therefore be accounted for when modeling the transport behavior of the annular film.

4. Interfacial dampening of turbulent eddies is accurately accounted for in the model with the aid of an eddy diffusivity model specifically tailored to turbulent shear-driven films.

5. The new model accurately predicts local heat transfer coefficient data for the convective boiling dominant regime, evidenced by an overall mean absolute error of 16.5%, with 91.3% and 98.0% of the data falling within ±30% and ±50% error bands, respectively.
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