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This study examines the evolution of film thickness and interfacial temperature in turbulent, free-falling
water films that are subjected to sensible heating. Measured temporal records of film thickness and inter-
facial temperature are subjected to thorough statistical analysis to understand the influence of interfacial
waves on the distribution, periodicity and interdependence of these two parameters. A computational
model of the film is constructed and its predictions subjected to similar statistical analysis. The statistical
tools employed in this study include probability density, auto-covariance, cross-covariance, auto-spec-
trum and cross-spectrum. Probability density of film thickness shows an increase in substrate thickness
and amplitude with increasing Reynolds number, while auto-covariance of thickness captures dominant
frequencies corresponding to the large waves. Cross-covariance of film thickness and interfacial temper-
ature difference captures a clear phase shift between the two parameters, with the temperature reaching
a maximum in the relatively thin film region between the substrate and wave peak. Statistical results for
both parameters exhibit clear dependence on axial location in the thermal entrance region, and point to
fully developed wave structure downstream. The statistical results based on computed film thickness and
interfacial temperature difference agree well with the results based on the measured, which demon-
strates the effectiveness of the adopted computational tools at predicting the complex transport phenom-
ena associated with wavy liquid–vapor interfaces.

� 2014 Elsevier Ltd. All rights reserved.
1. Introduction

Gravity-driven two-phase systems are very popular in many
industries because of their ability to achieve very high heat transfer
coefficients while avoiding the penalty of high pressure drop.
These systems include pool boiling thermosyphons [1,2] and
pumpless gravity driven loops [3,4].

Free-falling liquid films are found in another type of gravity-
driven systems that feature high heat transfer coefficients, which
include condensers, evaporators, spray-type refrigerators, distilla-
tion columns, chemical reactors, and nuclear reactors. The attrac-
tive thermal attributes of free-falling liquid films are realized by
minimizing conduction resistance for thin laminar films and capi-
talizing upon both turbulent fluctuations (for high film flow rates)
and added mixing provided by interfacial waves. But despite many
decades of efforts to model the transport characteristics of free-
falling films, uncertainty remains concerning the dampening of
turbulent eddies at the film interface due to surface tension, tran-
sition from laminar to turbulent flow, and, most importantly, the
influence of interfacial waves.
1.1. Interfacial characteristics of falling films

Liquid films found in thermal devices are typically thin, exhibit
turbulent flow and rely on gravity to achieve fluid motion. The
afore-mentioned attributes of films are highly complicated by the
prevalence of interfacial waves spanning a broad range of speeds
and length scales. At a first glance, time records appear to show
large waves that have a profound influence on temperature
distribution across the film as shown in Fig. 1(a) and (b). However,
there are appreciable variations in shape, speed and frequency of
occurrence of these large waves, in addition to seemingly highly
stochastic smaller waves, some of which are superimposed on
the large waves.

In a recent study by the authors of the present study [7], time
records of film thickness were inspected and repeatable wave pat-
terns identified for different film Reynolds numbers in pursuit of
time-averaged values for film thickness, heat transfer coefficient,
and both temperature and eddy diffusivity profiles across the film.
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Nomenclature

C cross-covariance
Cl turbulence model constant
DH hydraulic diameter
f frequency
g gravitational acceleration
k thermal conductivity; turbulent kinetic energy
L total number of lags in auto-spectra and cross-spectra
N number of discrete data points
n number of samples in subset of data record
P pressure; probability
p probability density
Pr Prandtl number
Prt turbulent Prandtl number
q00w wall heat flux
r radial coordinate
R auto-covariance
Re Reynolds number, Re = 4C/l
S auto-spectrum
sij fluctuating component of strain rate tensor
T temperature
t time
u velocity
U inlet streamwise velocity
ur r-direction velocity component
ux x-direction velocity component
V inlet normal velocity
W cross-spectrum
w window function in auto-spectra and cross-spectra

x axial coordinate
y coordinate perpendicular to the wall

Greek Symbols
a thermal diffusivity
U mass flow rate per unit film width
d film thickness
D difference between adjacent covariance values
e dissipation rate of turbulent kinetic energy
l dynamic viscosity
m kinematic viscosity
q density
r2 variance
s time lag

Subscripts
i film interface
in inlet
min minimum
s solid
t turbulent
w wall

Superscripts
� average
+ non-dimensionalized
0 fluctuating component
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A closer examination of the time records for large waves in a sub-
sequent study [5] revealed (i) both periodic and non-periodic inter-
facial features, and (ii) a strong correlation between film thickness
and liquid temperature with an identifiable phase shift as shown in
Fig. 1(a). These findings clearly point to the need to further explore
the interfacial behavior of films using statistical tools. Such tools
can be quite effective at identifying any salient and/or repeatable
aspects of interfacial behavior.

1.2. Statistical description of interfacial behavior

Phillips [8] studied the structure of waves generated by wind
blowing over a large area of the ocean for a long duration and
determined statistics for small-scale components of the wave. A
statistical equilibrium range in the wave height spectrum was
identified and subjected to dimensional analysis to assess the
influence of gravity and wavelength of small waves on the magni-
tude of the spectrum. Telles and Dukler [9] inspected the interfa-
cial structure of a liquid film that is shear-driven by a gas flow
by tracking film thickness fluctuations using electrical conductivity
methods. A significant portion of the film was comprised of large
stable liquid humps – large waves - marred by smaller waves that
lost their identity over small distances. Statistical methods were
implemented to calculate wave speed, separation distance be-
tween humps, amplitude, frequency, and wave shape, for Reynolds
numbers as high as Re = 60,000. Chu and Dukler [10] further re-
fined these methods and compared them to predictions of a theory
they developed for mean substrate thickness and substrate flow
rate. This enabled them to demonstrate the importance of the sub-
strate in controlling the film’s transport processes. Using probabil-
ity density distribution of film thickness for high Re, Chu and
Dukler [11] showed that the film possessed bimodal characteristics
consisting of large and small waves. They also concluded that large
waves dominate transport characteristics in the film, while small
waves control transport characteristics in the gas.

Use of statistical methods to decipher salient flow characteris-
tics is well recognized in two-phase research. Aside from temporal
fluctuations in key flow parameters, two-phase flow measure-
ments are complicated by intermittence between the two phases.
Jones and Delhaye [12] reviewed the experimental techniques used
to measure two-phase flow parameters, and emphasized the
importance of employing statistical tools to tackle the complex
temporal characteristics of the measured parameters. Takahama
and Kato [13] used needle contact and electrical capacitance
probes to measure the thickness of falling films, and showed that
interfacial waves can be effectively characterized over broad flow
rate ranges using normal, logarithmic normal and gamma proba-
bility distributions of film thickness. Nencini and Andreussi [14]
employed statistical methods to analyze experimental data for
annular two-phase downflow. Statistical analysis of the large
waves and substrate yielded flow rates that agreed well with the
actual flow rates. Karapantsios et al. [15] performed a comprehen-
sive experimental and statistical study of falling films. Film thick-
ness data measured for Re = 509–13,090 with a wire conductance
technique were subjected to statistical analysis using probability
density, spectral density, skewness and kurtosis. Lyu and Mudawar
[6] performed experiments to investigate the relationship between
film thickness and water film temperature for various film Rey-
nolds numbers. Using statistical tools, the relationship between
the two variables was shown to be stronger at high compared to
low heat fluxes. A cross-spectrum analysis showed a distinct band
of dominant frequencies in the relationship between the two vari-
ables. Ambrosini et al. [16] used capacitance probes to measure the
thickness of water films falling freely down vertical and inclined



Fig. 1. Measurements at x = 278 mm for free-falling water film subjected to sensible heating with Re = 5700, Pr = 5.86 and q00w = 50,000 W/m2: (a) temporal records of liquid
temperature and film thickness (adapted from [5]), and (b) three-dimensional plot of liquid temperature variations with distance from the wall and time (adapted from [6]).
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surfaces for a range of Reynolds numbers encompassing both tran-
sition and turbulent flows. They collected film thickness time ser-
ies and used statistical tools to determine mean, minimum and
maximum film thickness and wave velocity, and presented power
spectra as functions of film flow rate, plate inclination and film
temperature.

The present study employs statistical tools to explore the trans-
port behavior of turbulent free-falling liquid films that are sub-
jected to sensible heating. Given the aforementioned importance
of interfacial waves on the film’s mass, momentum and heat trans-
fer characteristics, these statistical tools are used to investigate
temporal records of both film thickness and interfacial tempera-
ture, as well as the relationship between the interfacial wave char-
acteristics and those of liquid temperature. The same statistical
tools are also applied to temporal records of the film computed
using FLUENT. The statistical results based on the measured and
computed records are used to validate the effectiveness of compu-
tational methods at capturing the correct interfacial profile and
influence of waves on the film’s transport characteristics. A variety
of statistical tools are employed for this purpose. Probability den-
sity is used to capture dominant ranges of film thickness and liquid
temperature. Auto-covariance and cross-covariance are employed
to describe the interdependence between waves and liquid tem-
perature, and auto-spectra and cross-spectra to segregate wave
frequencies in pursuit of identifying large and small waves.
2. Experimental methods

The data utilized in this study were obtained from measure-
ments made using the Purdue University Boiling and Two-Phase
Flow Laboratory (PU-BTPFL) falling film facility. This facility has
yielded data for liquid films subjected to sensible heating [5–
7,17–19], evaporation [20] and boiling [21]. Two distinct sets of
film thickness instrumentation tools are used in this facility. The
first, which is described in [7], provide time-averaged measure-
ments of wall and mean film temperatures. The second, which
are used to measure simultaneous instantaneous film thickness
and temperature profile, are detailed in [5] and described briefly
below, are employed in measuring the data discussed in the pres-
ent study. The data for turbulent free-falling water films subjected
to sensible heating are examined with the aid of several statistical
tools and compared to computational predictions.

Fig. 2(a) shows the central component of the falling film facility,
a test chamber where the falling film is generated on the outside
wall of a vertical 25.4-mm diameter test section. The test section
is comprised of three portions. The film is formed by passing water
through the porous wall of a 300-mm long polyethylene tube. The
film is formed gradually on the outside wall of the porous tube,
which is followed by a 757-mm long adiabatic G-10 plastic tube,
over which the film is allowed to develop hydrodynamically. The
film is heated along the lower 781-mm long stainless steel tube,
which is electrically heated by a d.c. power source to supply a uni-
form wall heat flux to the film.

As shown in Fig. 2(a), 17 pairs of type-T thermocouples are in-
serted along the length of the stainless steel tube to measure the
inside wall temperature. Axial distance between thermocouples
is smaller near the top of the stainless steel tube compared to
downstream in order to capture thermal entrance effects. At each
axial location, the thermocouples pairs at each axial location are
placed diametrically opposite to one another to capture and correct
any asymmetry resulting from vertical misalignment. Fig. 2(b) de-
tails the construction of the wall thermocouples. Each thermocou-
ple bead is embedded in a small mass of thermally conducting
boron nitride epoxy that is deposited into the head of a 6–32 nylon
socket head cap screw. The outer surface of the boron nitride is
carefully machined to match the curvature of the inner wall of
the stainless steel tube. The screw is inserted radially into an inner
thermally insulating tube made from Delrin plastic. A small spring
maintains positive pressure between the boron nitride epoxy and
stainless steel tube.

Fig. 2(c) shows the flow loop that supplies deionized water to
the test chamber at carefully regulated flow rate, temperature
and pressure. The water is deaerated in a stainless steel reservoir
fitted with immersion heaters and a reflux condenser before being
charging into the flow loop.

Instantaneous film thickness, film temperature profile and wave
velocity measurements are made with the aid of several delicate



Fig. 2. (a) Cut-away view of test chamber. (b) Cross-sectional view of inner thermocouples. (c) Schematic diagram of flow loop.
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probes that are mounted on an assembly block as shown in
Fig. 3(a). The block itself is centered around the stainless steel tube
by means of six alignment screws that are situated downstream of
the probes to preclude any influence to the film measurements.
Axial movement of the block is aided by a vertical guide rail, which
is connected to two external micrometer translation stages that
control the assembly block’s horizontal position. The probes con-
sist of a thermocouple array, thickness probe and a thickness cali-
bration probe, all mounted in the same horizontal plane. A second
thickness probe used for wave velocity measurements is situated
29.7 mm downstream with a 41� azimuthal offset to avoid the
influence of wakes created by the upstream probes.

The thermocouple array is further detailed in Fig. 3(b), which
shows twelve type-E 0.0762-mm diameter thermocouple beads
made from 0.0508 mm wire that are distributed over a 5-mm span
from the heated wall, supported on a G-10 fiberglass plastic knife-
edge. Thermocouple locations are denser near the stainless steel
wall to capture the near-wall thermal boundary layer. A protrusion
on the downstream edge of the plastic knife–edge plate prevents
the instrumented portion from making direct contact with the
wall. The maximum standard deviation of temperature fluctuation
for each thermocouple is 0.17 �C, which is dictated by the high
speed data acquisition system. The thermocouples are calibrated
in a constant temperature bath at several temperatures. This is
achieved by filling the lower portion of the test chamber with
water with the probe assembly block completely submerged. Elec-
trical current is then supplied across the stainless steel tube to the
same heat flux levels applied during the subsequent falling film
experiments to calibrate the thermocouples for offset resulting
from the d.c. current. The calibration procedure is repeated several
times after using each batch of deionized water in the falling film
configuration to maintain thermocouple offset below 0.2 �C.

The primary thickness probe used for instantaneous film thick-
ness measurement is based on the principle of hot-wire anemom-
etry. Shown in Fig. 3(c), this probe is made from 0.0254-mm
diameter platinum-10% rhodium wire that is extended across the
liquid–vapor interface. A constant d.c. current is supplied through
the wire, and film thickness inferred from variations in the probe’s
voltage drop. This technique takes into account the large ratio of
heat transfer coefficient along the portion of probe wire submerged
in liquid compared to that in vapor, as well as the relationship be-
tween electrical resistance and temperature. Once calibrated, pas-
sage of a constant current through the probe wire yields a voltage
drop that is a function of the length of wire submerged in liquid
alone.

Extensive calibration is required to ensure accurate film thick-
ness measurement. This includes first submerging the probe verti-
cally downward in a small test cell containing a stagnant layer of
water to generate the linear dependence of voltage drop on water
layer thickness. This is followed by in situ calibration that is per-
formed prior to each test at heating conditions identical to those
of the test itself using the calibration probe shown in Fig. 3(c).
The measurement resolution and response time of the thickness
probe are 0.05 mm and 0.14 ms, respectively [19].



Fig. 3. Construction of (a) probe assembly, (b) thermocouple knife-edge, and (c) thickness probe and thickness calibration probe.
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Instantaneous temperature measurements across the film are
made simultaneously with the film thickness measurements over
a sampling period of 1 s at a frequency of 500 Hz. The temperature
data are low-pass filtered using a fourth order 0.1 dB Chebyshev
digital filter code written by Walraven [22].

3. Numerical methods

Falling film tests performed using the experimental methods
described in the previous section are simulated using the FLUENT
Analysis System in the Toolbox of ANSYS Workbench 14.0.0 [23].
In recent years, the flow modeling capability of FLUENT has been
expanded by researchers to enhance turbulence prediction and in-
clude two-phase flows and phase change [24–30]. In the present
study, the Project Schematic of Workbench in ANSYS FLUENT
14.5 is utilized to construct and mesh the thermally active flow do-
main, as well as to generate and extract instantaneous data that
can be compared to the measurements.

Fig. 4 shows the computational domain, a 2-dimensional axi-
symmetric system, which is justified by the small film thickness.
The key components of the domain are the inlet reservoir, porous
film distributor, and 1835-mm long annulus formed between the
outer wall of the 25.4-mm test section and inner walls of the test
chamber. An annulus thickness is assigned to yield a flow area
equal to the actual flow area between the test section and test
chamber walls.

The computation utilizes conservation equations for unsteady,
turbulent and incompressible flow with constant properties. Using
the Reynolds’ decomposition [31], ux ¼ ux þ u0x, ur ¼ ur þ u0r and
T ¼ T þ T 0. The corresponding equations for time-averaged conti-
nuity, axial and radial momentum, and energy, respectively, are
expressed for the fluid region as [32]
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The standard two-equation k � e turbulent model, as prescribed
in the ANSYS Guide [23], is used to provide closure to the unre-
solved Reynolds stress terms. The fluctuating terms are expressed
in terms of the gradients of the mean quantities in accordance with
the eddy viscosity hypothesis, where the eddy viscosity, lt, is ex-
pressed as

lt ¼
Clqk2

e
: ð5Þ

The kinetic energy and dissipation energy equations are given,
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The boundary conditions are specified as follows. Velocity and
liquid temperature in the reservoir inlet are assumed uniform
and adjusted according to values of the film’s Reynolds and Prandtl
number: U = mRe/DH, V = 0, and T = Tin(Pr) for x = �1060 mm and
�12.7 mm 6 r 6 �6.6 mm. The outlet condition at the bottom of
the domain is assumed to be uniform pressure equal to atmo-
sphere to conform to experimental conditions. Also to conform to
the data, a constant heat flux is applied along the lower stainless
steel portion of the test section that results in a temperature rise
equal to that produced experimentally across the thermally-devel-
oping span of the film, �ks@T=@r ¼ q00w for 0 6 x 6 781 mm.

The interfacial treatment considers the influences of surface
tension and molecular viscosity, and neglects the vapor shear at
the film interface. The tangential and normal force balance equa-
tions at the film surface are always satisfied. The curvature terms
in these equations are calculated in each cell by FLUENT from the
volume fraction gradients, as per the continuum surface force
model proposed by Brackbill et al. [33]. These tangential and nor-
mal forces perturb the interface, and instabilities are amplified by
the turbulent nature of the flow.

At the wall, surface tension effects are considered by prescrib-
ing wall adhesion in terms of contact angle. The viscosity-
influenced near-wall region is completely resolved all the way to
the viscous sublayer, and both e and turbulent viscosity are speci-
fied. This region is further subdivided into a viscosity-influenced
region and a fully turbulent region, whose separation is deter-
mined by a wall-distance-based turbulent Reynolds number. In
the fully turbulent region, the k � e model is employed to define
turbulent viscosity, while the one-equation model of Wolfstein
[34] is applied in the viscosity-influenced near-wall region. In the
latter model, the momentum and k equations are retained, and
the length scale for turbulent viscosity is derived according to Chen
and Patel [35]. Jongen [36] derived a technique for smoothly blend-
ing this two-layer definition for turbulent viscosity with the high
Reynolds number definition from the outer region. FLUENT utilizes
this two-layer model with a modified single function formulation
of the law of the wall for the entire wall region by blending laminar
and turbulent law of the wall relations as per Kader [37]. This for-
mulation guarantees correct asymptotic behavior for large and
small values of y+ and reasonable representation of velocity pro-
files where y+ falls inside the buffer region. This method involves
modification of the fully turbulent relation and takes into account
other effects such as pressure gradients or variable properties. The
walls are governed by continuities of both temperature and heat
flux, and the wall heat flux is applied by conduction normal to
the fluid body.

Two-phase treatment follows the Volume of Fluid (VOF) model
[38]. From an examination of turbulence models presented in [7],
and following numerical turbulence studies by Kays [39], a
constant turbulent Prandtl number value of Prt = 1 is used. The
constant Cl in Eq. (5) is set equal to 0.09. The porous film distrib-
utor has a porosity of 0.002 and a viscous resistance of
3.846 � 07 m�2. In order to conserve computation time, the
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fractional step version of the non-iterative time advancement
(NITA) scheme is used with first-order implicit discretization at
every time-step [40,41] to obtain pressure–velocity coupling. Gra-
dient generation during spatial discretization is accomplished
using the least-squares cell-based scheme [42], while PRESTO,
QUICK, Geo-reconstruct and first-order upwind schemes [43] are
used for pressure, momentum, volume fraction and turbulent ki-
netic energy resolution, respectively.

The grid system consists of 401,426 nodes and 397,111 cells,
which is arrived at after careful assessment in pursuit of optimum
degree of mesh refinement. This process involves evaluating the
influence of mesh size on computational effort and quality of re-
sults. The grid system used is non-uniform, with a larger number
of grid points near the wall, film interface, porous zone and heated
portion of the test section to achieve superior accuracy in resolving
key flow parameters. Although the bulk flow region of the falling
film is modeled using a mesh size estimated to capture turbulence
quite well, an order of magnitude refinement in the mesh is
adopted beginning well outside the narrow viscous layer at the
interface to ensure high resolution in capturing turbulence at the
interface. It is important to note that the transition in refinement
is gradual to avoid influencing the flow.
4. Statistical results

4.1. Statistical approach

The method adopted in this study to explore the statistical
parameters of the falling liquid film consists of (i) applying statis-
tical functions directly to the measured temporal records of both
film thickness and liquid temperature, (ii) applying identical statis-
tical functions to the computed thickness and temperature, and
(iii) comparing statistical results from the measured and computed
time records as a means of validating the effectiveness of compu-
r
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Fig. 4. Computational domain.
tational methods at capturing the interfacial profile and influence
of waves on liquid temperature for free-falling turbulent liquid
films.

The statistical functions are applied to temporal records similar
to those shown in Fig. 1(a) and (b). These records are treated as
time series and examined with the aid of statistical tools. The vari-
ables that are examined here are assumed stationary (i.e., their
mean and variance do not change over time) in order to apply time
invariant statistical functions. It is also assumed that the variables
are ergodic (i.e., their average value over a long time period can be
equated to the average of values obtained at different times). Pre-
sented below are probability density, covariance and spectral plots
of both film thickness and interfacial temperature.

4.2. Probability density and variance results

Probability density of a variable is the representation of expec-
tation of occurrence of all possible values of that variable. The
probability distribution, P(d), and probability density, p(d), of film
thickness, d, are given, respectively by Anderson [44]

PðdÞ ¼ ProbfdðtÞ < dg ¼ nfdðtÞ < dg
N

ð9Þ

and

pðdÞ ¼ lim
Dd!0

Probfd < dðtÞ < dþ Ddg
Dd

¼ dPðdÞ
dd

; ð10Þ

where N and n are the total number of samples and number of sam-
ples in a subset of the time record, respectively. Fig. 5 shows the
probability density of film thickness at x = 278 mm based on mea-
sured and numerically predicted time records for three narrow
ranges of film Reynolds number between 3000 and 11,700 and four
wall heat fluxes. Each of the curves based on measured records is
the mean for eight data sets, each spanning 5 s, at identical operat-
ing conditions, while the curves based on computed records include
every instantaneous thickness value in a 6-s interval. Unlike the
mean values of film thickness and temperature presented in [7],
the probability density curves provide valuable information about
the manner in which these variables are distributed about the
mean.

Fig. 5 clearly shows that increasing Reynolds number shifts film
thickness to higher values. However, the distribution is asymmet-
ric, with dense thickness data in the low thickness range compared
to a sparser distribution in the high thickness range. Fig. 5 reveals
that there is a high likelihood that the film assume a narrow range
of low thickness values, and a moderate likelihood a larger range of
high thickness values. The highest probability for the low, mid and
high Re correspond to d = 0.5, 0.7, and 0.9 mm, respectively, and
the peak probability decreases by 37.5% for every increase in Re.
From these distributions, one can identify the substrate thickness
and wave amplitude, and therefore surmise the interfacial charac-
ter of the film. The peak probability corresponds to the most
frequent thickness, which is close to the substrate thickness. The
shift in the peak to the right with increasing Re indicates an in-
crease in substrate thickness. The increase in width of distribution
with increasing Re is indicative of increasing wave amplitude.
Karapantsios et al. [15] obtained probability density curves for adi-
abatic films that are similar to those in Fig. 5, and suggested that
probability density of film thickness follows the Weibull distribu-
tion for 509 6 Re 6 9000 and log-normal distribution for
9000 6 Re 6 13,090.

Fig. 5 shows the effects of heat flux on probability density are
insignificant, with discernable decreases in peak probability den-
sity with increasing heat flux observed only for the low Re. These
changes can be attributed to property variations, especially those
of surface tension and viscosity. Fig. 5 also shows the probability
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density based on computed thickness agrees well with that based
on measured thickness. At the high Re, the distribution based on
computed results is smoother, indicating more repeatable large
amplitude waves. There are also slight differences in peak proba-
bility density between measured and computed results.

Another statistical parameter that is used to examine both
measured and computed results is variance. Variance of a data
set measures the spread of data about mean value, which, for film
thickness, is defined as

r2
d ¼

1
N

XN

j¼1

dj � �d
� 	2

; ð11Þ

where �d is the mean, which is given by

�d ¼ 1
N

XN

j¼1

dj: ð12Þ

Fig. 6 shows the effect of heat flux on film thickness variance, non-
dimensionalized with respect to the variance for zero heat flux,
based on measured and computed results. The variances of mea-
sured results for the mid and high Re peak at q00w = 25,000 W/m2

but increase monotonically for the low Re, a trend that is attributed
Fig. 5. Probability density of film thickness at x = 278 m
to the effects of thermocapillary forces on fluid motion [6]. The
computed values increase appreciably for low heat fluxes before
reaching a fairly constant value, and variance deviations for differ-
ent Re values are much smaller than for the experimental values.
Absent from the computed values are the distinct variance peaks
achieved with the measured values for mid and high Re. The insen-
sitivity of computed results to heat flux might be attributed to the
limited extent to which they factor the influence of heat flux on
fluid properties, specifically surface tension and viscosity.

Fig. 7 shows probability density for measured and computed
thickness for the mid Re and seven longitudinal locations. The
measured results display measurable, albeit small sensitivity to
location for x < 200 mm, with peak probability increasing and cor-
responding thickness decreasing with increasing x. The measured
results are relatively insensitive to distance for x > 200 mm. These
trends point to substrate thinning for x < 200 mm and fully devel-
oped waviness for x > 200 mm. Overall, the computed results in
Fig. 7 agree well with the measured, excepting less pronounced
axial variations for x < 200 mm for the computed results.

Fig. 8 shows fairly similar film thickness variance trends with x
for the measured and computed results, but with the computed
variance slightly smaller than the measured. Both show apprecia-
ble increases in variance upstream, reflecting the influence of
m for different Reynolds numbers and heat fluxes.



Fig. 6. Film thickness variance with heat flux at x = 278 mm for different Reynolds numbers.

Fig. 7. Probability density of film thickness for different axial locations and Re = 5700, Pr = 5.86 and q00w = 50,000 W/m2.
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thermal boundary layer development, and muted increases down-
stream, indicating rather fully developed film waviness.

Fig. 9(a) shows probability density for measured and computed
difference between instantaneous and minimum interfacial liquid
temperature at x = 278 mm for low, mid and high Re and four heat
fluxes. For the measured values, the span of temperature difference
is 12, 4, and 1.4 �C for the low, mid and high Re, respectively. This
decrease is attributed to both larger liquid thermal mass and inten-
sified mixing at high Re. The distribution is fairly symmetrical,
implying an even split of thin film portions with high interfacial
temperature fluctuations and large wave portions with small fluc-
tuations. As expected, increasing the heat flux greatly broadens the
span of interfacial temperature fluctuations.
The computational values in Fig. 9(a) match well with the mea-
sured. Notable differences are more asymmetry at high Re, coupled
with a slightly reduced peak probability and wider temperature
span. The asymmetry is less obvious for the mid and low Re.

Fig. 9(b) shows probability density for measured and computed
difference between instantaneous and minimum interfacial liquid
temperature for Re = 5700, q00w = 50,000 W/m2 and seven axial loca-
tions. The distributions show appreciable sensitivity to axial
location for x < 200 mm but merge together for x > 200 mm, indi-
cating the waviness attains fully developed character downstream.
The computed results in Fig. 9(b) capture the correct trends rela-
tive to x, but with some deviation in both peak probability and
temperature span.



Fig. 8. Variance of film thickness with axial distance for Re = 5700, Pr = 5.86 and q00w = 50,000 W/m2.

Fig. 9. Probability density of difference between instantaneous and minimum interfacial liquid temperature for (a) x = 278 mm and different Reynolds numbers and heat
fluxes, and (b) Re = 5700, Pr = 5.86, q00w = 50,000 W/m2 and different axial locations.
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4.3. Auto-covariance and cross covariance results

Covariance is a measure of the tendency of two variables to
co-vary or ‘‘move’’ together. Following [44], covariance of film
thickness, d, and difference between instantaneous and minimum
interfacial temperature, Ti � Ti,min, is given by

covfd; Ti � Ti;ming ¼
1

N
ffiffiffiffiffiffi
r2

d

p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2

Ti�Ti;min

q XN

j

ðdj � dÞ ðTi � Ti;minÞj
�

�ðTi � Ti;minÞ
�
; ð13Þ
where

r2
Ti�Ti;min

¼ 1
N

XN

j

ðTi � Ti;minÞj � ðTi � Ti;minÞ
h i2

ð14Þ

and

Ti � Ti;min ¼
1
N

XN

j¼1

ðTi � Ti;minÞj: ð15Þ

A positive covariance implies larger values of d are associated with
larger values of Ti � Ti,min, and smaller values of d with smaller
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values of Ti � Ti,min. A negative covariance implies smaller values of
d are associated with larger values of Ti � Ti,min, and larger values of
d with smaller values of Ti � Ti,min.

When a process has instantaneous values that are interdepen-
dent, the interdependency can be characterized with the aid of
auto-covariance. For a time series, auto-covariance is the covari-
ance between values at time t with values at other times. The
auto-covariances of film thickness, d, and difference between
instantaneous and minimum interfacial temperature, Ti � Ti,min,
for times t and t + s are given, respectively, by Anderson [44]

Rd;dðsÞ ¼ covfdðtÞdðt þ sÞg ð16Þ

and

RTi�Ti;min ; Ti�Ti;min
ðsÞ ¼ cov Ti � Ti;minðtÞ; Ti � Ti;minðt þ sÞ

� 	
; ð17Þ

where s is the time ‘‘lag’’. High auto-covariance indicates that the
series changes slowly, or, equivalently, that the present value is pre-
dictable from previous values. For example, white noise has a very
flat auto-covariance because it is random, while nature images typ-
ically possess broad spatial auto-covariance because nearby pixels
are often of similar color and brightness.

Cross-covariance compares two time series by shifting one in
time relative to the other. Cross-covariance between film thickness
and difference between instantaneous and minimum interfacial
temperature is defined as

Cd;Ti�Ti;min
ðsÞ ¼ covfdðtÞ; Ti � Ti;minðt þ sÞg: ð18Þ

If d and Ti � Ti,min are delayed copies of one another, they will have a
cross-correlation with a peak value of unity at some time lag. Thus,
the cross-covariance is useful at capturing how interfacial temper-
ature is influenced by interfacial waviness after some time delay.

Both the measured and computational covariance results pre-
sented here are means of discrete distributions corresponding to
four data sets of identical operating conditions. The total duration
for each set is 0.4 s.

Fig. 10(a) and (b) show, for the mid and high Re, respectively,
both experimental and computational auto-covariance results for
film thickness, d, and difference between instantaneous and mini-
mum interfacial temperature, Ti � Ti,min, and cross-covariance be-
tween the two parameters. The experimental auto-covariance for
d follows the pattern of a time series with periodic elements
[44], starting with a value of unity for s = 0, where the thickness
duplicates itself. A second relatively high positive auto-covariance
value is achieved for a time lag that corresponds to the dominant
wave period. Subsequent time lags that are integral multiples of
the period are manifest as local maxima that gradually decline in
magnitude. Consequently, local minima occur at time lags corre-
sponding to integral multiples of the maximum out of phase value.
The auto-covariance plots point to time records of film thickness
that are periodic, and the phase shift at larger time lags can be
attributed to the gradual influence of non-periodic elements. No-
tice that the periodicity is strong for both mid and high Re, and
the influence of heat flux is relatively weak. However, non-period-
icities for high Re are introduced much earlier, evidenced by the re-
duced amplitude for the larger time lags, which can be explained
by the increased turbulence at high Re intensifying stochastic
behavior. Fig. 10(a) and (b) show the computational results agree
well with the measured, however, the maxima and minima are
slightly more pronounced for the computed results.

The cross-covariance plots in Fig. 10(a) and (b) show a single
significant time lag of positive covariance, followed by a somewhat
neutral covariance. But most notable is a pronounced negative
cross-covariance between film thickness and interfacial liquid
temperature at about one quarter the wave period from the thick-
ness auto-covariance plot. This implies that the liquid temperature
peaks in the relatively thin film region between the film substrate
and wave peak, and has a minimum in the relatively thick film re-
gion between the wave peak and substrate; both behaviors are
captured very well in the streamline plot in Fig. 11. Overall,
cross-covariance exhibits relatively weak dependence on heat flux
and the computational results show good agreement with the
measured.

Fig. 12(a) and (b) show experimental and computational auto-
covariance results for film thickness and difference between
instantaneous and minimum interfacial liquid temperature,
respectively, for Re = 5,700, Pr = 5.86 and q00w = 50,000 W/m2 at se-
ven longitudinal locations. For the most part, the auto-covariance
results appear to be weakly influenced by x. However, the auto-
covariance of film thickness shows stronger correlation for
x > 200 mm, which proves that the film attains fully developed
wave structure downstream. This trend is not captured in the tem-
perature auto-covariance plots. The computed results show stron-
ger auto-covariance for both thickness and interfacial temperature
and, like the measured results, exhibit weak sensitivity to x.
4.4. Auto-spectrum and cross-spectrum results

A spectral plot is a graphical data analysis technique that is used
to examine frequency domain models for single or multiple time
series, and provides an alternate means to assessing covariance
and periodicity. The key approach in spectral analysis is to super-
impose sine and cosine profiles with different amplitudes to gener-
ate an artificial time series that resembles the actual time series.
An examination of the terms that constitute the artificial series al-
lows for easier interpretation of the actual time series.

The auto-spectrum function for a given frequency f is obtained
by applying smoothed Fast Fourier Transforms (FFTs) to auto-
covariance data [45], which, for film thickness, is given by

Sd;dðf Þ ¼
D Rd;dð0Þ½ � þ

PL�1
j¼1 Rd;dðjÞwðjÞ cosð2pfjDÞPL�1

j¼1 Rd;dð0Þ cosð2pfjDÞ
; ð19Þ

where D, Rd,d, L and w(j) are, respectively, the difference between
adjacent covariance values, auto-covariance at time lag j, total num-
ber of discrete time lags used, and window function that aids in the
smoothing.

The cross-spectrum for film thickness and difference between
instantaneous and minimum interfacial liquid temperature is sim-
ilarly obtained by applying smoothed FFTs to the cross-covariance
data [45],

STi�Ti;min ;Ti�Ti;min
ðf Þ¼

D RTi�Ti;min ;Ti�Ti;min
ð0Þ

h i
þ
PL�1

j¼1 RTi�Ti;min ;Ti�Ti;min
ðjÞwðjÞcosð2pfjDÞPL�1

j¼1 RTi�Ti;min ;Ti�Ti;min
ð0Þcosð2pfjDÞ

:

ð20Þ

For the experimental data, the thickness and temperature spec-
tra are calculated in the present study following a method previ-
ously employed by Karapantsios et al. [15] in analyzing adiabatic
film thickness data. A Hanning window function is applied to re-
duce side-lobe leakage (i.e., filter out noise in the time records)
[46]. Spectral results are calculated for each of three segments of
a database using an FFT code written by Newland [47], which are
then averaged. Representative spectra are finally obtained by aver-
aging results from four data bases obtained at identical operating
conditions. The computational results are processed by considering
eight covariance sets of 0.4 s intervals and converted to spectral
plots using DATAPLOT [48], a statistical analysis tool developed
by the National Institute of Standards and Technology (NIST), which
is used in this study to perform the FFT, smoothing and averaging.
The Tukey window function used for smoothing and to reduce leak-
age is given by [49]



Fig. 10. Auto-covariances of film thickness and difference between instantaneous and minimum interfacial liquid temperature, and corresponding cross-covariance at
x = 278 mm for (a) Re = 5300–6300 and Pr = 5.30–6.35, and (b) Re = 10,000–11,700 and Pr = 5.70–6.82.

Fig. 11. Computed liquid flow streamlines and liquid temperature measured at x = 278 mm and y = 0.58 mm for Re = 10,800, Pr = 6.22 and q00w = 50,000 W/m2 (adapted from
[5]).
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wðuÞ ¼ 1
2

1þ cos
pu
L

� h i
; ð21Þ

and the number of time lags, L, which correlates the width N, in
samples, of a discrete-time symmetrical window function w(j), is
calculated as [49]

L ¼ N
4
� 1: ð22Þ
Fig. 13(a) and (b) show experimental and computational auto-
spectra of film thickness and difference between instantaneous
and minimum interfacial liquid temperature, normalized by the
FFT of their respective variance at zero time lag, and cross-spectra
between the two parameters, normalized by the product of the
FFTs of their respective variance at zero time lag, at x = 278 mm
for different heat fluxes at mid and high Re, respectively. The thick-
ness auto-spectra display peak values over a narrow frequency



Fig. 12. Measured and computed auto-covariance results of (a) film thickness and (b) difference between instantaneous and minimum interfacial liquid temperature for
Re = 5700, Pr = 5.86 and q00w = 50,000 W/m2 at different longitudinal locations.
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range. Note that every spectral point can be viewed as the variance
of d obtained for a sample time that equals 1/f. Therefore, at mod-
erate and high Re numbers, the peak d variance is seen to occur for
sample times of 0.125 and 0.09 s, respectively, the reciprocals of
the frequencies captured in the plots. These times correspond to
the periods observed in the film thickness time records, implying
that the maximum variance corresponds to a time span equal to
the wave period. Note that the peak auto-spectra in Fig. 13(a)
and (b) span a frequency range rather than a specific frequency be-
cause the respective time records do not possess consistent periods
over a long interval. As per [50], the frequency corresponding to
the peak value is the modal frequency of large waves. This conclu-
sion is consistent with the previous discussion concerning the peri-
ods identified in the thickness time records as those for the large
waves. Positive slopes of the auto-spectrum are a symptom of
increasing variance, and hence negative correlation of d, and vice
versa. High frequencies at which the auto-spectra progress to zero
aid in identification of the characteristics of small interfacial rip-
ples. It is also observed for the high Re that there are multiple local
peaks in the vicinity of the frequency corresponding to the identi-
fiable period of the film thickness time records. This can be ex-
plained by the early introduction of non-periodicities due to
increased turbulence at high Re, which was also attributed in the
previous section to the reduced amplitudes of the film thickness
auto-covariance at the same Re. These non-periodicities result in
the interfacial waves having a wider range of periods, and hence,
multiple spectral peaks. As expected, increasing the heat flux
increases the variance and hence the magnitude of the auto-
spectrum. The computational results compare well with the mea-
surements, but with a more negative slope in the low frequency
region.

The auto-spectra for interfacial temperature also exhibit a local
peak over a narrow frequency range, but this effect is subdued by
the high values corresponding to low frequencies. These high val-
ues are indicative of high interfacial temperature variance over
small time samples in the temperature time records. Fig. 13(a)
and (b) show increasing flow rate and heat flux produce the same
effect on the temperature auto-spectra as those for thickness.
Again, computational results show good agreement with this data.

Due to the afore-mentioned phase shift between thickness and
interfacial temperature, the cross-covariance magnifies covariance
trends of the individual parameters. This is manifest in Fig. 13(a)
and (b), where the cross-spectra peak in the same frequency range
as the auto-spectra.

Fig. 13(c) and (d) show experimental and computational auto-
spectra of film thickness and difference between instantaneous
and minimum interfacial liquid temperature, and cross-spectra be-
tween the two parameters for mid Re at small and large longitudi-
nal locations, respectively. The spectral plots show high sensitivity
to small x values and insignificant sensitivity to large x values.
Overall, the computed results agree well with the measured.

The findings from the present study provide further evidence of
the effectiveness of computational tools at predicting the complex
transport phenomena associated with wavy liquid–vapor inter-
faces. This study also points to future research opportunities to
utilize computational tools to investigate other types of wavy
liquid–vapor flows, such as those associated with heated or con-
densing liquid films that are shear-driven by fast moving vapor
flow, and flow boiling critical heat flux (CHF) that is preceded by
formation of a wavy interface between a liquid core and near-wall
vapor layer [51–55]. Such efforts would also benefit from experi-
mental validation efforts including detailed measurements of
liquid velocity within liquid films [56,57].

5. Conclusions

This study employed statistical tools to examine the evolution
of film thickness and interfacial temperature in turbulent, free-fall-
ing water films subjected to sensible heating. Time records of
thickness and temperature were measured in a film that was
formed on a vertical test section fitted with an assortment of fast
response measurement probes. The same time records were pre-
dicted computationally using FLUENT. The statistical tools were
applied to both the measured and computed time records. Key
findings from the study are as follows.

(1) Probability density of film thickness is asymmetric, with
dense data in the small thickness range and sparser data in
the large. Peak probability for Re = 3000–3200, 5300–6300
and 10000–11700 occurs at d = 0.5, 0.7 and 0.9 mm, respec-
tively, which correspond closely to substrate thickness.
There is also an increase in thickness span with increasing
Re, indicating an increase in wave amplitude. Auto-covari-
ance of thickness is effective at capturing the dominant



Fig. 13. Auto-spectra of film thickness and difference between instantaneous and minimum interfacial temperature, and corresponding cross-spectra for (a) x = 278 mm,
Re = 5300–6,300, Pr = 5.30–6.3 and different heat fluxes, (b) x = 278 mm, Re = 10,000–11,700, Pr = 5.70–6.82 and different heat fluxes, (c) Re = 5300–5500, Pr = 6.08–6.35,
q00w = 50,000 W/m2 and different upstream axial locations, and (d) Re = 5300–5500, Pr = 6.08–6.35, q00w = 50,000 W/m2 and different downstream axial locations.
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wave period, and proves the film thickness time record is
periodic. The auto-spectrum of film thickness is effective at
capturing the range of dominant frequencies corresponding
to the large waves.

(2) Probability density of interfacial temperature is fairly sym-
metrical, suggesting nearly equal number of thin substrate
data with high interfacial temperature fluctuations and thick
wave data with small fluctuations. Increasing Re decreases
the interfacial temperature difference, a trend attributed to
both larger liquid thermal mass and intensified mixing at
high Re. Increasing the wall heat flux greatly broadens the
span of interfacial temperature fluctuations.

(3) Cross-covariance of film thickness and interfacial tempera-
ture difference captures a pronounced negative minimum
at about one quarter the dominant wave period. This implies
a clear phase shift between the two parameters, with the
liquid temperature reaching a maximum in the relatively
thin film region between the substrate and wave peak.



730 N. Mascarenhas, I. Mudawar / International Journal of Heat and Mass Transfer 73 (2014) 716–730
(4) The probability density, covariance and spectra of both the
film thickness and interfacial temperature difference exhibit
clear dependence on axial distance for x < 200 mm, com-
pared to insignificant dependence for larger distances. These
trends point to a wave structure gradually developing in the
thermal entrance region, and a fully developed structure
downstream.

(5) Overall, the statistical results based on computed film thick-
ness and interfacial temperature difference agree well with
the results based on the measured. This proves the effective-
ness of the adopted computational tools at predicting the
complex transport phenomena associated with wavy
liquid–vapor interfaces.
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