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The primary objective of this study is to develop a numerical model for turbulent, free-falling liquid films
subjected to sensible heating. The model is used to explore the influences of waves and interfacial damp-
ening of turbulent eddies on fluid flow and heat transfer. The model represents two-dimensional axisym-
metric film flow on a vertical circular tube, with both the computational domain and operating conditions
matching those of an experimental database for water films. Interfacial waves are observed to be preva-
lent for all operating conditions and associated with a dominant repeated wave shape. Good agreement is
achieved between the predicted axial variations of the heat transfer coefficient and experimental data,
including an upstream decline in the upstream thermal development region, and slow downstream
increase resulting from intensified turbulence and interfacial waviness. Predicted relations for both the
film thickness and heat transfer coefficient are shown to agree well with popular experimental correla-
tions. It is shown that turbulence is fully suppressed at the interface, with zero eddy diffusivity both at
the wall and interface, and a maximum in between.

� 2013 Elsevier Ltd. All rights reserved.
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1. Introduction

Falling liquid films are found in a vast number of thermal sys-
tems, including condensers, evaporators, spray-type refrigerators,
distillation columns, chemical reactors, and nuclear reactors. These
films are typically thin, gravity-driven with negligible interfacial
shear, and exhibit turbulent flow. The pioneering study by Nusselt
[1] that culminated in an analytical model for heat transfer in lam-
inar falling films has served as foundation for numerous studies
spanning over nine decades concerning the prediction of heat
transfer in both laminar and turbulent films undergoing cooling,
condensation, sensible heating, and evaporation. Nusselt’s model
is strictly applicable to smooth, laminar films, which are encoun-
tered only at very low Reynolds number Re = 4C/l < 33 [2]. It is
therefore not suited for films found in practical thermal systems,
where high Reynolds numbers are desired to achieve high heat
transfer rates. Accurate modeling of high Reynolds number films
must account for turbulent fluctuations across the film. This is
achieved with the aid of models for eddy momentum diffusivity,
em, and eddy heat diffusivity, eh, which are related to the shear
stress and heat flux across the film, respectively, by
s ¼ qðmþ emÞ
@�u
@y
¼ l 1þ em

m
@�u
@y

ð1Þ

and

q00 ¼ �ðkþ ehÞ
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¼ �k 1þ Pr

Prt

em

m

� �
@T
@y

ð2Þ

where Prt (=em/eh) is the turbulent Prandtl number. Unfortunately,
determining the eddy diffusivity profile for turbulent films is far
more challenging than for conventional internal or external liquid
flows. Three primary reasons for this difficulty are:

(1) Dampening of turbulent eddies at the film interface due to
surface tension,

(2) Difficulty ascertaining the transitional characteristics of fall-
ing film flows, and

(3) Complex influence of interfacial waves on turbulence eddies.

Interfacial dampening of turbulent eddies is unique to liquid–
gas and liquid–vapor interfaces, and this phenomenon is not ac-
counted for with conventional eddy diffusivity models. Interfacial
dampening is complicated by the uncertainty in determining tran-
sitions between film flow regimes and especially by interfacial
waves, evidenced by the characterizations of film flows into
smooth-laminar for Ref < 30, wavy-laminar for 30 < Ref < 1800,
and turbulent for Ref > 1800 [2].
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Nomenclature

A+ constant in eddy diffusivity models
cp specific heat at constant pressure
Cl turbulence model constant
ei, j strain rate tensor
g gravitational acceleration
G1,G2 coefficients in Gimbutis [10] eddy diffusivity equation
hH heat transfer coefficient for sensible heating,

q00w=ðTw � TmÞ
h�H dimensionless heat transfer coefficient, (hH m2/3)/(k g1/3)
k thermal conductivity; turbulent kinetic energy
K Von-Karman constant
Ka Kapitza number, Ka = (l4g)/(qr3)
L length of heated portion of test section
n coefficient in Dukler’s [5] eddy diffusivity function
nj unit normal vector on free interface
P pressure
Pr Prandtl number
Prt turbulent Prandtl number
q00 local heat flux normal to the wall
q00w wall heat flux
r radial coordinate
R1,R2 radii of curvature at free interface
Re Reynolds number
sij fluctuating component of strain rate tensor
t time
T temperature
ti unit tangential vector on free interface
Tm mean film temperature
u velocity
u⁄ friction velocity
x axial coordinate

y coordinate perpendicular to the wall
yi thickness of viscous sublayer

Greek Symbols
a thermal diffusivity
b dimensionless film thickness; b ¼ dþ

2=3

C mass flow rate per unit film width
d film thickness
e dissipation rate of turbulent kinetic energy
eh eddy heat diffusivity
em eddy momentum diffusivity
l dynamic viscosity
m kinematic viscosity
q density
r surface tension
s shear stress

Subscripts
crit critical
i direction index
j direction index
m mean
t turbulent
w wall

Superscripts
� average component
+ dimensionless
‘ fluctuating component
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To simplify film modeling, authors often focus on fully devel-
oped falling film flow with a smooth interface and negligible inter-
Fig. 1. Force balance for control volume of fully developed free-falling film.
facial shear. As shown in Fig. 1, momentum balance for the
indicated control volume yields

s ¼ l 1þ em

m

� � d�u
dy
¼ qgðd� yÞ: ð3Þ

The momentum and energy relations are non-dimensionalized
in terms of the friction velocity, u� ¼

ffiffiffiffiffiffiffiffiffiffiffi
sw=q

p
¼

ffiffiffiffiffiffi
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p
; yþ ¼

u�y=m; �uþ ¼ �u=u�, and Tþ ¼ qcpu�ðTw � TÞ=q00w. These definitions
reduce Eqs. (3) and (2), respectively, to
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1.1. Falling-film momentum diffusivity models

Turbulent falling films are generally modeled by assuming neg-
ligible interfacial shear. And while earlier falling film eddy diffusiv-
ity models do not account for interfacial dampening, most recent
models do incorporate this important influence. Yih and Liu [3]
and Mudawar and El-Masri [4] published comprehensive summa-
ries of earlier eddy diffusivity models for prediction of heat transfer
in falling liquid films.



Table 1
Eddy diffusivity models for freely falling films.

Author(s) Model

Dukler (1960) [5]:
0 6 y+

6 20 em
m ¼ n2uþyþ½1� expð�n2uþyþÞ�

20 < y+
em
m ¼ K duþ

dyþ

h i3
d2uþ

dyþ
2

� �2
,

Prt ¼ 1:0

Iribarne et al. (1976) [6]:
0 6 y+

6 d+ em
m ¼ K

12 expðKuþÞ � 1� Kuþ � ðKuþÞ2
2! �

ðKuþÞ3
3!

h i
K ¼ 0:40

Kunz and Yerazunis (1976) [7]:
0 6 y+

6 d+
em
m ¼ � 1

2þ 1
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 4K2yþ2 1� yþ

dþ

� �
1� exp � yþ

Aþ

� �� �2
r

Prt ¼ 0:667 exp 0:90
em
m Prð Þ0:64

	 

(liquid metals) K = 0.40

Mills and Chung (1973) [8]:
0 6 yþ < yþi em

m ¼ � 1
2þ 1

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 4K2yþ2 1� exp � yþ

Aþ

� �� �2
r

yþi 6 yþ < dþ em
m ¼ 6:47� 10�4Ka1=3 Re1:678

dþ2=3 ðdþ � yþÞ2 Prt ¼ 0:9 K ¼ 0:40; Aþ ¼ 26

Limberg (1973) [9]:
0 6 y+ < 0.6d+

em
m ¼ � 1

2þ 1
2
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� �vuut
0.6d+

6 y+ < d+ em
m ¼
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yþ¼0:6dþ

Prt ¼ 0:89 K ¼ 0:41; Aþ ¼ 25:1

Gimbutis (1974) [10]:
0 6 y+

6 d+

em
m ¼ � 1

2þ 1
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 4K2yþ2 1� yþ
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exp
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( )vuut Prt ¼ 0:9 K ¼ 0:40; G1 and G2 are empirical functions of Re

Ishigai et al. (1974) [11]:
0 6 y+
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m ¼ 0:1108K expðKuþÞ � 1� Kuþ � ðKuþÞ2
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Seban and Faghri (1976) [12]:
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yþ� < yþ 6 dþ em
m ¼ 6:47� 10�4Ka1=3 Re1:678

dþ2=3 ðdþ � yþÞ2 Prt ¼ 0:9 1�expð�yþ=AþÞ
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Hubbard et al. (1976) [13]:
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Ka
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m ¼ 0:00661Ka1=3 Re1:678

d� ðd
þ � yþÞ2 Prt ¼ 0:9; 1:0; 1:1 K ¼ 0:40; Aþ ¼ 26; m ¼ 695m1=2, (m in m2/s)

Blangetti (1982) [14]:
0 6 yþ < yþi em

m ¼ � 1
2þ 1

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
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yþi 6 yþ < dþ em
m ¼ 0:00661Ka1=3 Re1:678

d� ðd
þ � yþÞ2 Prt ¼ 0:9 K ¼ 0:40; Aþ ¼ 26; d� ¼ 0:169Re2=3

Sandall et al. (1984) [15]:
0 6 yþ < yþi em

m ¼ � 1
2þ 1

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 4K2 yþ2 1�exp �yþ
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m ¼ 6:58� 10�4Ka1=3 Re1:678

dþ
2=3 ðdþ � yþÞ2 Prt ¼ 0:9 K ¼ 0:40; Aþ ¼ 26

Mudawar and El-Masri (1986) [4]:
0 6 y+

6 d+

em
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Peterson et al. (1997) [16]
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Alhusseini et al. (1998) [17]
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� �� �2
1� exp � yþ

Aþ

� �� �2
r

yþi 6 yþ < dþ em
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dþ�yþ
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Asbik et al. (2005) [19]

(continued on next page)
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Table 2
Falling film thickness correlations.

Author(s) Thickness correlation Range

Brauer (1956) [30]: b = 0.208Re0.533 1.7 6 Re 6 6800
Gimbutis (1974) [10]: b = (0.0318Re0.92 + 8)2/3 Re 6 100,000
Takahama and Kato (1980) [31]: b = 0.228Re0.526 42 6 Re 6 997
Karapantsios and Karabelas (1995) [32]: b = 0.217Re0.538 370 6 Re 6 11,020
Zhang et al. (2000) [33]: b = 1.442Re0.333 Re 6 2000

b = 0.304Re0.583 Re > 2000
Ye et al. (2002) [34]: b = 0.295Re0.498 400 6 Re 6 5000

Table 1 (continued)

Author(s) Model

0 6 y+
6 5 em

m ¼ 0
5 6 y+

6 70 em
m ¼

yþ

5 � 1
70 6 y+

6 d+ em
m ¼

yþ

2:5� 1 Prt ¼ 0:9
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Table 1 provides a summary of popular falling film eddy diffu-
sivity models. Earlier models were based largely on conventional
formulations for external or internal liquid flows. Rohsenow et al.
[20], for example, modified the law of the wall to develop the Pra-
ndtl–Nikuradse eddy diffusivity model. Dukler [5] used the eddy
diffusivity model by Deissler [21], Iribarne et al. [6] the Spalding
model [22], and Kunz and Yerazunis [7] the Van Driest model
[23]. Most models were based on near-wall eddy diffusivity formu-
lations, and, as such, required multiple functions to account for
eddy diffusivity profile transitions from the wall to the outer lay-
ers, and an additional function to capture the influence of interfa-
cial dampening. A key disadvantage in using multiple functions is
the existence of discontinuities in the eddy diffusivity profile at the
transition boundaries.

More recently, the Van Driest model [23] gained popularity for
modeling the wall region of falling films, but required mathemat-
ical adjustment to tackle the interface region. Mills and Chung
[8], Seban and Faghri [12], Hubbard et al. [13], and Mudawar and
El-Masri [4] accounted for dampening of eddy diffusivity near
the interface. Mudawar and El-Masri developed a single continu-
ous eddy diffusivity profile incorporating the Van Driest model
near the wall, an experimental profile derived from open channel
data by Ueda et al. [24] for the bulk region of the film, and a damp-
ening multiplier for the interface region using the treatments of
Kays [25] and Kays and Crawford [26]. On the other hand, the eddy
diffusivity of Alhusseini et al. [17] is comprised of a near-wall func-
tion by Limberg [9] and a Taylor series expansion using data by
Won and Mills [27] for the interface. In their numerical study,
Asbik et al. [19] employed the Von Karman model [28] after mod-
ifying the upper y+ limit to 70 as recommended by Schlichting [29].

Several studies yielded specific correlations for film thickness
and heat transfer coefficient for turbulent falling films undergoing
sensible heating as shown in Tables 2 and 3, respectively. To both
validate models and/or develop correlations for momentum and
heat transfer in turbulent falling films, investigators relied on pub-
lished databases such as those of Wilke [35], Gimbutis [10],
Ganchev et al. [38], Gimbutis et al. [39], Shmerler and Mudawar
[36,40], Lyu and Mudawar [41,42], Houpt and Mudawar [43,44],
and Ye et al. [34]. A few studies culminated in simple relations
for the heat transfer coefficient for fully developed turbulent films
in terms of the Reynolds and Prandtl numbers as shown in Table 3.
Lyu and Mudawar [41,42] and Houpt and Mudawar [43,44] also
explored the influence of interfacial waves on the film flow.

The present study concerns the development of a numerical
model for turbulent falling liquid films that are subjected to
sensible heating. The model is capable of predicting interfacial
waves and accounting for interfacial dampening. The accuracy of
the numerical predictions is assessed relative to a database for
water spanning a broad range of Reynolds numbers. The numerical
results are used to construct detailed eddy diffusivity profiles for
different operating conditions, as well as simple dimensionless
relations for both the film thickness and heat transfer coefficient.

2. Experimental methods

This study utilizes the Purdue University Boiling and Two-Phase
Flow Laboratory (PU-BTPFL) database for falling films to assess the
accuracy of computational predictions for water films subjected to
sensible heating. As shown in Fig. 2(a), the film is formed on the
outer surface of a vertical 25.4-mm diameter, 1835-mm long cylin-
drical test section. The test section is comprised of three parts: a
300-mm long inlet porous polyethylene tube, a 757-mm long G-
10 fiberglass plastic tube, and a 781-mm long stainless steel tube.
De-ionized water is supplied from a reservoir into the inside of the
polycarbonate tube, and flows radially outwards through the por-
ous wall before falling as a thin film downwards along the outer
surface of the test section. With a mean porosity of 20 lm, the
polyethylene tube causes the water film to be injected uniformly
and with minimal radial velocity.

The middle, adiabatic G-10 tube enables the film flow to devel-
op hydrodynamically before being subjected to sensible heating
along the outer surface of the lower stainless steel tube. Soldered
to the upper and lower ends of the stainless steel tube are connec-
tors made from oxygen free copper, which serve as electric termi-
nals. Heat is dissipated uniformly within the 0.41-mm thick
stainless tube by supplying low voltage, high d.c. current (up to
15 volts at 750 amps) across the copper terminals. This produces
a constant heat flux along the outer surface of the stainless tube.
As shown in Fig. 2(a), the test section is mounted within a leak
proof chamber made from Lexgard plastic. This chamber is made
up of two identical flanged sections with outer dimensions of
152.5 � 152.5 � 991 mm3 and a wall thickness of 35 mm.

Type-T thermocouples are used to measure inside temperatures
of the stainless steel wall and the mean film temperatures. The
wall temperature is measured at 17 axial locations by diametri-
cally opposite thermocouple pairs. These pairs are more concen-
trated towards the top of the stainless steel tube to help capture
thermal entrance effects. The bead of each inner wall thermocou-
ple is embedded in a small mass of thermally conducting boron ni-
tride epoxy that is deposited into the head of a 6–32 nylon socket



Table 3
Heat transfer coefficient correlations for falling films subjected to sensible heating.

Author(s) Correlation Range

Wilke (1962) [35]: h�H ¼ 2:07Re�1=3 Re < 2460 Pr�0.646

h�H ¼ 0:0323Re1=5Pr0:344 2460 Pr�0.646 < Re < 1600

h�H ¼ 0:00102Re2=3Pr0:344 1600 < Re < 3200

h�H ¼ 0:00871Re2=5Pr0:344 3200 < Re

5.4 < Pr < 210
Gimbutis (1974) [10]:

h�H ¼ ð0:165Re0:16 � 0:4ÞPr0:34 Pr
Prw

h i0:25 2800 6 Re 6 70,000

4.3 < Pr < 8.4
Shmerler and Mudawar (1988) [36]: h�H ¼ 0:0106Re0:3Pr0:63 2500 6 Re 6 39,500

2.55 < Pr < 6.87
Al-Najem et al. (1998) [37]: h�H ¼ 6:832� 10�4 Re0:4829Pr0:93717 � 21817:84

Re

� �
4000 6 Re 6 20,000

1.8 < Pr < 4.4
Ye et al. (2002) [34]: h�H ¼ 0:00462Re0:429Pr1=3 800 6 Re 6 7000

2.55 < Pr < 7.2

Fig. 2. (a) Cut-away view of test chamber. (b) Cross-sectional view of inner thermocouples. (c) Schematic diagram of flow loop.
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head cap screw as shown in Fig. 2(b). The epoxy is machined to a
cylindrical profile to match the inner surface of the stainless steel
tube. The threads of the nylon screw closest to the head are ma-
chined out to insert a stainless steel spring, while a few threads
on the opposite end of the screw are retained for insertion into a
Delrin plastic tube that is slid along the inside of the stainless tube.
This arrangement allows the screw to be compressed normal to the
axis of the Delrin tube. During assembly, the screw heads are cov-
ered with thermally conducting silicone grease, then each diamet-
rically opposite pair is compressed inwards for insertion into the
stainless steel tube. Once inserted, the springs force the screws
outwards, ensuring that the boron nitride epoxy makes precise
contact with the inner wall of the stainless steel tube. This process
is repeated for each thermocouple pair as the Delrin tube is slid
gradually through the stainless steel tube.

The mean film temperature is measured with the aid of sam-
pling scoops made from G-10 plastic as shown in Fig. 2(a). Four
such scoops are used along the heated length with each scoop



Fig. 3. Photos of (a) falling film facility, (b) top view of sampling scoop, and (c) stainless steel tube and sampling scoops mounted on micrometer stages.
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location corresponding to one of the 17 inside wall measurement
locations. Mean film temperatures between consecutive scoops
are interpolated based on the scoop measurements and an energy
balance between the two scoops. Each scoop is mounted on a
micrometer translation stage, which allows the operator to ad-
vance or retract the scoop relative to the stainless steel tube. The
curvature of the leading edge of the scoops is machined to match
the outside curvature of the stainless steel tube, while the scoop
sidewalls intersect the centerline of the tube at a 22.5� angle. As
the scoop penetrates the film, the fluid is captured inside a mixing
cup containing a thermocouple bead, which allows the measured
temperature to conform to the standard definition of mean liquid
temperature. To avoid flooding of the sampling cup or wall dry-
out beneath, the sampled liquid is deposited back onto the heated
wall. Another important feature of the sampling scoops is a copper
screw that is aligned with the forward edge of the scoop. As the
scoop is translated towards the stainless steel tube, proper place-
ment is indicated once electrical contact is made between the cop-
per screw and stainless steel tube. This also helps prevent exerting
undue force that might buckle the stainless steel tube. One of the
scoops is modified to determine the temperature profile by incor-
porating a small thermocouple bead into the leading edge of the
scoop. This particular scoop is translated by a micrometer stage
to different precise distances from the stainless steel tube to mea-
sure the temperature profile. It is important to emphasize that, be-
cause the scoop disrupts the film flow downstream, only one scoop
is used at a given time while all three other scoops are retracted.

Fig. 2(c) shows a schematic diagram of the flow loop. Deionized
water is first deaerated by vigorous boiling before being charged
into the system. The water is then circulated through the loop at
the desired flow rate, and the water temperature increased by
steam flow through a heat exchanger situated upstream of the test
section. Once the desired temperature at the test section inlet is
reached, electrical power is supplied to the test section at a level
that produces a 5–10�C temperature rise across the film. The water
continues to be circulated at these conditions until the vapor sur-
rounding the test section inside the test chamber reaches a tem-
perature close to the film temperature at near-atmospheric
pressure, and steady state conditions are achieved within the film.



Table 4
Test cases and corresponding averaging time period for computations.

Re Pr Dt(s)

25680 3.56 0.07
25060 4.35 0.07
23970 2.55 0.07
20130 4.35 0.07
17790 3.56 0.08
16380 2.55 0.08
14670 4.35 0.09
11760 3.56 0.10

9570 4.35 0.11
7700 6.87 0.13
7300 2.55 0.13
6120 3.56 0.14
5130 6.87 0.15
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The loop and wall temperatures are then recorded, and the sam-
pling scoops advanced then retracted, one at a time, proceeding
from bottom to top of the stainless steel tube, to determine the
mean film temperatures.

Fig. 3(a)–(c) show photos of the test facility, top view of a scoop,
and stainless steel tube and sampling scoops mounted on microm-
eter stages, respectively. Additional details about the experimental
facility and measurement techniques can be found in [36,40].
3. Numerical methods

Flow profiles and heat transfer characteristics are predicted
using the FLUENT Analysis System in the Toolbox of ANSYS Work-
bench 14.0.0 [45]. The complete analysis is performed in the Pro-
ject Schematic of Workbench, including geometry creation,
meshing, processing and post-processing. Shown in Fig. 4, the com-
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Fig. 5. (a) Dominant repeated wave shape for 13 test case
putational domain is a 2-dimensional axisymmetric system that is
comprised of the inlet reservoir, porous film distributor and the
1835-mm long annulus formed between the outer wall of the
25.4-mm test section and the Lexgard chamber. The annulus is as-
signed an outer radius for a flow area equal to the actual flow area
between the test section wall and inner walls of the square Lexgard
chamber. The 2-dimensional assumption is justified by the axisym-
metric nature of the film flow and small ratio of film thickness to
distance between the test section and walls of the Lexgard cham-
ber. The standard two-equation k � e turbulent model as
prescribed in the ANSYS Guide [45] is used to predict two-dimen-
sional flow profiles and heat transfer characteristics of the compu-
tational domain. Two-phase treatment follows the Volume of Fluid
(VOF) model [46]. Solid–liquid interfaces are governed by continu-
ities of both temperature and heat flux.

The governing equations are written for unsteady, turbulent
and incompressible flow with constant properties. Using the turbu-
lent flow nomenclature ux ¼ �ux þ u0x;ur ¼ �ur þ u0r , and T ¼ T þ T 0 for
the fluid region, the time-averaged continuity, axial and radial
momentum, and energy equations are expressed, respectively, as
[47]
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The fluctuating terms can be expressed in terms of the gradient
of the mean quantities in accordance with the eddy viscosity
hypothesis, where the eddy viscosity, lt, is expressed as

lt ¼
Clqk2

e
: ð10Þ

The kinetic energy and the dissipation energy equations are gi-
ven, respectively, by
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From an examination of turbulence models in Table 1, as well as
an investigation of the value used in numerical turbulence model-
ing by Kays [48], a constant turbulent Prandtl number value of
Prt = 1 is used. A numerical method to solving the present conju-
gate heat transfer problem is to treat the solid and fluid as a unitary
computational domain and solve the above governing equations
simultaneously (Patankar [49]). The boundary conditions are spec-
ified as follows. Velocity and liquid temperature in the reservoir in-
let are assumed uniform and adjusted according to the desired
Reynolds and Prandtl number, respectively: U = mRe/DH, V = 0, and
T = Tin(Pr) for x = �1060 mm and � 12.7 mm 6 r 6 �6.6 mm.
The porous film distributor has a porosity of 0.002 and a viscous
resistance of 3.846 � 07 m�2. Surface tension effects are consid-
ered at all walls. The outlet condition at the bottom of the domain
is assumed to be uniform pressure equal to atmosphere, to con-
form to experimental conditions. Also to conform to the data, a
constant heat flux is applied at the lower stainless steel portion
of the test section that results in a temperature rise equal to that
produced experimentally across the thermally-developed span of
the film: �ks@T=@r ¼ q00w for 0 6 x 6 781 mm.
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Although the vapor shear at the film interface is neglected, the
influences of surface tension and molecular viscosity are consid-
ered. Hence, the tangential and normal force balance equations
at the film surface are given, respectively, by

ei;jnjti ¼ 0 ð14Þ

and

�P þ 2lei;jnjti ¼ r
1
R1
þ 1

R2

� �
: ð15Þ

In order to conserve computation time, the fractional step version of
the non-iterative time advancement (NITA) scheme is used with
first-order implicit discretization at every time-step (Armsfield
and Street [50]; Glaz et al. [51]) to obtain pressure–velocity cou-
pling. Gradient generation during spatial discretization is accom-
plished using the least-squares cell-based scheme (Anderson and
Bonhus [52]), while PRESTO, QUICK, Geo-reconstruct and first-order
upwind schemes [53] are used for pressure, momentum, volume
fraction and turbulent kinetic energy resolution, respectively.

The grid system consists of 401,426 nodes and 397,111 cells.
Two other finer grid systems, with 633,612 and 781,344 cells,
showed minimal influence on computed values. Therefore, the
coarser grid system is employed to reduce computation time and
memory requirements. This grid is non-uniform, having a larger
number of grid points near the wall, film interface, porous zone
and heated portion of the test section in pursuit of superior accu-
racy in resolving key flow parameters. Although the bulk flow re-
gion of the falling film is modeled using the mesh size
recommended for turbulence simulation, an order of magnitude
refinement in the mesh is adopted beginning well outside the nar-
row viscous layer at the interface to ensure high resolution in cap-
turing turbulence at the interface. This also ensures that the
transition in refinement does not compromise the flow predictions.
4. Results

4.1. Influence of interfacial waves

To develop meaningful predictions of film thickness, heat trans-
fer coefficient and eddy diffusivity, the process of computing tur-
bulent parameters must be systematically laid out. First, the
numerical simulation is run well into steady state for 13 test cases
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that match experimental conditions; Re and Pr for these cases are
listed in Table 4. Due to the wavy nature of the film, the location
of the interface changes both spatially and temporally. The exact
interface location has to be determined to facilitate the determina-
tion of local instantaneous as well as time averaged values for film
thickness, temperature profile, heat transfer coefficient and eddy
diffusivity profile. This location is especially important for accurate
determination of eddy diffusivity since this is where turbulence
dampening takes place.

Understanding the influence of interfacial waves is achieved for
each axial location by repeating computations of water volume
fraction for a sufficiently long time to ensure steady state condi-
tions. At steady state, water volume fraction contour plots for the
entire heated length are inspected to identify any repeatable wave
patterns. This procedure is performed for all 13 test cases.

It is observed that each test case possesses a dominant repeated
interfacial wave shape as shown in Fig. 5(a), where profile seg-
ments are shown over the entire y-span of the computational do-
main. However, for all the cases considered, an assortment of
interfacial features other than the dominant wave shape are also
encountered, three of which are shown in Fig. 5(b). Kostoglou
et al. [54] characterized several of these features while studying
large waves. Fig. 5(a) reveals that as Re increases, the waves be-
come more chaotic, but the film’s base substrate becomes thicker,
an observation confirmed previously by Lyu and Mudawar [55].
This process of interfacial wave shape screening is carried out for
various times and over the entire heated length. The dominant
wave structure is examined at several discrete locations for local
h
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Fig. 9. Variations of measured and predicted dimensionless heat transfer coefficient alon
Pr = 6.87.
turbulence and heat transfer characteristics, and these characteris-
tics are used to generate local or averaged turbulence and heat
transfer characteristics.

Determining the period Dt required to achieve steady state is
achieved by examining temporal records of the heat transfer
coefficient and computing local time averaged values ofR Dtð�Þ

0 hHðx; tÞdt=DtðxÞ. The resulting Dt values are provided in
Table 4. To further assess the validity of this time averaging tech-
nique, a sensitivity study is conducted relative to the magnitude
of Dt. Using a Dt equal to the period of the dominant wave for
the specific case considered gives time-averaged values of hH

close to the much longer steady state values. However, given
the occasionally non-periodic nature of the interfacial waves, a
Dt equal to the period of the dominant wave is deemed too short
to ensure accurate time averaging. On the other hand, using a Dt
25 times the period of the dominant wave resulted in consistent
and time-invariant prediction of hH, and is therefore adopted
throughout the study.

Fig. 6 sheds some light on the influence of interfacial waves on
heat transfer across the film. Shown for two extreme test cases are
temporal variations of the film’s mean temperature. Notice that the
two temporal records are fairly periodic. This type of plot is in fact
very instrumental in determining both the wave period and Dt re-
quired for the aforementioned averaging of hH. Fig. 6 shows the
amplitude of temperature fluctuations decreases with increasing
Re, an observation made earlier by Lyu and Mudawar [55] and
attributed to both thicker substrate and enhanced turbulent mix-
ing at high Re.
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To understand the temperature distribution from the wall to
the interface, detailed temperature contour plots corresponding
to the dominant wave profile are examined for one test case. As
shown in Fig. 7, the liquid temperature is plotted versus distance
from the wall at discrete locations within the period of one domi-
nant wave. The computations are performed to produce a wall-to-
mean temperature difference of 5�C, which is identical to that of
the actual experiment. The corresponding water volume fraction
plot is also shown to indicate the spans of the continuous liquid
substrate and the wavy portion of the film. As expected, the tem-
perature drops quickly within the continuous substrate of the film,
then incurs a slight increase before reaching fairly uniform temper-
ature within the wavy region. The temperature uniformity in the
wavy region is indicative of strong mixing near the crests of the
waves. This phenomenon has been previously explained by decom-
posing the liquid film into wavy and substrate regions [56].

4.2. Film thickness

For all 13 test cases included in Table 4, the time-averaged film
thickness is computed along the heated length. The interface is de-
tected by the distance from the heated wall where the calculated
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Fig. 10. (a) Comparison of measured and predicted heat transfer coefficient for Re = 513
prior correlations.
water volume fraction drops to zero. For each set of conditions,
the time averaging Dt for film thickness is identical to those used
for hH and indicated in Table 4. The computed thickness is averaged
over the heated length and fitted by

b ¼ 0:295Re0:498; ð16Þ

as shown in Fig. 8(a), with a mean absolute error of 2.7%, maximum
error of 11%, and standard deviation of 0.019. Fig. 8(b) compares Eq.
(16) with predictions of prior falling film correlations provided in
Table 2. Shown, for the range of test cases in Table 4, is fairly good
agreement with the predictions of Brauer [30], Gimbutis [10], and
Karapantsios and Karabelas [32], but with the correlation of Zhang
et al. [33] displaying appreciable departure from all other
predictions.

4.3. Heat transfer coefficient

Fig. 9(a)–(d) compare the predictions of hH along the heated
length L with measured values for Pr = 2.55,3.56,4.35 and 6.87,
respectively. Shown in each of these figures are predictions and
data corresponding to a broad range of Re. The computations are
performed at the exact Re and Pr values of the experiments, which
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are listed in Table 4. However, predictions are excluded for certain
extreme experimental test cases. On one extreme of very low Re,
the flow through the porous film distributor could not produce a
liquid film. For the other extreme of very high Re, severe turbulent
fluctuations distort the flow to an extent that curtails film
formation.

The predictions in Fig. 9(a)–(d) follow the data trends observed
in Shmerler and Mudawar [36], featuring a gradual decrease in hH

over the upstream portion of the heated length, followed by a
much slower increase over the remaining length. The upstream de-
crease can be directly attributed to initiation and development of
the thermal boundary layer. The slight downstream increase can
be explained by the slight thinning of the film, as proposed by
Takahama and Kato [31] and Salazar and Marschall [57].

The dependence of the average heat transfer coefficient on Re
and Pr is determined by curve-fitting the predictions shown in
Fig. 9(a)–(d). For consistency with the experiments, the same
methodology for determining the average value that was used in
the experiments is also adopted for the numerical results. This
involves determining the mean value from the longitudinal posi-
(a)

(b)

Fig. 11. (a) Maximum, minimum and average predicted eddy diffusivity profiles for Re =
Masri’s [4] for Re = 5130, 14,670 and 25,060.
tion of minimum hH to the next to last measurement position.
Fig. 10(a) shows predicted values fitted to the function

h�H ¼ 0:00411Re0:413 Pr0:672 ð17Þ

with a mean absolute error of 6.3%, maximum error of 21% and
standard deviation of 0.038.

Fig. 10(b) compares, for Pr = 2 and 6, predictions of the heat
transfer coefficient according to Eq. (17) with those of previous
correlations, which are provided in Table 3. For Pr = 2, Eq. (17)
matches well the predictions by Shmerler and Mudawar [36] and
Ye et al. [34], while the correlation of Al-Najem et al. [37] shows
appreciable deviation from the others. For Pr = 6, Eq. (16) shows
good general agreement with the predictions of Wilke [35], Gim-
butis [10], Shmerler and Mudawar, but the correlation by Yeh
et al. provides much lower estimates than all others.

4.4. Eddy diffusivity profile

The dominant wave structure is examined at several discrete
subintervals within the period of a single dominant wave to
14,670. (b) Comparison of predicted eddy diffusivity profile with Mudawar and El-
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determine the variations of eddy diffusivity with y+. For each sub-
interval, the corresponding plot of water volume fraction is con-
sulted to confirm the location of the interface. These variations
are then averaged to obtain the eddy diffusivity profile. Fig. 11(a)
shows, for the dominant wave interval corresponding to
Re = 14,670, the maximum, minimum and average eddy diffusivity
profile. These plots clearly demonstrate that (i) eddy diffusivity is
reduced to zero at the interface, and (ii) the shape of the eddy dif-
fusivity profile resembles that of the continuous function recom-
mended by Mudawar and El-Masri [4]. Fig. 11(b) compares the
average profiles with predictions of Mudawar and El-Masri for
three Reynolds numbers. Good agreement is achieved at
Re = 25,060 and 14,670, evidenced by R-square fits of 0.918 and
0.877, respectively. With a R-square fit of 0.802, the agreement is
less accurate for the lowest Reynolds number of 5,130.

5. Conclusions

This study examined the influence of interfacial waves on heat
transfer in turbulent, free-falling liquid films subjected to sensible
heating, accounting for the interfacial dampening of turbulent ed-
dies due to surface tension. Two-dimensional axisymmetric film
flow on a vertical circular tube was modeled in Fluent, with both
the computational domain and operating conditions matching
those of an experimental database for water films. Key findings
from the study are as follows.

1. Turbulent films are predicted to acquire a dominant repeated
interfacial wave shape, which is interrupted by a far infrequent
assortment of other more complex interfacial features. The
waves become more chaotic with increasing Reynolds number,
while the film’s substrate grows thicker.

2. Liquid temperature is predicted to drop quickly within the con-
tinuous substrate of the film, then increase slightly before
becoming fairly uniform within the wavy region because of
strong mixing near the wave crests.

3. The predicted dimensionless film thickness dependence on Rey-
nolds number agrees well with popular film correlations.

4. Variations of the heat transfer coefficient along the heated
length predicted by the numerical model are in good agreement
with the experimental data. Both predictions and experimental
data show a gradual decrease in the heat transfer coefficient in
the upstream region of the heated length, which is attributed to
thermal boundary layer development, followed by a much
slower increase over the remaining length, which is the result
of intensified turbulence and interfacial waviness downstream.

5. The predicted dimensionless heat transfer coefficient depen-
dence on Reynolds and Prandtl numbers agrees well with pop-
ular heat transfer coefficient correlations.

6. The model clearly demonstrates that turbulence is fully sup-
pressed at the interface. The eddy diffusivity profile resembles
the continuous function recommended by Mudawar and El-
Masri [4] with good agreement in magnitude except for rela-
tively low Reynolds numbers.
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