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Abstract

In this paper, IGA collocation methods are for the first time introduced for the solution of thin structural problems described by Bernoulli-Euler beam and Kirchhoff plate models. In particular, a precise description of the proposed methods, of the relevant implementation details, and of the strategy to efficiently deal with different combinations of boundary conditions is given. Finally, several numerical experiments confirm that the proposed formulations represent an efficient and geometrically flexible tool for the simulation of thin structures.
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1. Introduction

Isogeometric analysis (IGA) is a recently proposed computational technology, introduced by Hughes et al. [18, 35] in 2005, with the main aim of bridging the gap between Computer Aided Design (CAD) and Finite Element Analysis (FEA). The basic IGA paradigm consists of adopting the same basis functions used for geometry representations in CAD systems - such as, e.g., Non-Uniform Rational B-Splines (NURBS) - for the approximation of field variables, in an isoparametric fashion. This leads to a cost-saving simplification of the typically expensive mesh generation and refinement processes required by standard FEA, which was the original motivation for IGA. Moreover, thanks to the high-regularity properties of its basis functions, IGA has shown a better accuracy per-degree-of-freedom and an enhanced robustness with respect to standard FEA in a number of applications. Solids and structures [5, 14, 16, 19, 20, 21, 22, 26, 36, 37, 46, 44, 49] are a prime example, including also beam, plate and shell elements [24, 25, 42, 47, 48]. IGA has also been successful in fluid mechanics [1, 8, 9, 15, 45, 28, 29], and has opened the door to geometrically flexible discretizations of higher-order partial differential equations in primal form (see, e.g., [2, 27, 30, 31, 32, 41, 42]).

An important issue when dealing with IGA regards the development of efficient integration rules, able to reduce array formation costs in particular when higher-order approximations are employed. The fact that element-wise Gauss quadrature, typically used for standard FEA and originally adopted for Galerkin-based IGA, does not properly take into account the inter-element higher continuity of the IGA basis functions leads to sub-optimal array formation costs, which significantly affect the performance of IGA methods. Ad-hoc quadrature rules have been proposed in [7, 38, 52], but the development of a general and effective solution for Galerkin-based IGA methods is still an open problem.
Aiming at optimizing the computational cost, still taking advantage of IGA geometrical flexibility and accuracy, isogeometric collocation schemes have been recently proposed in [3, 4]. The basic idea consists of the discretization of the governing partial differential equations in strong form, adopting the isoparametric paradigm and making use of the higher-continuity properties of the IGA shape functions. Detailed comparisons with both IGA and FEA Galerkin-based approaches have shown IGA collocation advantages in terms of accuracy versus computational cost, in particular when higher-order approximation degrees are adopted [51]. In general, IGA collocation features look particularly desirable in all those situations where evaluation and array formation costs are dominant. This is the case of explicit structural dynamics where the computational cost is dominated by stress divergence evaluations at quadrature points for the calculation of the residual force vector [4].

Within the IGA collocation context, several promising significant studies have been recently published, including phase-field modeling [33], contact [23], and hierarchical local refinement [51]. In particular, IGA collocation offers interesting possibilities in the framework of shear-deformable structural elements. Three-field (i.e., displacements, rotations, shear stresses) mixed formulations for Timoshenko initially-straight planar beams [10] and for curved spatial rods [6] have been successfully proposed. In such cases, the structure of IGA collocation leads to mixed methods which are locking-free independently of the approximation degrees for the three fields. Such a unique property has been proven analytically and extensively tested numerically. Following these positive results, isogeometric collocation has been then successfully applied also to the solution of Reissner-Mindlin plate problems, in both primal and mixed forms [39]. Finally, an interesting new single-parameter formulation for shear-deformable beams, recently introduced in [40], has been solved also via IGA collocation.

In the present paper, we introduce IGA collocation methods for the solution of thin structural problems described by Bernoulli-Euler beam and Kirchhoff plate models. We note that, although the use of IGA collocation for Bernoulli-Euler beams and Kirchhoff plates is new, collocation methods have a long history, in particular for the application to thin beams, plates, and shells. See, for example, [17, 34, 43, 54, 55]. Other related works fall into the category of the so-called differential quadrature methods [11, 12, 13, 50]. A particular feature of Bernoulli-Euler beam and Kirchhoff plate models is that they are described by fourth-order differential equations, for which IGA collocation has already been shown to be an efficient and viable solution scheme in the context of Cahn-Hilliard phase-field modeling. With respect to [33], an enhanced strategy to efficiently deal with all relevant combinations of boundary conditions typical of plate problems is herein introduced. Several numerical experiments confirm the good behavior of the proposed formulations.

The paper is organized as follows. In the second section, the simple model problem of a Bernoulli-Euler beam is considered. After the introduction of the boundary-value problem, the proposed numerical formulation based on IGA collocation is presented and numerically tested. In the third section, Kirchhoff plates are considered. The boundary-value problem is stated and the adopted numerical formulation is discussed in detail, with special attention to the strategy for boundary condition imposition. The fourth section is then devoted to numerical tests showing the performance of the proposed collocation method for Kirchhoff plates, while, in the last section, conclusions are drawn.
2. Bernoulli-Euler beams

We start illustrating the simple one-dimensional case represented by an initially straight Bernoulli-Euler beam problem. The differential equation governing the boundary-value problem is of fourth order and we solve it in strong form by means of an isogeometric collocation scheme. As we will point out later, the theoretical analysis provided in [3] for second-order problems can be easily extended to this case, guaranteeing the convergence of the method. In this section, we introduce the boundary-value problem in strong form, we describe the proposed numerical formulation based on isogeometric collocation, and we present numerical examples showing the good behavior of the method.

2.1. Boundary-value problem

The boundary-value problem associated with a Bernoulli-Euler beam can be stated as follows. Let \( L > 0 \) be the length of the beam and let us assume that \( \Omega = (0, L) \) is the problem domain. The boundary of \( \Omega \) is denoted by \( \Gamma = \{0\} \cup \{L\} \). We assume that \( \Gamma \) admits decompositions \( \Gamma = \Gamma_w \cup \Gamma_Q \) and \( \Gamma = \Gamma_\varphi \cup \Gamma_M \) with \( \Gamma_w \cap \Gamma_Q = \emptyset \), \( \Gamma_\varphi \cap \Gamma_M = \emptyset \), where \( \emptyset \) denotes the empty set. To ensure the well-posedness of the problem, we impose the constraint \( \Gamma_w \neq \emptyset \), but we note that \( \Gamma_Q \), \( \Gamma_\varphi \) and \( \Gamma_M \) are allowed to be the empty set. Then, the problem can be stated as: given \( f : \Omega \mapsto \mathbb{R} \), \( w_T : \Gamma_w \mapsto \mathbb{R} \), \( \varphi_T : \Gamma_\varphi \mapsto \mathbb{R} \), \( Q_T : \Gamma_Q \mapsto \mathbb{R} \), and \( M_T : \Gamma_M \mapsto \mathbb{R} \), find \( w : \Omega \mapsto \mathbb{R} \) such that,

\[
EI \frac{d^4 w}{dx^4} = f \quad \text{in} \quad \Omega \tag{1}
\]
\[
w = w_T \quad \text{on} \quad \Gamma_w \tag{2}
\]
\[
- \frac{dw}{dx} = \varphi_T \quad \text{on} \quad \Gamma_\varphi \tag{3}
\]
\[
EI \frac{d^3 w}{dx^3} = Q_T \quad \text{on} \quad \Gamma_Q \tag{4}
\]
\[
EI \frac{d^2 w}{dx^2} = M_T \quad \text{on} \quad \Gamma_M \tag{5}
\]

Here, \( E > 0 \) is the Young’s modulus and \( I > 0 \) is the beam’s moment of inertia, and we have assumed that the product \( EI \) is constant. The function \( f \) denotes a load per unit length, \( w \) is the deflection of the beam, and \( x \) denotes the spatial coordinate. Adopting standard structural-mechanics notations, we can obtain the cross section rotation as \( \varphi = - \frac{dw}{dx} \), the shear force as \( Q = EI \frac{d^3 w}{dx^3} \), and the bending moment as \( M = EI \frac{d^2 w}{dx^2} \). Accordingly, boundary conditions (2)–(5) may be interpreted as imposed deflection, rotation, shear force, and bending moment, respectively. Note that not all of them apply simultaneously.

Remark:

The boundary-value problem (1)–(5) encompasses a number of cases of engineering interest. For example, a beam clamped at \( x = 0 \) and simply supported at \( x = L \) would be defined by \( \Gamma_w = \Gamma = \{0\} \cup \{L\} \), \( \Gamma_\varphi = \{0\} \), \( \Gamma_M = \{L\} \), and \( w_T = \varphi_T = M_T = 0 \). Note that these conditions automatically define \( \Gamma_Q \) as the empty set.
2.2. Numerical formulation

Our numerical formulation is based on isogeometric collocation. In the context of beams, our collocation method can be derived from one-dimensional B-Splines, which we define in the next Section.

2.2.1. One-dimensional B-Splines

One-dimensional B-Splines are piece-wise polynomials. They can be defined as linear combinations of a B-Spline basis. Let us assume that we work on a parametric space $\xi \in I$, where $I$ is a closed interval of $\mathbb{R}$. To define a B-Spline basis, the degree of the engendering polynomial $p$ and the so-called knot vector $\Xi$ need to be specified. The entries of the knot vector $\Xi$, which are called knots, are non-decreasing coordinates of the parametric space, so that

$$\Xi = (\xi_1, \xi_2, \ldots, \xi_{n+p+1}).$$

(6)

Throughout this paper, we will assume the knot vector to be open, that is, $\xi_1 = \ldots = \xi_p$ and $\xi_{n+p+1} = \ldots = \xi_{n+p+1}$. The zeroth degree B-Spline functions $\{N_{i,0}\}_{i=1,\ldots,n}$ are defined as

$$N_{i,0}(\xi) = \begin{cases} 1 & \text{if } \xi_i \leq \xi < \xi_{i+1} \\ 0 & \text{otherwise} \end{cases}; \quad i = 1, \ldots, n.$$

(7)

The $p$-th degree B-Spline basis functions are defined recursively using the relation

$$N_{i,q}(\xi) = \frac{\xi - \xi_i}{\xi_{i+p} - \xi_i} N_{i,q-1}(\xi) + \frac{\xi_{i+p+1} - \xi}{\xi_{i+p+1} - \xi_{i+1}} N_{i+1,q-1}(\xi); \quad i = 1, \ldots, n; \quad q = 1, \ldots, p.$$

(8)

The functions $\{N_{i,p}\}_{i=1,\ldots,n}$ are $C^\infty$ everywhere except at the knots. At a non-repeated knot, the functions have $p - 1$ continuous derivatives. If a knot has multiplicity $k$, the number of continuous derivatives at that point is $p - k$.

B-Spline functions in the parameter space can be pushed forward onto a physical space using a geometrical mapping. However, for the sake of simplicity, in the case of Bernoulli-Euler beams, we will work on the parameter space, as the role of geometrical mapping is not so important in this case. The possibility of using mapped geometries in our algorithm will be obvious when we deal with Kirchhoff plates. Thus, for Bernoulli-Euler beams, our discrete space is simply

$$S^h = \text{span}\{N_{i,p}(\xi), i = 1, \ldots, n\}$$

(9)

where the superscript $h$ refers to a length scale which is representative of the level of refinement of the discretization. We note that $\text{dim}(S^h) = n$. Functions of $S^h$ can be constructed by linear combinations of the basis functions. Thus, $w \in S^h$ can be written as $w(\xi) = \sum_{A=1}^{n} w_A N_{A,p}(\xi)$, where the $w_A$’s are called control variables in the isogeometric-analysis parlance. Note also that the function $w$ is interpolatory at the domain boundaries, that is, $w(\xi_1) = w_1$, and $w(\xi_{n+p+1}) = w_n$.

2.2.2. Collocation strategy

To simplify the notation, let us suppose, without loss of generality, that $\xi_1 = 0$ and $\xi_{n+p+1} = L$, so that $\xi = x$, and the parameter space and the physical space are one and the same. We will also assume $p \geq 4$.  
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In our algorithm, displacement boundary conditions are strongly enforced in the discrete space. Thus, let us define the space $S^h_\partial = \{ w^h \in S^h | w^h = w^T \text{ on } \Gamma_w \}$. Since the basis $\{ N_{i,p} \}_{i=1,...,n}$ is interpolatory at the boundary, a function of $S^h_\partial$ can be constructed by taking a function of $S^h$ and constraining the control variable(s) $w_1$ and/or $w_n$ to take the value of $w_T$ at $x = 0$ and/or $x = L$. For example, if $\Gamma_w = \{ 0 \}$, a function of $S^h_\partial$ can be constructed as $w^h(\xi) = w_T(0) N_{1,p}(\xi) + \sum_{A=2}^{n} w_A N_{A,p}(\xi)$.

Let us call $n_d$ the number of displacement boundary conditions in the boundary-value problem (1)–(5). Thus, if $\Gamma_w = \{ 0 \}$ or $\Gamma_w = \{ L \}$, then $n_d = 1$. If $\Gamma_w = \{ 0 \} \cup \{ L \}$, then $n_d = 2$. Note that $\dim(S^h_\partial) = n - n_d$.

Once the displacement boundary conditions have been strongly enforced into the discrete space, we need $n - n_d$ independent equations to determine the remaining control variables. To obtain a well-posed boundary-value problem for a fourth-order differential equation, we need to impose 2 boundary conditions at each point of the boundary. Therefore, once the displacement boundary conditions have been enforced in the space, we have $4 - n_d$ remaining equations for boundary conditions. In our algorithm, these equations are obtained by collocating the remaining boundary equations at the boundary points where they hold. Thus, after all boundary conditions have been imposed, we have $\dim(S^h_\partial) - (4 - n_d) = n - 4$ remaining equations to enforce Eq. (1). To this end, we define the Greville abscissae associated to the knot vector $\Xi = (\xi_1, \xi_2, \ldots, \xi_{n+p+1})$, as follows

$$\hat{\tau}_i = \frac{1}{p} \sum_{j=1}^{p} \xi_{i+j}, \quad i = 1, \ldots, n$$

(10)

Note that there are $n$ Greville points associated to the knot vector $\Xi$. Note also that, for an open knot vector, the first and the last Greville points lie on the boundary, that is, $\hat{\tau}_1 = \xi_1 = 0$ and $\hat{\tau}_n = \xi_{n+p+1} = L$. In our collocation strategy, $\hat{\tau}_1$ and $\hat{\tau}_n$ have been used at least once to collocate some of the boundary conditions (3)–(5). The Greville points $\hat{\tau}_2$ and $\hat{\tau}_{n-1}$ are disregarded in our collocation scheme. The remaining $n - 4$ collocation points, that is, $\{ \hat{\tau}_3, \ldots, \hat{\tau}_{n-2} \}$ are used to impose Eq. (1). This completely defines our collocation algorithm for Bernoulli-Euler beams.

Remark:

Let us assume that the beam is clamped at $x = 0$ and simply supported at $x = L$, which corresponds to the case $\Gamma_w = \Gamma = \{ 0 \} \cup \{ L \}$, $\Gamma_f = \{ 0 \}$, $\Gamma_M = \{ L \}$, and $w_T = \varphi_T = M_T = 0$. In this particular case, our collocation scheme would make use of the discrete space $S^h_\partial = \text{span} \{ N_{i,p}(\xi), i = 2, \ldots, n - 1 \}$, and, thus, $w^h = \sum_{A=2}^{n-1} w_A N_{A,p}(\xi)$. The discrete problem is stated as: find $\{ w_A \}_{A=2,...,n-1}$ such that

$$EI \frac{d^4 w^h}{dx^4}(\hat{\tau}_i) = f(\hat{\tau}_i), \quad i = 3, \ldots, n - 2$$

(11)

$$- \frac{dw^h}{dx}(\hat{\tau}_1) = 0$$

(12)

$$EI \frac{d^2 w^h}{dx^2}(\hat{\tau}_n) = 0$$

(13)

Eqs. (11)–(13) define a square linear system of equations.

2.2.3. Theoretical results

In the first paper appeared on isogeometric collocation [3], the authors analytically proved optimal convergence (i.e., of order $p - 1$) of isogeometric collocations schemes in the $W^{p,\infty}$-norm in the context of 1D
second-order differential problems. In addition, in the same paper, it was numerically observed that orders of convergence \( p \) or \( p - 1 \) were attained in both \( W^{1,\infty} \) and \( L^\infty \)-norms (or, equivalently, in \( H^1 \) and \( L^2 \)-norms) for even or odd degree \( p \), respectively. All these results have been numerically proven to hold also in higher dimensions.

Recasting the same arguments in the context of 1D fourth-order differential problems, the aforementioned proof can be straightforwardly extended to the case under consideration in this paper, guaranteeing optimal convergence (i.e., of order \( p - 3 \)) in the \( W^{4,1} \)-norm. Such a result has been successfully numerically validated.

Moreover, analogously to what was observed in the context of second-order problems, it is natural to expect that orders of convergence \( p - 2 \) or \( p - 3 \) are attained, for even or odd degree \( p \), respectively, for all engineering relevant quantities (i.e., deflections, rotations, bending moments, and shear forces) in, e.g., \( L^2 \)-norm. Such a conjecture is numerically confirmed in the following section.

2.3. Numerical examples

The convergence behavior of the proposed formulation is numerically tested on a simple model problem consisting of a simply supported beam with a distributed sinusoidal load, for which the analytical solution can be easily computed.

The boundary-value problem under consideration reads as

\[
EI \frac{d^4 w}{dx^4} = 16\pi^4 \sin(2\pi x) \quad \text{in } \Omega
\]
\[
w = 0 \quad \text{on } \Gamma_w
\]
\[
EI \frac{d^2 w}{dx^2} = 0 \quad \text{on } \Gamma_M
\]

with \( EI = 1 \), \( L = 1 \), \( \Gamma_w = \Gamma = \{0\} \cup \{L\} \), and \( \Gamma_M = \Gamma = \{0\} \cup \{L\} \). The analytical solution for the quantities of engineering interest is \( w = \sin(2\pi x), \varphi = -2\pi \cos(2\pi x), Q = -8\pi^3 EI \cos(2\pi x), \) and \( M = -4\pi^2 EI \sin(2\pi x) \). Convergence plots of the \( L^2 \)-norm error for \( w, \varphi, Q, \) and \( M \) are reported in Figure 1 for degrees \( p = 4, \ldots, 9 \). It is possible to observe that the expected orders of convergence (i.e., \( p - 2 \) or \( p - 3 \) for even or odd degree \( p \), respectively) are attained, and that for all quantities a very similar convergence behavior is in general obtained.

Moreover, we performed several further numerical experiments to check the convergence behavior of the formulation with different combinations of boundary conditions. In all tests, the convergence rates highlighted above were attained (the results are not reported here for the sake of brevity).

3. Kirchhoff plates

We now focus on the more complex problem of Kirchhoff plates, consisting of a 2D fourth-order boundary-value problem governed by the bi-Laplace (or biharmonic) operator.

As anticipated in the introduction, the numerical approximation of fourth-order partial differential equations by means of isogeometric collocation was already proposed by the authors of this paper in the context of Cahn-Hilliard phase field modeling [33]. It is however worth to devote a special attention to the specific
Figure 1: (Color online) Simply supported beam with a distributed sinusoidal load. Convergence plots of the $L^2$-norm error for $w$ (a), $\varphi$ (b), $Q$ (c), and $M$ (d) as a function of the number of control points $N$ and for different degrees $p$. 
problem of Kirchhoff plates, given its significance in engineering applications. In particular, a delicate point in this framework is the capability of correctly imposing the different boundary conditions that may arise in plate problems, where the technique proposed in [33] may not be sufficiently flexible. Therefore, in the following, we also propose an enhanced technique to efficiently deal with all relevant combinations of boundary conditions.

We finally carefully validate the proposed formulation by means of several significant numerical experiments, presented in the next section.

3.1. Boundary-value problem

The boundary-value problem associated with a Kirchhoff plate can be stated as follows. Let \( \Omega \) be an open subset of \( \mathbb{R}^2 \). We assume that \( \Omega \) has a sufficiently smooth boundary \( \Gamma \) with a well-defined normal \( \mathbf{n} \). Analogously to the one-dimensional case, we assume that \( \Gamma \) can be decomposed as \( \Gamma = \Gamma_w \cup \Gamma_Q \) and \( \Gamma = \Gamma_\phi \cup \Gamma_M \) with \( \Gamma_w \neq \emptyset \); \( \Gamma_w \cap \Gamma_Q = \emptyset \); \( \Gamma_\phi \cap \Gamma_M = \emptyset \). We state the following boundary-value problem over the spatial domain \( \Omega \): given the functions \( g : \Omega \mapsto \mathbb{R} \), \( w : \Gamma_w \mapsto \mathbb{R} \), \( \varphi : \Gamma_\phi \mapsto \mathbb{R} \), \( Q : \Gamma_Q \mapsto \mathbb{R} \), \( M : \Gamma_M \mapsto \mathbb{R} \), find \( w : \Omega \mapsto \mathbb{R} \) such that

\[
\begin{align*}
D \Delta^2 w &= g & \text{in } \Omega \quad (17) \\
w &= w_T & \text{on } \Gamma_w \quad (18) \\
-\nabla w \cdot \mathbf{n} &= \varphi_T & \text{on } \Gamma_\phi \quad (19) \\
D(\nabla(\Delta w) + (1 - \nu)\Psi w) \cdot \mathbf{n} &= Q_T & \text{on } \Gamma_Q \quad (20) \\
\nu D \Delta w + (1 - \nu)D \mathbf{n} \cdot (\nabla \nabla w) \mathbf{n} &= M_T & \text{on } \Gamma_M \quad (21)
\end{align*}
\]

Here, \( \nabla (\cdot) \) denotes the gradient operator and \( \Delta (\cdot) \) the Laplace operator, while \( \Psi (\cdot) \) is a third order differential operator defined as

\[
\Psi (\cdot) = \begin{bmatrix}
\frac{\partial^3 (\cdot)}{\partial x \partial^2 y} \\
\frac{\partial^3 (\cdot)}{\partial y \partial^2 x}
\end{bmatrix}
\]  

(22)

Moreover, \( g \) is the load per unit surface in the \( z \) direction, and \( D = E t^3 / [12(1 - \nu^2)] \), where \( \nu \) is the Poisson ratio, and \( t \) is the thickness of the plate. The rest of the notation is analogous to that of the one-dimensional case, except for \( Q_T \), which, in the context of Kirchhoff plates, represents the normal component of the so-called “effective shear”, classically defined by the combination of the effect on the boundary of shear forces (represented by \( D \nabla (\Delta w) \)) and of twisting moments (represented by \( D(1 - \nu)\Psi w \)).

3.2. Numerical formulation

Here we present our discrete algorithm for Kirchhoff plates. Our discretization makes use of the finite-dimensional spaces generated by two-dimensional Non-Uniform Rational B-Splines (NURBS), which, in turn, originate from two-dimensional B-Splines.
3.2.1. Two-dimensional B-Splines

Let us define polynomial degrees \( p \) and \( q \), and two open knot vectors \( \Xi \) and \( \Upsilon \). The parametric directions associated to them are denoted by \( \xi \) and \( \eta \). The knot vector \( \Xi \) is defined by Eq. (6), while \( \Upsilon = (\eta_1, \eta_2, \ldots, \eta_{m+q+1}) \). We note that the knot vectors \( \Xi \) and \( \Upsilon \) lead to bases \( \{N_{i,p}(\xi)\} \) and \( \{M_{j,q}(\eta)\} \) of dimensions \( n \) and \( m \), respectively. Two-dimensional B-Splines can be defined by taking tensor products of their one-dimensional counterparts. Thus,

\[
B_{ij,pq}(\xi, \eta) = N_{i,p}(\xi)M_{j,q}(\eta); \quad i = 1, \ldots, n, \quad j = 1, \ldots, m.
\]  

Let us call \( \square \) the parameter space, that is, \( \square = [\xi_1, \xi_{n+p+1}] \times [\eta_1, \eta_{m+q+1}] \). Let \( \xi \) be a generic point of \( \square \). Using the functions (23), we can generate a geometrical object in the physical space \( V_B = F_B(\xi) \) by way of the geometrical map \( F_B: \square \mapsto \Omega \) defined as

\[
F_B(\xi) = \sum_{i=1}^{n} \sum_{j=1}^{m} C_{ij}B_{ij}(\xi) \quad \forall \xi \in \square
\]  

Here, \( C_{ij} \in \mathbb{R}^2 \) are the control points of the object. Note also that in (24), and in what follows, we remove the reference to the polynomial orders in the sub-index of the functions \( B_{ij} \) for notational simplicity.

3.2.2. Non-Uniform Rational B-Splines (NURBS)

NURBS geometrical objects in \( \mathbb{R}^2 \) are projective transformations of B-Spline geometrical entities in \( \mathbb{R}^3 \). Let \( \hat{C}_{ij} \in \mathbb{R}^2 \) be a set of control points in two-dimensional space and \( W_{ij} \) a set of positive real numbers called weights such that \( (\hat{C}_{ij}, W_{ij}) \in \mathbb{R}^3 \). We define the following B-Spline geometrical object in \( \mathbb{R}^3 \) as,

\[
\hat{V} = \hat{F}(\square)
\]  

where

\[
\hat{F}(\xi) = \sum_{i=1}^{n} \sum_{j=1}^{m} \hat{C}_{ij}W_{ij}B_{ij}(\xi), \quad \xi \in \square
\]  

The associated NURBS object \( V \) is defined as

\[
V = F(\square)
\]  

where the geometrical mapping \( F \) is defined as,

\[
F(\xi) = \sum_{i=1}^{n} \sum_{j=1}^{m} \frac{\hat{C}_{ij}}{W_{ij}} \frac{W_{ij}B_{ij}(\xi)}{\sum_{k=1}^{n} \sum_{l=1}^{m} W_{kl}B_{kl}(\xi)}, \quad \xi \in \square
\]  

Denoting,

\[
C_{ij} = \frac{\hat{C}_{ij}}{W_{ij}}, \quad W(\xi) = \sum_{i=1}^{n} \sum_{j=1}^{m} W_{ij}B_{ij}(\xi)
\]

and introducing the NURBS basis functions in parametric space

\[
R_{ij}(\xi) = \frac{W_{ij}B_{ij}(\xi)}{W(\xi)}; \quad i = 1, \ldots, n, \quad j = 1, \ldots, m
\]  

we can rewrite the NURBS geometrical mapping as

\[
F(\xi) = \sum_{i=1}^{n} \sum_{j=1}^{m} C_{ij}R_{ij}(\xi), \quad \xi \in \square.
\]
3.2.3. Discrete space

NURBS basis functions in physical space are defined as the push forward of the functions $R_{ij}$, $i = 1, \ldots, n$, $j = 1, \ldots, m$. The discrete space that we will use for our numerical method is the space spanned by those functions, namely

$$V^h = \text{span}\{R_{ij} \circ \mathbf{F}^{-1}, i = 1, \ldots, n, j = 1, \ldots, m\}. \quad (32)$$

3.2.4. Collocation strategy: illustration of the algorithm with simplified boundary conditions

Our collocation strategy is sufficiently general to accommodate any combination of boundary conditions represented by Eqs. (18)–(21), but for the sake of a clear exposition, we start by describing our algorithm in a simplified case, where the same set of boundary conditions is applied on the entire boundary. Without loss of generality, we select the case of a simply supported plate, that is, $\Gamma_w = \Gamma_m = \Gamma$. The parametric space and the reference basis functions are defined by the knot vectors $\Xi$ and $\Upsilon$ (see Section 3.2.1), where we assume $p \geq 4$ and $q \geq 4$. Associated to this parametric space, we define $nm$ Greville points as,

$$\hat{\mathbf{t}}_{ij} = \left( \frac{1}{p} \sum_{k=1}^{p} \xi_{i+k}, \frac{1}{q} \sum_{k=1}^{q} \eta_{j+k} \right); \quad i = 1, \ldots, n; \quad j = 1, \ldots, m \quad (33)$$

We note that those Greville points corresponding to $i = 1$, $i = n$, $j = 1$, and $j = m$ lie on the boundary of the parametric space, leading to a total of $2(n + m - 2)$ boundary points. Making use of the geometrical map $\mathbf{F}$, the Greville points $\hat{\mathbf{t}}_{ij}$ may be pushed forward to the physical space as

$$\mathbf{t}_{ij} = \mathbf{F}(\hat{\mathbf{t}}_{ij}), \text{ for all } i = 1, \ldots, n; \quad j = 1, \ldots, m. \quad (34)$$

Since the collocation points are defined in parametric space, and simply mapped to physical space using the geometrical map, the algorithm can be easily used on arbitrary single-patch geometries. As in the one-dimensional case, displacement boundary conditions are strongly enforced in the discrete space. Thus, let us define the space $V^h_d = \{w^h \in V^h | w^h = w^h_I \text{ on } \Gamma\}$, where $w^h_I$ is an approximation to $w_I$ living in the NURBS discrete space. A function of $V^h_d$ can be constructed by taking a function of $V^h$ and constraining the boundary control variables so as to achieve $w^h = w^h_I$ on $\Gamma$. Thus, $\dim(V^h_d) = nm - 2(n + m - 2)$. Therefore, at this point we have $nm - 2(n + m - 2)$ unknowns that will be determined by collocating the partial-differential equation and the remaining boundary conditions at suitable Greville points. In particular, the partial-differential equation is collocated at the Greville points $\hat{\mathbf{t}}_{ij}$, skipping the two outermost layers, that is,

$$D\Delta^2 w^h(\hat{\mathbf{t}}_{ij}) = g(\hat{\mathbf{t}}_{ij}), \text{ for all } i = 3, \ldots, n - 2; \quad j = 3, \ldots, n - 2 \quad (35)$$

which gives a total of $(n - 4)(m - 4)$ equations. Note that that number of remaining equations at this point is $\dim(V^h_d) - (n - 4)(m - 4) = 2n + 2m - 12$ and we will use them to collocate the bending moment boundary condition at suitable Greville points. Note that we have exactly $2n + 2m - 4$ Greville points lying on the boundary so we do not have enough degrees of freedom to collocate Eq. (21) on all Greville boundary points, and a criterion to decide the collocation points that will be utilized needs to be defined. We adopt the following criterion: the corner points are skipped and the equations corresponding to the two closest points
to the corner are averaged [see Figure 2(a)]. In this way, we use exactly \(2n + 2m - 12\) equations to collocate the bending moment boundary condition, and we have a square linear system of equations. This completely defines our algorithm for simply supported plates.

Remark:

We acknowledge that we have no theoretical evidence for the accuracy of our method in multiple spatial dimensions at this point. However, we notice two important points: First, our choice to skip the corner collocation points is very convenient when solving certain types of mapped geometries. When the geometry is mapped, these points usually become singular, and it is not possible to define the derivatives of the discrete solution at them. Thus, by skipping the corner points, the imposition of all types of boundary conditions becomes straightforward on arbitrary single-patch geometries, something that was not possible with our previously-proposed isogeometric collocation method for the Cahn-Hilliard equation [33]. Second, our numerical results (see Section 4) show excellent accuracy (in particular, patch tests are passed exactly – i.e., up to machine precision – for all the considered combinations of boundary conditions), stability, and robustness of the algorithm.

3.2.5. Collocation strategy in general situations

In this case, we only assume that \(\Gamma_w, \Gamma_\varphi, \Gamma_Q,\) and \(\Gamma_M\) are either the empty set or mappings of one (or several) of the boundary edges of the parametric domain. We notice that this restriction can also be removed, but we prefer to adopt the hypothesis for the sake of a clearer presentation. Again, we use a particular example to illustrate the algorithm, but the idea is trivially extended to any combination of boundary conditions.

Here we focus on a plate that is simply supported on three of the boundary edges and fully clamped on the other one. Which one of the boundary edges is clamped is unimportant for the derivation of the algorithm, but to make the exposition precise, we assume that \(\Gamma_\varphi = F(\{\xi_1\} \times [\eta_1, \eta_{m+q+1}])\) where \(F\) is the geometrical mapping defined in Eq. (31). In addition, \(\Gamma_w = \Gamma\). The remaining parts of the boundary, that is, \(\Gamma_Q\) and \(\Gamma_M\) are automatically defined by the conditions \(\Gamma = \Gamma_w \cup \Gamma_Q = \Gamma_\varphi \cup \Gamma_M, \Gamma_w \cap \Gamma_Q = \emptyset\) and \(\Gamma_\varphi \cap \Gamma_M = \emptyset\).

In this case, the algorithm is analogous to that defined in Section 3.2.4 (simply supported plate), except in the way we average the equations corresponding to the collocated boundary conditions. Since averaging according to the strategy described in Section 3.2.4 would lead to averaging of equations that represent different boundary conditions in the corners where \(\Gamma_\varphi\) and \(\Gamma_M\) meet, we prefer to average over points on the same edge, as indicated in Figure 2(b).

Remark:

Extensive numerical testing in a number of different situations seems to indicate that averaging according to the strategy described in Section 3.2.4 (i.e., potentially averaging equations that represent different boundary conditions) does not influence at all accuracy. However, we preferred to present the modified strategy described in Section 3.2.5 for the sake of consistency.
Figure 2: (Color online) Example of collocation points for the partial differential equation and collocated boundary conditions. We consider the parametric domain, we set degree \( p = q = 6 \) and the knot vectors \( \Xi = \Upsilon = (0, 0, 0, 0, 0, 0, 2, 4, 6, 8, 1, 1, 1, 1, 1, 1) \) in each direction, which leads to \( n = m = 11 \). All the marked points correspond to the \( nm \) Greville points as defined in Eq. (33). The points represented by (black) squares are used to impose the partial differential equation as illustrated in Eq. (35). The points represented by (red) stars are disregarded. For the simply supported plate (a), all the points represented with (blue) circles are used to collocate the bending moment boundary condition. Close to each corner point, the two equations associated to the (blue) circles with crosses are averaged to reduce the total number of equations by four. For the plate clamped on the left boundary and simply supported elsewhere (b), all the points represented with (blue) circles are used to collocate the bending moment boundary condition. Close to each corner point, the two equations associated to the (blue) circles with crosses are averaged to reduce the total number of equations by four. The points represented by (green) diamonds are used to collocate the rotation boundary condition.
4. Numerical examples

In this section we present and comment several numerical examples, which aim at showing the performance of the proposed formulation. The experiments have been selected in an attempt of testing the proposed method in different significant situations typical of engineering applications, keeping at the same time the presentation as concise as possible. Accordingly, the following three families of tests have been considered:

i. Beam patch tests (aiming at proving the accuracy of the boundary condition imposition strategy presented above);

ii. Square plate with a manufactured solution (aiming at showing that the same orders of convergence obtained for one-dimensional beams are attained also in the case of plates);

iii. Simply supported circular plate (aiming at showing the good behavior of the proposed formulation and of the boundary condition imposition strategy also in the case of mapped geometries, possibly including singular points).

4.1. Beam patch tests

The aim of this section is to consider some examples such that the analytical solution may be exactly represented by the adopted approximation space. In such a way, several different boundary condition combinations may be tested allowing to evaluate the accuracy of the strategy proposed in the previous section.

To this end, we consider as a convenient patch test the problem of a Bernoulli-Euler beam with a uniformly distributed load and several combinations of end constraints (e.g., doubly clamped, simply supported, clamped-free or cantilever beam, etc.). Such problems may be studied by means of a Kirchhoff plate model with free-edge boundary conditions along the longitudinal sides and assuming $\nu = 0$. In all these cases, the analytical solution is constant transversally, while it consists of a quartic polynomial, satisfying the considered end conditions, longitudinally. Therefore, if the boundary condition imposition strategy is accurate, even one quartic knot span should be able to represent the analytical solution exactly (i.e., up to machine precision).

In fact, all performed numerical tests, considering several combinations of boundary conditions, different meshes (of one or more knot spans), and different degrees (greater or equal to four), confirm that these kinds of patch tests are passed up to machine precision (data not shown), guaranteeing the quality of the proposed strategy.

4.2. Square plate with a manufactured solution

We now study a clamped plate, defined over the bi-unit square $[0,1]^2$, with a sinusoidal load constructed starting from a manufactured solution. Assuming material properties such that $D = 1$, the considered analytical solution and the corresponding distributed load are, respectively:

$$w(x, y) = [1 - \cos(2\pi x)][1 - \cos(2\pi y)]$$

$$g(x, y) = -16\pi^4[\cos(2\pi x) - 4\cos(2\pi x)\cos(2\pi y) + \cos(2\pi y)]$$
Convergence plots of the $L^2$-norm error for $w$, $\varphi_x$, $Q_x$, and $M_x$ are reported in Figure 3 for degrees $p = q = 4, \ldots, 9$. It is possible to observe that the same orders of convergence obtained in the beam case (i.e., $p - 2$ or $p - 3$ for even or odd degree $p$, respectively) are attained, and that for all quantities a very similar convergence behavior is in general obtained. Convergence plots of the other components of rotation, shear force, and bending moment are completely analogous and are not reported here for the sake of brevity.

Finally, a similar test has been carried out also in the case of a simply supported plate, and analogous results have been obtained.

Figure 3: (Color online) Square plate with a manufactured solution. Convergence plots of the $L^2$-norm error for $w$ (a), $\varphi_x$ (b), $Q_x$ (c), and $M_x$ (d) as a function of the number of control points per parametric direction $N$ and for different degrees $p = q$.

4.3. Simply supported circular plate

As a last example, we consider a simply supported plate, defined over a circular domain of radius $R = 1$, with a uniformly distributed load, assumed here to be $g(x, y) = 1$. Material properties are assumed such that $D = 1$. For this problem, an analytical expression for the deflection at the center of the plate is classically known to be:

$$w_0 = \frac{5 + \nu}{64(1 + \nu)}$$

(38)
Convergence plots of the deflection of the center of the plate, normalized with respect to the exact solution, are reported in Figure 4 for different approximation degrees \( p = q = 4, \ldots, 7 \) (the Poisson ratio is assumed to be \( \nu = 0.3 \)). As shown in Figure 4, the proposed isogeometric collocation method provides a good approximation of the solution also in the case of mapped geometries, even with relatively coarse meshes\(^1\).

We highlight that the map transforming the parameter space in the physical space is in this case such that each edge of the parameter space corresponds to a quarter of circle, and the four corners of the parameter space correspond to four singular points on the boundary (see the details of the mapping, for example, in [53]). The adopted strategy for boundary condition imposition is able to efficiently deal with situations like this, as confirmed by these (and several further) numerical experiments.

Finally, a similar test has been carried out also in the case of a clamped plate, and analogous results have been obtained.

![Figure 4: (Color online) Simply supported circular plate. Convergence plot of the displacement at the center of the plate as a function of the number of control points per parametric direction \( N \) and for different degrees \( p = q \).](image)

5. Conclusions

This paper presents a new isogeometric collocation method for thin structural elements governed by Bernoulli-Euler beam and Kirchhoff plate models. Our algorithm is geometrically flexible, achieves the expected convergence rates for all quantities of engineering interest, and permits straightforward imposition of boundary conditions on arbitrary single-patch mapped geometries, even in the presence of singular points. Our numerical results show the accuracy, stability, and robustness of the method. We believe that the notable approximation capabilities of the method, as well as its computational efficiency, will place it in the body of literature as a viable and flexible option for the solution of thin structural problems.

\(^1\)It is to be noted that, for very coarse meshes (like that with 10 control points per parametric direction), higher order approximations show larger errors than lower order ones; however, already with 15 control points per direction higher orders provide the best performance, as asymptotically expected. Finally, it should be also highlighted that, as it typically happens with IGA collocation (see, e.g., [3, 4] or also Figure 1), even degrees appear to perform better than odd ones, in particular in the case of lower order approximations.
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