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Numerical Solvers in NEMO 5

•Objective:

» Provide numerical solvers to NEMO 5

» Leverage existing packages for 

linear solvers, eigensolvers, and 

nonlinear (Newton) solvers

» MPI parallelization mandatory

•Approach:

Compile and interface:

» PETSc: linear and Newton 

solvers. Includes MUMPS, 

SuperLU, Hypre

» SLEPc: eigensolvers. 

Includes Parpack.

•Results / Impact:

» User-friendly C++ interfaces

» Double & complex arithmetic usable

» Successful builds of PETSc/SLEPc on 

various systems

» Static & dynamic linking possible

» Discovered 2 memory scalability 

issues in PETSc – developers will fix it

PETSc 3.1

SLEPc 3.1


