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Objectives for Tue 10/3/2023
 Recurrence relations
 Master theorem
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Recurrence relations
Recurrence relation is a mathematical function 
that is defined in terms of itself, usually with 
some initial conditions (like base cases)

Example:  Fibonacci

Fib(n) = Fib(n - 1) + Fib(n - 2)
Fib(0) = 0
Fib(1) = 1
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Divide and conquer problems
 Binary search
 Merge sort
 Quicksort
 Selection (using quicksort partition)
 Closest pair of points in a set (on x-y plane)
 Matrix multiplication → Strassen's algorithm
 Fast Fourier Transform (FFT) - Cooley Tukey
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O(…) is not a function, but…

If we say something like…

 f(n) = 3n + O(1)
…what we really mean is…

 f(n) = 3n + g(n)
… where g(n) is O(1).

In this case, g(n) need not even be a constant.

Example:  g(n) = min(│n│, 5)    // g ∈ [0, 5]
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Binary search
Let T(n) = the time to search for an arbitrary 
element in an array of size n.

T(n) is the average-case time to search for an 
arbitrary element in an array of size n.

T(n) = T(n/2) + O(1)
T(0) = 0
T(1) = 0

In the above equation, O(1) is shorthand for some function g(n) where 
g(n) is O(1).
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Master theorem (for algorithms)
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Divide-and-Conquer algorithms

Given an algorithm of this form:
procedure p(input x of size n):
    if n < some constant k:
        Solve x directly without recursion
    else:
        Create a subproblems of x, each having size n/b
        Call procedure p recursively on each subproblem
        Combine the results from the subproblems 

Runtime is given by this recurrence relation:

a (constant) is the number of subproblems in the recursion
b (constant) is the factor by which the n is reduced in each recursive call
f(n) is the time to create the subproblems and combine their results

Credit: Wikipedia "Master theorem (analysis of algorithms)"
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Master theorem (for algorithms)

𝑇 𝑛 = 𝑎𝑇
𝑛

𝑏
+ 𝑓(𝑛)

𝑓 𝑛  is a function that is 𝑂(𝑛𝑑).
𝑎 > 0 // because we recurse at least once

𝑏 > 1 // because we reduce input at each step

𝑑 ≥ 0 // because <1 unit of work would make no sense

a, b, and d are constants.

𝑇 𝑛

𝑂 𝑛log𝑏 𝑎  if 𝑑 < log𝑏 𝑎

𝑂 𝑛𝑑  log 𝑛  if 𝑑 = log𝑏 𝑎

𝑂 𝑛𝑑  if 𝑑 > log𝑏 𝑎

Credit: Wikipedia "Master theorem (analysis of algorithms)"
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f(n) and d
 f(n) is the time to do the work in the 

procedure, excluding any recursive calls.
◼ splitting into subproblems

◼ combining results

◼ comparing values

◼ deciding which subproblem(s) to solve in the next recursive call(s)

 f(n) is O(nd)
 d is the exponent (above)
 d=1 indicates the work is O(n)

◼ Ex: merge step of merge sort

◼ Ex: partition in quicksort or our selection algorithm

 d=0 indicates the work is O(1)
◼ Ex: comparing search value with middle value in array in binary search
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Tighter version…
 Wikipedia has a tighter version, which gives 

Big-Theta bounds and uses the k parameter.
 𝑐𝑐𝑟𝑖𝑡 = log𝑏 𝑎 in the Wikipedia version.
 We will stick with the simpler version on the 

previous slide.
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Master theorem (for algorithms)

Credit: Wikipedia "Master theorem (analysis of algorithms)"



ECE 36800 Data Structures, Fall 2023 © 2023 Alexander J. Quinn    This content is protected and may not be shared, uploaded, or distributed. 

Master theorem (for algorithms)

Credit: Wikipedia "Master theorem (analysis of algorithms)"
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Master theorem (for algorithms)

Credit: Wikipedia "Master theorem (analysis of algorithms)"
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