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Goals

• Create an emergency response system by covering an area with sensor nodes

• During an emergency sensors should be able to provide real time information 
about location, size, and extent of the disaster area

• The location and identities of first responders in the disaster area should be 
known
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Challenges

• Indoor localization is much more difficult than in open areas
• Need to robustly deal with changing structures and node failures
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Options for Emergency Location Detection
• GPS is based on triliteration of satellite signals and works well for 

most outdoor applications but performs very poorly indoors
• Infrared; can easily be blocked
• Ultrasound; requires line of sight
• Radio; not robust to changes in the environment
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Basic Idea of the Paper
• Allow sensor coverage areas to overlap
• Ensure that each position that needs to be resolvable is covered by a unique set 

of nodes; this set is called the positions signature
• Framework based on identifying code theory (uniquely identify every point)
• Has a finer resolution than networks where coverage areas are not allowed to 

overlap
• Can provide robustness to node failures

• Use identifying code theory to provide a given amount of robustness with a 
minimum number of active (not sleeping) nodes

resolution robustness
tradeoff
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The Model

• Divide the continuous coverage area of the network into a finite set of 
regions

• Construct a graph where each region is a single vertex and edges between 
vertices represent the ability for regions to directly communicate with 
each other

• The problem to be solved is on which vertices to place code words such 
that every vertex is covered by a unique set of sensors nodes

• We can also solve the problem for r-robust identifying codes; meaning 
each vertex is uniquely identifiable so long as fewer then r sensor nodes 
have failed

• Larger values of r require more active nodes
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System Overview

• In localization there is a trade off 
between correctness and resolution; for 
emergency systems correctness is more 
important

• Location service or location tracking
• First a set of points are identified for an 

area; then sensor nodes are placed on a 
subset of these points

• Each point should be covered by a 
unique set of nodes

• An observer is then able to identify its 
location based on the unique collection 
of ID packets received in a region
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Algorithms

• The problem of finding optimal identifying codes for arbitrary graphs is NP-
complete

• So the authors propose a greedy algorithm that constructs an irreducible 
identifying code

• Irreducible means that if any codeword is removed the code will no longer be an 
identifying code

• This converges to a local minimum solution and turns out to be very near the 
optimal solution in most cases

• It should also be noted that the optimal identifying code is an element of the set of 
all possible irreducible identifying codes (so if we removed codewords in the right 
order we could produce to optimal identifying code!)
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Problem Definition
minimum hop count from u to v

the ball of v
is a code whose elements are called codewords

the identifying set of v
If for every Then C is an identifying code
C is irreducible if deletion of any codeword from C results in a code that is no longer an 
identifying code

A graph is distinguishable if it permits an identifying code

The Optimal Problem (NP-complete)

Given a distinguishable graph G=(V,E), determine a subset C of V
of minimum cardinality that is an identifying code

The Greedy Problem
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Distinguishability

• When we combine corollary 1 and lemma 2 we are able to draw the conclusion that to check if a 
graph is distinguishable we only need to check that no two vertices have the same ball.

• In practice graphs that have very high or low average degrees are likely to be indistinguishable.

• It is important that we are able to determine if a graph is distinguishable.
• If it is not, we can not find an identifying code.
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The Algorithm
• The goal of ID-CODE is to find an irreducible code if an identifying code exists.
• We can prove its correctness by contradiction.
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R-Robust
• In realistic sensor networks radio range is not highly predictable, so for a practical 

implementation we must be able to accept some errors

• So up to r node insertions or deletions of any identifying set does not prevent 
unique location identification

• R-robustness can be determined by the minimum symmetric difference
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Evaluation of Ordering Methods

• Lower Bound – the optimal ordering (NP-complete)

• Random – order vertices randomly

• Descending – sort vertices in decreasing order

• Ascending – sort vertices in increasing order 

• The algorithm is more likely to remove nodes that are visited early on
• To get a better result we should visit the “good” vertices last
• When average degree is low, good vertices will likely have a high degree, because 

this will minimize the number of codewords to cover the graph
• When average degree is high, good vertices will likely have a low degree, because 

high degree vertices will have similar balls
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Results

• The smallest resultant code is when average degree is V/2
• Ratio of codewords to graph vertices scales well (in proximity-based systems it 

would remain at 1)
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Extensions
• Can we find disjoint irreducible identifying codes? This would 

allow the network to evenly distribute the energy cost of being an 
active node.

• Use SNR rather than range


