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Multi-domain operations of the DOD will involve **autonomous operations** among multiple cyber, physical, and kinetic assets, together with interactions with humans.

Such autonomous operation will rely on:

- A pipeline of machine learning (ML) algorithms
- Executing in real-time on
- A distributed set of heterogeneous platforms

Conditions will be adversarial and operation must be guaranteed to be secure while **maintaining timeliness guarantees**

- Security guarantees need to be carefully analyzed and proven, under well-quantified adversary models
- Move away from one-off solution for specific attack type

Different degrees of autonomy

- Some require humans in the loop; in such cases, the cognitive load of any software solution must be analyzed for feasibility
- Some require humans on the loop
- Some are fully autonomous agents
Multiple ML algorithms in a pipeline

- Different resource requirements, different input-output patterns
- Can be required to execute on vastly different platforms
Aspects of Resilience of Autonomous Systems

Resilience by design:
Designs & develops autonomous systems so that they are resilient to a large set of quantifiable perturbations.

Resilience by reaction:
Works at runtime when perturbations are incident on the autonomous system and imbues the systems with the ability to "bounce back" quickly after a failure triggered by a perturbation.

A truly assured autonomous system has:
1. Close interactions during design and execution of the two aspects
2. Resilience by reaction principles are learned and become part of resilience by design

The integrated testbed is network accessible and programmable, ready for controlled experimentation of assured autonomy algorithms.

Sensor → Edge → Cloud

Purdue campus-wide deployment of mesh network
Requirements for Assured Autonomy

1. ML algorithms must be capable of
   ◦ Executing on a distributed set of execution platforms (mobile nodes, ground-based or aerial sensors, edge computing nodes, private cloud nodes, etc.)
   ◦ Trained both offline and in the field
   ◦ Tolerating varying amounts of noise either due to naturally occurring causes or due to maliciously injected errors

2. Autonomous algorithms must interface well with humans who may need to act on their decisions
   ◦ Interpretable and explainable at the tactical level in real time
   ◦ Interpretable and explainable at the strategic level so that a leader may make modifications for future missions
3. Probabilistic guarantees
   ◦ On accuracy and latency
   ◦ Guarantees must hold under adversarial actions
   ◦ Guarantees must hold under batch mode and incremental training

4. Algorithms must be able to ingest heterogeneous sources of data
   ◦ Data sources will vary in their fidelity, rate, and characteristic
   ◦ These data sources will be intermixed coming from white, blue, and red networks
   ◦ In the process of inferencing, the algorithms also tag data sources with their trust level, so that future decision making becomes more accurate
Sample Project: Anomaly Detection in Multi-variate Sensor Streams

- Anomaly detection ----» Distribution shift detection and localization
- **Complex shift:** The means marginal distributions are equal, but the joint distributions are different

**Our solution:**

1. **Detect if a distribution shift has occurred in a time series**
2. **Detect if the shift is due to conditional distribution change**
3. **Perform this through a test statistic based on the density model score function (i.e., gradient with respect to the input)**
4. **Perform this efficiently where test statistics for all dimensions is calculated in a single forward and backward pass**
5. **Perform localization to determine which sensor(s) are compromised**

Next Steps

• **Start of a 5-year Army Research Lab Assured Autonomy Institute (2020-25)**

• **Three Thrusts of Inquiry**
  1. **Robust adversarial algorithms**
  2. **Interpretable algorithms aiding the trust of the user on the results of the autonomous algorithms**
  3. **Secure, distributed execution of the autonomy pipeline among multiple platforms**